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ABSTRACT

Smooth Transition Exponential Smoothing (STES) is a popular exponential smoothing 
method for volatility forecasting; whereby the success of the STES model lies in the 
choice of the transition variable. In this paper, three realized variance (RV), daily, weekly 
and monthly RV were used as the transition variables in STES methods to evaluate the 
performance of intraday data. While daily squared return is a noisy series, squared 
residual and daily RV were employed as the proxy for actual volatilities in this study. 
With five series of exchange rates, a comparative analysis was conducted for Ad Hoc 
methods, Generalised Autoregressive Conditional Heteroscedastic (GARCH) models, and 
STES methods using various RV combinations. The empirical results showed that when 
daily RV was used as proxy for actual volatility, the traditional STES models and STES 
models with RV as the transition variables outperformed Ad Hoc methods and GARCH 
models under the RMSE evaluation criteria. Similar promising results were also observed 
for traditional STES models and STES models with RV as the transition variables under 
MAE evaluation. The MCS results generally reaffirmed the results from both the MAE and 
RMSE evaluation criteria. 
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INTRODUCTION

The foreign exchange market is one of the most liquid, globally integrated and 
highly decentralised financial markets (Kinyo, 2020). Since the fall of the Bretton 
Woods agreement of fixed exchange rates in 1973, there has been an increase in 
the number of studies on the exchange rate volatility. Exchange rates are widely 
exposed to global shocks, market sentiments, and speculations, and the review of 
literature has shown evidence that the foreign exchange rate volatility significantly 
affects the trade flow that might weaken the economic growth and increase the 
risk of inflation, impacts of production and transaction costs and global welfare 
(Chan et al., 2013; Bahmani-Oskooee & Gelan, 2018; Sugiharti et al., 2020). 
Many studies have shown that the volatility of exchange rate affects the stock 
prices asymmetrically (Habibi & Lee, 2019). However, the effect of volatility 
of exchange rate on a country performance only lasts for short term (Lock et al., 
2019).

As volatility is latent, non-normal, clustering, persistent, and heavy-
tailed, the modelling and forecasting of the exchange rate volatility has become 
very challenging. Numerous models have been developed to explain the 
exchange rate volatility over different time horizons and regions. Among them 
are two well-known models, the Autoregressive Conditional Heteroscedastic 
(ARCH) model by Engle (1982) and the Generalised Autoregressive Conditional 
Heteroscedastic (GARCH) model by Bollerslev (1986). Other models include 
the stochastic volatility models, Ad Hoc time series methods and option implied 
methods (Poon & Granger, 2003; Bollerslev et al., 2006; Sulliman, 2012; Julianto 
& Ekaputra, 2019). Another pragmatic approach for volatility forecasting is 
using the exponential smoothing method. Taylor (2004a) introduced an adaptive 
exponential smoothing method, the Smooth Transition Exponential Smoothing 
(STES) that allows the smoothing parameters to change over time, which has 
proved its robustness in dealing with outliers (Liu et al., 2020). While numerous 
theories and models were proposed, no consensus was reached on the best model 
for volatility forecasting (Poon & Granger, 2003; Taylor, 2005; Andersen et al., 
2006; Benavides & Capistran, 2012).  

In recent years, the advent of high-frequency data has triggered numerous 
studies to use realized measures of volatility. Realized volatility, proposed by 
Andersen and Bollerslev (1998), is defined as the sum of intraday returns, which 
allows volatility to be treated as an observed estimator rather than a latent process. 
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The RV is more accurate and reliable than the squared daily return, which is 
widely known as a notoriously noisy estimator (see, for example, Andersen & 
Bollerslev, 1998; Martens, 2011; Zhu et al., 2017). Furthermore, RV can capture 
the fluctuation of the day although the return of the previous trading day is zero. 

Taylor (2004a) applied weekly realized volatility constructed from daily 
returns in STES for volatility prediction and showed that the approach produced 
encouraging results compared to other exponential smoothing approaches and 
GARCH family models. Ung et al. (2014) applied STES method to evaluate the 
role of asymmetry volatility model in portfolio formation. The results concluded 
that STES method can help to optimally allocate the fund in portfolio risk 
management. Liu et al. (2020) further explored the robustness of the STES method 
in handling the outliers by using daily returns. Their results also demonstrated 
that the STES, with appropriate transition variables such as the sign and size of 
past shocks, outperformed other volatility forecasts models. This study extends 
the works of Taylor (2004a) and Liu et al. (2020) by introducing three realized 
variances (daily RV, weekly RV, and monthly RV constructed from daily returns 
and 60-minute returns) into the STES models and GARCH models to evaluate the 
performance of these models. 

LITERATURE REVIEW

Volatility is a measure of risk in asset pricing and is important in various risk 
management activities. Nonetheless, volatility is usually seen as a latent 
and unobservable variable, thereby, making the prediction of volatility very 
complicated. 

The earliest popular volatility model is the ARCH model proposed by 
Engle (1982) which describes conditional variance as a linear function of lagged 
squared error terms whereby the error term denotes the price shock. Bollerslev 
(1986) extended the ARCH model to the GARCH model where the conditional 
variance is represented by a linear function of lagged squared error terms and lagged 
conditional variance terms. Subsequently, another area of study has emerged on 
the development of non-linear GARCH models such as Exponential GARCH 
and GJRGARCH (Glosten, Jagannathan and Runkle GARCH). The EGARCH 
proposed by Nelson (1991) is capable in capturing asymmetric effect while the 
GJRGARCH model proposed by Glosten et al. (1993) is a powerful model which 
can effectively capture the leverage effect by switching between the sign of the 
previous period’s shock. Hagerud (1997) further added value to the GJRGARCH 
by smoothing the coefficient of the lagged squared error terms using the logistic 
smooth transition approach (LSTGARCH). Other GARCH models applying 
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the smooth transition approach include exponential smooth transition GARCH 
(ESTGARCH) and Anderson, Nam and Vahid GARCH (ANSTGARCH). 

The smoothing method is a pragmatic approach where it enables the 
parameter to change over time as a continuous function of a transition variable. 
There are two common transition variables, sign of past shocks (ft ) and size of past 
shocks (ft

2 ). The former is used to model the asymmetry in stock return volatility 
while the latter is for modelling the dynamics of conditional variance. Taylor 
(2004a) introduced the STES method for forecasting the volatility in financial 
returns. The STES uses a logistic function of a user-specified transition variable 
as an adaptive in time varying smoothing parameter. Taylor (2004a) further 
tested the STES method using realized weekly volatility calculated from daily 
data for stock volatility prediction. The results were very promising compared 
to other GARCH models and fixed parameter exponential smoothing models. 
Taylor (2004b) conducted another empirical study using the monthly time series 
from the M3 and proved that the STES method produced encouraging results in 
comparison to other methods. Next, Gooi et al. (2018) applied the STES method 
for forecasting the volatility of Malaysian real estate stocks. The findings showed 
that the STES method outperformed all the other methods such as GARCH family 
models and standard models. Liu et al. (2020) used STES in forecasting eight 
main stock indices has also demonstrated that the STES method performed well, 
regardless of the magnitude of the outliers, compared to other standard methods 
such as the ES (Exponential Smoothing) and GARCH methods. A recent work by 
Wan et al. (2021) applying STES methods on Malaysia Mutual Fund Indices has 
showed that the STES method outperformed GARCH model. 

With the evolution of technology, high-frequency data have been made 
available. Andersen and Bollerslev (1998) introduced the use of high-frequency 
data or also known as realised volatility in forecasting and the results generally 
outperformed those of the models with a conventional volatility measure. The 
RV, a measure of the sum of the squared intra-daily returns, has the merits of 
containing more information, being less noisy, and being able to generate unbiased 
and more stable results. Martens (2001) in his study on using the intraday returns 
in forecasting daily exchange rates concluded that the higher the frequency of 
realized volatility as the explanatory variable, the better the performance of 
intraday GARCH (1,1). This finding concurred with the study by Blair et al. (2001) 
where they showed that intraday returns gave more accurate results compared to 
daily returns. Meanwhile, Koopman et al. (2005) proved that the predictive power 
improved by incorporating RV into stochastic volatility (SV) and GARCH models. 
Taylor (2004a) applied weekly realised volatility derived from the summation of 
five  daily  squared  residuals  to  estimate  the  STES  parameters  as  well  as  to  

244



Forecasting the High-Frequency Exchange Rate

evaluate the performance compared to other models. The results revealed that 
the STES models outperformed the DAILY-GARCH and AR (Autoregressive) 
with realised measures. Ekaputra (2014) used daily realized volatility to examine 
the impact of order imbalance on return and volatility – volume relation in the 
Indonesian stock market. However, the results indicated that the order 
imbalance failed to explain the realized volatility variations. 

Patton (2011) has indicated that the use of different volatility proxies 
can result in unexpected outcomes. In volatility forecasting, daily squared return 
is always used as the closest proxy to the actual volatility, but the measure is 
not without flaw. It is widely known that the squared return has microstructure 
noise, which is one of the main reasons causing the prediction process to become 
tedious and have low accuracy. Andersen and Bollerslev (1998) have pointed out 
that the  is not suitable to be used as a proxy for standard deviation because it 
is a biased estimator. Furthermore, the availability of RV has prompted many 
researchers to use RV as a volatility proxy which is proved to be a better proxy for 
true variance than the daily squared returns (Day & Lewis, 1992; Taylor, 2004a; 
Hansen & Lund, 2005). Moreover, Liu et al. (2015) have pointed out that the 
use of a more noisy proxy can decrease the ability to discriminate the estimators 
without influencing the consistency of the procedure. Nevertheless, it has also 
been revealed that the use of RV as the proxy does not increase the predictive 
performance of the RV measures. 

The robustness of the STES method has been tested in stock markets 
(Taylor, 2004a; 2004b; Ung et al., 2014; Liu et al., 2020), Malaysian real estate 
stocks (Gooi et al., 2018) and Malaysia Mutual Fund Indices (Wan et al., 2021). 
This present study extends previous research (where Taylor (2004a) used realised 
weekly volatility as the estimator and proxy while Liu et al. (2020), Gooi et 
al. (2018) and Wan et al. (2021) focused on daily returns as the estimator) by 
applying the STES methods on the exchange rate series using daily RV, weekly 
RV, and monthly RV. The hourly returns are used to construct the RV as other 
higher frequency data are not available. Besides, the performance of the volatility 
forecasts is evaluated using two proxies namely squared residual and daily RV 
where the RV is widely known to be more accurate than the squared residual. 

METHODOLOGY AND ESTIMATION MODELS 

Volatility is a measure of risk and varies over time with a latency characteristic. 
The estimation models used in this study were divided into three categories, 
namely Ad Hoc methods, GARCH models, and STES models. These methods are 
briefly described in the following subsections.
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Ad Hoc Methods

Random walk 

Fama (1965) applied the random walk theory as an approach to evaluate the 
weak form efficiency within a series of asset returns. The weak form efficiency 
suggests that the future value of a stock is random and independent of each other’s 
movement. Fama (1965) generalised that the best forecast for today’s volatility 

t
2v_ i is yesterday’s volatility t 1

2v -_ i. The equation is expressed by:

t t t
2

1
2

1
2v v f= =- - (1)

and t
2v  is the forecast variance and t 1

2f -  is the squared error or past shock.

Naïve forecast method

The naïve forecast method is also known as the historical average method. This 
method works well if there is no discernible pattern in the actual historical data 
series. The last period’s actual is used as this period’s forecast and the method can 
only forecast up to one period in the future. This model is expressed by: 

t 1t

t t2 1
2

2
2

1
2f

v
f f f
= -

+ + +- - (2)

and t 1
2f -  is the squared error. 

Moving average model (MA30)

In contrast to the historical average method in which all the past observations 
receive equal weight, the moving average method assigns the more recent 
observations with more weight. The simple moving average method is a simple 
and popular approach to volatility forecasting, which can be written as:

/t t t t
2

1
2

2
2 2v f f f x= + + x- - -t _ i (3)

where t is the size of the moving frame and in this current study, it was 30 days 
and t 1

2f -  is the squared error.

Exponentially weighted moving average (EWMA) model

The exponentially weighted moving average (EWMA) is essentially an extension 
of the simple moving average volatility measure, which allows more recent 
observations to have a stronger impact on the forecast of volatility than older 
points and could be written as:
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1t t t
2

1
2

1
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t t^ h (4)

and  is the forecast variance and t 1
2f -  is the squared error.

The parameter (1 – α) is seen as a ‘decay’ factor, which determines how 
much weight is given to recent versus older observations. As recommended by 
RiskMetrics (1996), the decay factor could be set at 0.94 for daily data.

GARCH Models

Linear GARCH and non-linear GARCH models were considered in this study. 
The GARCH model proposed by Bollerslev (1986) was extended from the ARCH 
models which allows a longer lag-length and is more parsimonious. The GARCH 
(q, p) model is expressed as follows: 

t i
q

i t i j
p

j t j
2

1
2

1
2~v a f b v= + += - = -/ / (5)

where i
q

i t i1
2a f= -/  represents the ARCH component while j

p
j t j1

2b v= -/  represents 
the GARCH component. The parameters , ,0 02 2~ a  and 02b  must be 
estimated. The α coefficient refers to the impact of news shock i.e. a larger α 
means that volatility responds intensely to the market movements. On the other 
hand, the β coefficient indicates the volatility clustering. t

2v  is dependent not only 
on the past shock t i

2f - , but also past conditional variance t j
2v - . The parameters are 

optimised using maximum likelihood and assumed to follow the student-t error 
term distribution. 

Nonetheless, it is very common to observe that negative returns tend to 
be followed by periods of greater volatility than positive returns in financial time 
series. Black (1976) explains that this asymmetry of the positive and negative 
shocks leads to different values for the leverage of a firm and thus results in 
different volatilities. Nelson (1991) first proposed the asymmetric formulation, the 
exponential GARCH or EGARCH model to model asymmetric variance effects. 
The general EGARCH (1,1) model is given as:

ln lnt
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t

t

t
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2
1

1

1
1

1

1

1 1
2v ~ a v

f
c v
f

b v= + + +
-

-

-

-
-_ i (6)

Where, t 1f - is the error term and 1c  is the parameter of the asymmetric effect. 
There are three asymmetric effects of 1c : i) if 1c , there is no asymmetric effect; ii) 
if 01 2c , the volatility increases along with a positive past shock which implies 
that volatility is more sensitive to good news than bad news; and iii) if 01 1c , the 
volatility increases along with a negative past shock or bad news. In other words, 
leverage effects occur.
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Glosten et al. (1993) proposed the GJRGARCH model to accommodate 
the asymmetry and leverage effects. The GJRGARCH model is shown as: 

I I1 0 0
t t t t t t
2

1 1 1
2

1 1 1
2

1 1
22 2v ~ f a f f c f b v= + - + +- - - - -` `j j7 7A A (7)

where I 0t 1 2f -7 A is the indicator function, taking a value of 1 if 0t 1 2f - or 0
otherwise. In general, if there is a leverage effect, then, 1 12a c . 

Smooth transition exponential smoothing (STES) 

STES was proposed by Taylor in 2004 where a logistic function of a user-specified 
variable is used as an adaptive smoothing parameter. The formula is written as:

1
t t t t t
2

1 1
2

1 1
2v a f a v= + -

- - - -_ i (8)

where the smoothing parameter is:

exp v1

1
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-_ i  for a single transition variable (9) 

Or 
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b c c c

=
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- - -_ ^ ^ ^ ih h h
 for three transition 

variables (10) 

Where , , ,1 2 3b c c c  are the parameters in the logistic function; , ,v v va t b t c t1 1 1- - -^ ^ ^h h h are 
the transition variables.

The smoothing parameter varies between 0 and 1 and adapts according to 
the changes in the transition variable, vt 1- . The vt 1-  in this study was represented 
by a series of transition variables such as , ,t t t1 1

2
1f f f

- - - , daily RV (RVd), weekly 
RV (RVw), and monthly RV (RVm). STES is not guided by any statistical theory 
in the choice of parameter optimisation. Thereby, it is recommended to minimise 
the sum of in sample one-step-ahead prediction errors, shown as follows:

min t
T

t t1
2 2 2f v-=
t_ i/ (11)

where t
2f  is the size of past shocks which is used to model the dynamics of 

the conditional variance while tf  (sign of past shock) is used in modelling the 
asymmetry in stock return volatility. According to Taylor (2004a), the STES 
model with t 1f -  or t 1

2f -  as the transition variable would perform better when the 
estimation sample and evaluation sample contain a level shift or an outlier. By 
using 1,428 real-time series from the M3-Competition, Taylor (2004b) showed 
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that the STES method with t 1
2f -  as the transition variable could outperform 

constant parameter exponential smoothing in terms of one-step-ahead post-sample 
prediction. Although the optimised parameter allows standard simple exponential 
smoothing to be reasonably robust to outliers, there is still a noticeable rise in the 
forecast function following each outlier. On the other hand, the success of STES 
can be attributed to the adaptive nature of the time-varying parameter, which 
decreases around the outlier to put a reduced weight on the outlier. All in all, the 
robustness of the STES models relies on their ability of smoothly weighting down 
the outlying observations in accordance with the time varying transition variable.  

Model confidence set procedure

The Model Confidence Set (MCS) procedure was proposed by Hansen et al. 
(2003; 2011) for model comparative evaluation. This method has advantages over 
the Diebold and Mariano (DM) test by Diebold and Mariano (1995) and Harvey 
et al. (1997) in three perspectives. First, a benchmark model is not needed in the 
MCS test. Second, the MCS test considers the limitations of the data sets and 
finally, the MCS procedure can generate more than one best model. Based on the 
work by Hansen et al. (2011), this study adopted the 90% confidence level and set 
the bootstrap replications at 5,000 times to acquire the Tmax statistics. The MCS 
test was performed using the RStudio software. 

The loss function has the following expression: 

,L L Y Y, ,i t t i t= t` j (12)

where, Li,t denotes the loss function associated with ith model in time t; Yt denotes 
the actual observation in time t; Y ,i t

t  denotes the forecasts obtained from ith model 
in time t. 

The loss differential between two models is shown as: 

,d L Lij,t i,t j,t= - for all ,i j M0e (13)

The set of superior model is defined by 

:M i M for all j M0ij
0 0#e en=) $ . (14)

where ,E L L i j M, ,ij i t j t
06n e= -8 B with M0 the universe of model. 



DATA

Every day, trillions of dollars are traded around the world. The top traded 
currencies are the US Dollar, the Euro, the Japanese Yen, the Great British Pound, 
and the Canadian Dollar. In this study, the top five series of exchange rates, i.e., the 
Australian Dollar (AUD), the Euro (EUR), the British Pound (GBP), the Canadian 
Dollar (CAD), and the Japanese Yen (JPY) against the US Dollar (USD), were 
studied. These intraday exchange rate data were obtained from the Dukascopy – 
SWFX – Swiss Foreign Exchange Marketplace and the forex directory. 

For this study, the sample period spanned approximately 6 years, from 
1 January 2011 to 29 December 2017. This sample period delivered 2,000 daily 
observation data. For simplicity, in this initial study, the focus was on the one-step-
ahead forecasting of volatility. The first 1,500 log returns were used to estimate 
the parameters of the various volatility forecasting methods and the remaining 500 
observations were the holdout sample for post-sample forecast evaluation. 

Daily return of a series, rt on day t is obtained by:

r p
p

Int
t

t

1
=

-

d n (15)

where pt is the closing price on day t and pt-1 is the closing price on day t–1.

Intraday daily return constructed from hourly data, rt on day t is obtained by:

r p
p

In,
,

,
t n

t n

t n

1

=
-

e o (16)

where pt,n is the closing price of the nth interval in day t and rt,n is the return of 
the  interval in day t. In this study, for the intraday daily returns derived from the 
hourly or 60-min returns, n is equal to 24. Thus, a total of 48,000 (2,000 × 24) 
samples for intraday daily returns were obtained.

Realized Volatility 

Realized volatility, as proposed by Andersen and Bollerslev (1998), is generally 
known to be more accurate than squared daily return. In this study, there were 
two types of daily RV. The first daily RV was derived from the squared daily 
return and the second daily RV was the summation of squared intraday returns, 
which in this study was the hourly returns. The daily realised measures were then 
used to construct the weekly RV (RVw) and monthly RV (RVm) as shown in 
the following equations. The three RV were then used as transition variables to 
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formulate various STES models. Table 1 lists the formation of different STES 
methods using the daily, weekly, and monthly RV.

RV sum of previous squared errors for the week5Weekly RV: w j 1
5

1 1
2

j
5

f= = = - +/ (17)

sum of previous squared errors for the month22Monthly RV:RVm k 1
22

1 1
2

k
22

f= = = - +/ 	 (18)

The daily, weekly and monthly RV were then used as transition variables in the 
STES models. 

Table 1
Types of transition variables used in the STES models

Variables Type of transition

STES Method applied on Squared Residual

STES-E STES with ɛt-1 as the transition variable

STES-AE STES with |ɛt-1| as the transition variable

STES-SE STES with t 1
2f - as the transition variable

STES-EAE STES with t 1f -  and t 1f -  as the transition variables

STES-ESE STES with t 1f -  and t 1
2f -  as the transition variables

STES-RVd STES with daily RV as the transition variable

STES-RVw STES with weekly RV as the transition variable

STES-RVm STES with monthly RV as the transition variable

STES-RVdw STES with daily and weekly RV as the transition variables

STES-RVdm STES with daily and monthly RV as the transition variables

STES-RVwm STES with weekly and monthly RV as the transition variables

STES-RVdwm STES with daily, weekly, and monthly RV as the transition variables

STES Method applied on daily RV (obtained using hourly data)

RVSTES-RVd RVSTES with daily RV as the transition variable

RVSTES-RVw RVSTES with weekly RV as the transition variable

RVSTES-RVm RVSTES with monthly RV as the transition variable

RVSTES-RVdw RVSTES with daily and weekly RV as the transition variables

RVSTES-RVdm RVSTES with daily and monthly RV as the transition variables

RVSTES-RVwm RVSTES with weekly and monthly RV as the transition variables

RVSTES-RVdwm RVSTES with daily, weekly, and monthly RV as the transition variables

Post-sample evaluation and loss functions

As mentioned earlier, the first 1,500 observations were used to conduct in-
sample estimation and the remaining 500 observations were used for post-sample 
forecasting. Two volatility proxies namely squared residual and daily RV as actual 
proxies were used. The forecasted error was obtained from the difference 
between 
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the proxy for actual volatility (squared residual or daily RV) and the forecasted 
variance of each model. 

Two popular evaluation criteria, MAE (Mean Absolute Error) and RMSE (Root 
Mean Squared Error), were employed to compare the performance of the models. 
The two loss functions are given by:

MAE n
1

t
N

t t1
2 2v v= -=
t/ (14)

RMSE N
1

t
N

t t1
2 2 2v v= -=
t_ i/ (15)

where N is the post-sample size, t
2v  is the squared residual or daily RV, and t

2vt  is 
the predicted volatility. 

To ease the comparison of the performances for the five series, the mean 
value of a Theil-U measure was calculated for each series as the ratio of the MAE/
RMSE for that method with respect to the MAE/RMSE for the GJRGARCH 
method. This Theil-U measure was proposed by Poon and Granger (2003) as a 
measure to summarise the relative performances of methods. The lowest value of 
Theil-U indicates the best performing model. The values in bold in each column 
of the table indicate the best performing method for each series. 

EMPIRICAL RESULTS

This section discusses the results of this study. To ease the discussion, the models 
are categorised into Standard methods and STES methods.

Figure 1 presents the patterns of daily log returns and hourly log returns 
for the AUD, EUR, GBP, CAD, and JPY against the USD. 

Daily Log Returns Hourly Log Returns

(Continue on next page)
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Figure 1 (Continued)

Daily Log Returns Hourly Log Returns

Figure 1 Plots of daily log returns and hourly log returns

Post-Sample Forecasting Performance with Squared Residual as Actual 
Volatility

Tables 2 and 3 present the post-sample results with squared residual as actual 
volatility. The MAE values were generally smaller than the RMSE values. 
Under the MAE evaluation criteria, the Theil-U rankings showed that the STES-
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SE, STES-AE, STES-EAE, and STES-ESE models emerged as the best models 
compared to the other models. STES-RVd had the same Theil-U results as STES-
ESE. The intraday hourly (60mRV) applied in GARCH models appeared to be 
inferior among all the models. 

On the other hand, opposite results were observed under the RMSE 
evaluation criteria. The performance of the STES models, except STES-E, did 
not seem to be better than the STES models with the weekly and monthly RV 
measures derived from squared residuals as transition variables. Other equally 
good performing models included the EWMA, GARCH, IGARCH, and EGARCH 
models. The Random Walk model was the worst model followed by the 60mRV_
GARCH, 60mRV_EGARCH, and 60mRV_GJRGARCH models.  

Table 2 
MAE for 500 post-sample daily variance forecasts using squared residual as actual 
volatility

Model AUS_USD EUR_USD GBP_USD USD_
CAD USD_JPY Mean 

Theil-U

Standard Method

RW 33.68 29.18 61.78 26.97 47.36 1.18

Naïve forecast 32.40 25.20 40.55 72.47 34.96 1.22

MA30 25.21 21.65 52.14 72.47 38.12 1.25

EWMA (0.06) 25.47 21.84 50.72 21.27 37.94 0.94

GARCH 26.43 22.19 48.61 21.24 37.73 0.93

GJRGARCH 25.89 20.99 62.02 21.08 37.95 1.00

IGARCH 25.56 21.72 51.23 21.33 38.03 0.94

EGARCH 25.94 21.37 44.29 21.04 37.83 0.90

60mRV_GARCH 35.70 32.37 60.09 30.48 43.69 1.28

60mRV_GJRGARCH 36.50 32.44 60.18 30.47 44.38 1.27

60mRV_IGARCH 34.81 26.76 61.56 27.05 44.43 1.23

60mRV_EGARCH 34.53 32.92 53.09 34.92 42.02 1.25

STES Method

STES-E 25.51 21.92 40.55 20.79 34.96 0.86

STES-AE 22.82 18.88 39.02 18.15 32.64 0.78

STES-SE 21.99 18.84 39.35 18.14 31.41 0.77

STES-EAE 23.39 19.37 39.38 18.74 33.36 0.80

STES-ESE 23.17 19.13 39.24 18.49 33.01 0.79

60mRV_STES-E 35.18 26.26 43.52 28.03 38.00 1.02

60mRV_STES-AE 22.64 25.67 43.52 27.86 38.00 0.94

(continue on next page)
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Table 2 (Continued)

Model AUS_USD EUR_USD GBP_USD USD_
CAD USD_JPY Mean 

Theil-U

STES-RVd 23.21 19.82 40.67 18.16 31.39 0.79

STES-RVw 23.36 21.98 40.68 20.79 38.43 0.86

STES-RVm 25.51 22.72 40.67 19.85 38.20 0.88

STES-RVdw 23.21 19.82 40.67 19.46 32.97 0.81

STES-RVdm 23.21 19.82 40.67 19.46 32.97 0.81

STES-RVwm 26.67 21.98 40.68 20.79 39.23 0.89

STES-RVdwm 23.21 19.82 40.56 19.46 33.21 0.81

RVSTES-RVd 31.81 23.03 43.36 24.17 35.90 0.94

RVSTES-RVw 34.62 25.65 43.37 25.81 37.58 0.99

RVSTES-RVm 34.94 24.00 43.33 27.04 42.97 1.03

RVSTES-RVdw 31.81 23.03 43.35 25.60 37.79 0.96

RVSTES-RVdm 31.81 23.03 43.33 25.60 37.79 0.96

RVSTES-RVwm 34.62 25.65 43.36 26.71 41.06 1.02

RVSTES-RVdwm 31.81 23.03 43.17 25.60 37.79 0.96

Table 3 
RMSE for 500 post-sample daily variance forecasts using squared residual as actual 
volatility

Model AUD_USD EUR_USD GBP_USD CAD_USD JPY_USD Mean Theil-U

Standard Method

RW 58.60 58.01 259.47 47.31 99.64 1.35

Naïve forecast 43.11 41.45 196.41 75.38 71.14 1.11

MA30 41.28 41.16 196.92 75.38 70.81 1.10

EWMA (0.06) 41.45 41.30 195.45 34.61 70.96 0.99

GARCH 41.33 41.03 194.59 34.41 70.75 0.99

GJRGARCH 41.16 41.19 198.73 34.50 70.87 1.00

IGARCH 41.24 41.02 194.98 34.39 70.66 0.99

EGARCH 41.28  40.86 195.60 34.45 70.73 0.99

60mRV_GARCH 49.06 53.16 244.02 41.75 82.37 1.23

60mRV_GJRGARCH 51.28 53.11 244.94 41.73 86.99 1.21

60mRV_IGARCH 48.48 44.77 208.45 36.57 78.74 1.09

60mRV_EGARCH 46.33 63.57 203.80 80.43 74.75 1.23

STES Method

STES-E 41.22 41.46 196.41 33.86 71.14 0.99

STES-AE 46.83 44.78 197.20 38.17 77.92 1.05

STES-SE 45.83 41.52 196.49 34.56 72.66 1.01

(Continue on next page)



Table 3 (Continued)
Model AUD_USD EUR_USD GBP_USD CAD_USD JPY_USD Mean Theil-U

STES-EAE 47.31 45.15 196.74 38.66 78.39 1.05

STES-ESE 47.14 44.99 196.86 38.47 72.33 1.03

60mRV_STES-E 46.65 42.85 195.62 41.87 71.01 1.03

60mRV_STES-AE 46.66 42.53 195.62 41.70 71.01 1.03

STES-RVd 41.23 41.09 196.39 34.70 72.62 1.00

STES-RVw 41.35 41.14 196.39 33.86 70.72 0.99

STES-RVm 41.30 41.06 196.39 33.99 70.63 0.99

STES-RVdw 41.23 41.09 196.39 34.36 71.26 0.99

STES-RVdm 41.23 41.09 196.39 34.36 71.26 0.99

STES-RVwm 41.34 41.14 196.39 33.86 70.88 0.99

STES-RVdwm 41.23 41.09 196.42 34.36 71.10 0.99

RVSTES-RVd 43.37 41.27 195.68 34.94 70.74 1.00

RVSTES-RVw 45.33 42.20 195.68 35.34 71.29 1.01

RVSTES-RVm 46.24 41.22 195.68 36.32 73.02 1.02

RVSTES-RVdw 43.37 41.27 195.68 35.57 70.67 1.00

RVSTES-RVdm 43.37 41.27 195.68 35.57 70.67 1.00

RVSTES-RVwm 45.33 42.20 195.68 35.94 71.86 1.01

RVSTES-RVdwm 43.37 41.27 195.69 35.57 70.67 1.00

Post-Sample Forecasting Performance with Daily RV as Actual Volatility 

When using daily RV as actual volatility, the STES models, i.e., STES-ESE, 
STES-SE, STES-AE and STES-EAE were the best performers under the MAE 
evaluation criteria. The RV derived from hourly data (RVSTES-RVd, RVSTES-
RVdw, RVSTES-RVdm and RVSTES-RVdwm) played a little role in improving 
the accuracy. 

Under the RMSE evaluation criteria, the mean Theil-U values for most 
of the models (either the daily return or RV as estimators) were rather close to 
each other. Among the models, EWMA, the STES models (STES-E, STES-AE, 
STES-SE, STES-EAE, and STES-ESE), and the RVSTES models produced the 
best results. Under both the MAE and RMSE evaluation criteria, the use of RVs 
derived from hourly returns did not improve the accuracy in the GARCH 
models.  
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Table 4 
MAE for 500 post-sample daily variance forecasts using daily RV as actual volatility

Model AUD_USD EUR_USD GBP_USD CAD_USD JPY_USD Mean Theil-U

Standard Method 

RW 36.79 22.44 64.01 20.97 35.03 1.41

Naïve forecast 22.39 25.49 34.76 60.95 27.47 1.34

MA30 20.31 18.26 43.93 60.95 28.28 1.35

EWMA (0.06) 21.03 17.91 41.63 16.23 28.04 0.98

GARCH 19.44 16.21 38.45 15.69 26.80 0.91

GJRGARCH 19.60 16.07 49.28 15.64 26.86 1.00

IGARCH 19.53 15.83 39.66 15.43 26.86 0.92

EGARCH 19.53 15.93 32.03 15.61 26.28 0.86

60mRV_GARCH 22.72 25.07 43.50 19.70 27.41 1.09

60mRV_GJRGARCH 23.49 25.13 43.57 19.69 28.93 1.10

60mRV_IGARCH 22.22 18.13 42.83 16.33 29.26 1.01

60mRV_EGARCH 21.30 25.49 36.92 24.11 26.64 1.06

STES Method

STES-E 21.12 17.89 32.15 17.16 27.47 0.91

STES-AE 18.88 15.13 31.55 14.95 25.59 0.83

STES-SE 18.43 14.73 31.09 14.98 25.26 0.82

STES-EAE 18.84 15.15 31.47 14.84 25.37 0.83

STES-ESE 18.67 14.85 30.63 14.95 24.27 0.81

60mRV_STES-E 21.42 18.48 33.14 19.81 27.53 0.94

60mRV_STES-AE 37.69 17.95 33.14 19.68 27.54 1.07

STES-RVd 22.21 15.72 34.62 17.90 28.07 0.93

STES-RVw 18.76 16.21 34.61 16.15 26.15 0.88

STES-RVm 19.75 16.52 34.63 16.76 26.93 0.90

STES-RVdw 22.21 15.72 34.63 16.25 25.57 0.90

STES-RVdm 22.21 15.72 34.62 16.25 25.57 0.90

STES-RVwm 18.82 16.21 34.61 16.15 27.28 0.89

STES-RVdwm 22.21 15.72 34.75 16.25 25.33 0.90

RVSTES-RVd 19.17 15.95 33.19 14.93 24.67 0.85

RVSTES-RVw 21.03 17.95 33.19 16.47 26.18 0.90

RVSTES-RVm 21.08 17.37 33.19 16.28 28.24 0.91

RVSTES-RVdw 19.17 15.95 33.19 15.45 25.05 0.85

RVSTES-RVdm 19.17 15.95 33.19 15.45 25.05 0.85

RVSTES-RVwm 21.03 17.95 33.20 16.46 27.37 0.91

RVSTES-RVdwm 19.17 15.95 33.17 15.45 25.05 0.85
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Table 5 
RMSE for 500 post-sample daily variance forecasts using daily RV as actual volatility

Model AUD_USD EUR_USD GBP_USD CAD_USD JPY_USD Mean Theil-U

Standard Method

RW 67.69 64.28 312.72 35.95 108.36 1.30

Naïve forecast 51.01 50.08 245.39 63.97 81.66 1.08

MA30 51.43 49.17 248.40 63.97 81.17 1.09

EWMA (0.06) 48.97 48.77 244.28 26.71 80.84 0.99

GARCH 50.92 48.90 244.56 28.70 81.27 1.00

GJRGARCH 51.20 49.28 244.09 28.76 81.24 1.00

IGARCH 51.09 48.95 243.99 28.45 81.05 1.00

EGARCH 51.24 49.18 243.89 28.78 81.10 1.00

60mRV_GARCH 51.57 56.73 276.38 30.46 71.51 1.07

60mRV_GJRGARCH 52.95 56.73 277.13 30.43 80.64 1.10

60mRV_IGARCH 51.34 49.50 250.62 27.00 82.47 1.01

60mRV_EGARCH 49.85 66.79 246.17 73.68 77.78 1.13

STES Method

STES-E 48.86 48.79 244.58 28.09 81.66 0.99

STES-AE 48.81 48.78 240.44 27.31 82.94 0.99

STES-SE 49.28 48.86 243.48 27.02 81.80 0.99

STES-EAE 48.86 48.53 241.31 27.00 82.77 0.99

STES-ESE 48.92 49.30 242.93 26.67 80.18 0.99

60mRV_STES-E 63.32 48.83 244.50 32.42 81.63 1.01

60mRV_STES-AE 49.33 48.93 244.50 32.83 81.63 1.04

STES-RVd 53.37 49.95 245.35 31.83 85.00 1.02

STES-RVw 50.27 49.04 245.34 29.18 79.99 1.00

STES-RVm 51.23 48.77 245.35 30.16 80.98 1.00

STES-RVdw 53.37 49.95 245.35 30.04 83.01 1.02

STES-RVdm 53.37 49.95 245.35 30.04 83.01 1.02

STES-RVwm 53.35 49.04 245.34 29.18 80.33 1.01

STES-RVdwm 53.37 49.95 245.39 30.04 82.71 1.02

RVSTES-RVd 48.50 48.50 244.56 26.66 81.51 0.99

RVSTES-RVw 48.72 48.55 244.56 27.12 81.30 0.99

RVSTES-RVm 48.89 48.68 244.57 26.65 80.69 0.99

RVSTES-RVdw 48.50 48.50 244.56 26.50 80.75 0.99

RVSTES-RVdm 48.50 48.50 244.57 26.50 80.75 0.99

RVSTES-RVwm 48.72 48.55 244.56 26.77 80.46 0.99

RVSTES-RVdwm 48.50 48.50 244.59 26.50 80.75 0.99
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Figure 2 displays the plots of mean MAE and RMSE for all the methods 
with respect to the squared residual and daily RV as actual volatilities. Opposite 
results were observed for squared residual and daily RV. In terms of MAE 
evaluation, the forecasted errors with daily RV as actual proxy were smaller 
compared to the forecast errors with squared residual as actual volatility. Based 
on the profiles, the biggest gaps between the two proxies were observed for the 
60mRV GARCH family models. 

Figure 2. Plot of mean MAE for 500 post-sample results

In contrast to the results for the MAE evaluation criteria, the RMSE values 
with daily RV as actual proxy were higher than the values with squared residual as 
actual volatility (as shown in Figure 3). The smallest gaps were observed for the 
60mRV GARCH models.   

Figure 3. Plot of mean RMSE for 500 post-sample results 

259



260

Tables 6 and 7 present the results of the MCS tests using squared residual 
and daily RV as actual volatilities, respectively. The values in the tables denote 
the scores of the models that survived the elimination process. The Tmax statistics 
of the models are shown in the Appendices. Based on Table 6, the STES-AE and 
STES-SE models have significantly outperformed all the other models across all 
five series. Meanwhile, as shown in Table 7, STES-AE, STES-SE, STES-EAE, 
and STES-ESE models are significantly better than the other models when using 
daily RV as actual proxy. Standard GARCH models and STES-RVdm and STES-
RVdwm performed significantly well in four of the series. Overall, the MCS tests 
revealed that the STES methods were superior to the other methods and RV played 
a small role in improving the accuracy of the models. 

Table 6 
MCS test for 500 post-sample daily variance forecasts using squared residual as actual 
volatility

Model AUS_USD EUR_USD GBP_USD USD_CAD USD_JPY Total

Standard Method

RW 0

Naïve forecast 0

MA30 0

EWMA (0.06) 0

GARCH 1 1

GJRGARCH 0

IGARCH 0

EGARCH 1 1

60mRV_GARCH 1 1

60mRV_GJRGARCH 1 1

60mRV_IGARCH 1 1

60mRV_EGARCH 0 0

STES Method

STES-E 1 1

STES-AE 1 1 1 1 1 5

STES-SE 1 1 1 1 1 5

STES-EAE 1 1 1 3

STES-ESE 1 1 1 1 4

60mRV_STES-E 1 1

60mRV_STES-AE 1 1

(Continue on next page)
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Table 6 (Continued)
Model AUS_USD EUR_USD GBP_USD USD_CAD USD_JPY Total

60mRV_STES-SE 1 1

STES-RVd 1 1 1 3

STES-RVw 1 1

STES-RVm 1 1

STES-RVdw 1 1 1 3

STES-RVdm 1 1 1 3

STES-RVwm 1 1 2

STES-RVdwm 1 1 2

RVSTES-RVd 1 1

RVSTES-RVw 1 1

RVSTES-RVm 0

RVSTES-RVdw 1 1

RVSTES-RVdm 1 1

RVSTES-RVwm 0

RVSTES-RVdwm 0

Table 7 
MCS test for 500 post-sample daily variance forecasts using daily RV as actual volatility

Model AUS_USD EUR_USD GBP_USD USD_CAD USD_JPY Total

Standard Method

RW 0

Naïve forecast 1 1 2

MA30 1 1 2

EWMA (0.06) 1 1 2

GARCH 1 1 1 1 4

GJRGARCH 1 1 1 1 4

IGARCH 1 1 1 1 4

EGARCH 1 1 1 1 4

60mRV_GARCH 1 1 2

60mRV_GJRGARCH 1 1 2

60mRV_IGARCH 1 1 2

60mRV_EGARCH 1 1 2

(Continue on next page)



Table 7 (Continued)
Model AUS_USD EUR_USD GBP_USD USD_CAD USD_JPY Total

STES Method

STES-E 1 1 2

STES-AE 1 1 1 1 1 5

STES-SE 1 1 1 1 1 5

STES-EAE 1 1 1 1 1 5

STES-ESE 1 1 1 1 1 5

60mRV_STES-E 1 1 2

60mRV_STES-AE 1 1 2

60mRV_STES-SE 1 1 2

STES-RVd 1 1 1 3

STES-RVw 1 1 1 3

STES-RVm 1 1 2

STES-RVdw 1 1 1 3

STES-RVdm 1 1 1 1 4

STES-RVwm 1 1 2

STES-RVdwm 1 1 1 1 4

RVSTES-RVd 1 1 1 3

RVSTES-RVw 1 1 2

RVSTES-RVm 1 1 2

RVSTES-RVdw 1 1 1 3

RVSTES-RVdm 1 1 1 3

RVSTES-RVwm 1 1 2

RVSTES-RVdwm 1 1 1 3

In general, this empirical study investigated the robustness of the STES 
methods by applying the RV derived from hourly data as transition variables and 
compared them with daily returns as transition variables. The results showed 
that the traditional STES models emerged as the best performers when daily RV 
was used as the actual proxy (except STES-E with a slightly poorer performance 
under the MAE evaluation criteria). While Liu et al. (2015) in their study applying 
various RV measures in the HAR (Heterogeneous Autoregressive) model noted 
that the use of RV as the proxy did not favour the RV measure, in this study, the 
models with RV measures performed relatively well with RV as the actual proxy. 
For instance, the results of this present study revealed that the STES models 
with RV performed well with RV as the actual volatility proxy. This suggests 
that the intraday high-frequency realised volatility 60-min, as the measure of 
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“true volatility”, leads to modest improvements in forecasting performance. The 
findings also demonstrated that more variables in a STES model had little effect in 
increasing the accuracy. On the other hand, the RV GARCH models did not seem 
to outperform the standard GARCH models across the five series of exchange 
rates, which contradicted the findings of Martens (2001). Furthermore, the results 
were consistent with the earlier findings of Taylor (2004a) where the forecasted 
errors were smaller when daily RV was used as the actual proxy under the MAE 
evaluation criteria. 

CONCLUSION

The classic STES models use t 1f - , t 1f - , and t 1
2f - , which are the sign and size of 

past shocks as the transition variables. Nevertheless, as the closing price is not 
enough to capture the price fluctuations during the day, the use of high-frequency 
returns can build the ‘true volatility’ that can significantly improve the longer 
run volatility forecasts. This study has introduced daily RV, weekly RV, and 
monthly RV constructed from hourly data as transition variables in STES models. 
The analysis of five exchange rate series has shown that the results of the STES 
models with RV as the transition variable are very encouraging compared to other 
Ad Hoc models and GARCH family models. The findings have also indicated 
that the RV with additional intraday information is another practical alternative 
and beneficial measure in volatility forecasting. It has shown that regardless of 
using the squared residual or daily RV as actual volatility, the forecast accuracy 
improves with data frequency. The findings add values to the existing volatility 
forecasting models and contributes to the improvement of the predictive accuracy 
in risk management, asset pricing and portfolio analysis. 

ACKNOWLEDGEMENTS

The authors are grateful to the Editor-in-Chief, Professor Chee-Wooi Hooy, and 
anonymous referees for substantive comments that have significantly improved 
this manuscript. 

REFERENCES

Andersen, T. G., & Bollerslev, T. (1998). Answering the skeptics: yes, standard volatility 
models do provide accurate forecasts. International Economic Review, 39, 885–
905.

Andersen, T. G., Bollerslev, T., Christoffersen, P. F., & Diebold, F. X. (2006). Volatility 
and correlation forecasting. Handbook of Economic Forecasting, 1, 777–878. 



264

Bahmani-Oskooee, M., & Gelan, A. (2018). Exchange-rate volatility and international 
trade performance: Evidence from 12 African countries. Economic Analysis and 
Policy, 58, 14–21. https://doi.org/10.1016/j.eap.2017.12.005

Benavides, G., & Capistran, C. (2012). Forecasting exchange rate volatility: The superior 
performance of conditional combinations of time series and option implied 
forecasts. Journal of Empirical Finance, 19, 627–639. 

Blair, B. J., Poon, S. H., & Taylor, S. J. (2001). Forecasting S&P 100 volatility: the 
incremental information content of implied volatilities and high frequency index 
returns. Journal of Econometrics, 105, 5–26. 

Black, F. (1976). Studies of stock market volatility changes. Proceedings of the 1976 
Meetings of the American Statistical Association, Business and Economic 
Statistics Section, 177–181. https://doi.org/10.1016/0304-405X(76)90024-6

Bollerslev, T. (1986). Generalized autoregressive conditional heteroskedasticity. Journal 
of Econometrics, 31, 307–327. https://doi.org/10.1016/0304-4076(86)90063-1

Bollerslev, T., Litvinova, J., & Tauchen, G. (2006). Leverage and volatility feedback 
effects in high-frequency data. Journal of Financial Econometrics, 4(3), 353–
384. 

Chan, T. H., Lye, C. T., & Hooy, C. W. (2013). Forecasting Malaysian Ringgit: before and 
after the global crisis. Asian Academy of Management Journal of Accounting and 
Finance, 9(2), 157–175.

Day. T. E., & Lewis, C. M. (1992). Stock market volatility and the information content of 
stock index options. Journal of Econometrics, 52(1- 2), 267–287. 

Diebold, F. X., & Mariano, R. S. (1995). Comparing predictive accuracy. International 
Journal of Forecasting, 13(3), 253–264. https://doi.org/10.1016/0169-
2070(88)90124-0

Ekaputra, I. A. (2014). Impact of foreign and domestic order imbalances on return and 
volatility-volume relation. Asian Academy of Management Journal of Accounting 
and Finance, 10(1), 1–19.

Engle, R. F. (1982). Autoregressive conditional heteroscedasticity, with estimates of the 
variance of United Kingdom inflation. Econometrica, 50(4), 987–1007. https://
doi.org/10.2307/1912773.

Fama, E. F. (1965). The behaviour of stock market prices. The Journal of Business, 38(1), 
34–105.

Gooi, L. M., Choo, W. C., Md. Nassir, & Ng, S. I. (2018). Volatility forecasting of 
real estate stock in Malaysia with Smooth Transition Exponential Smoothing. 
International Journal of Economics and Management, 12(S2): 731–745. 

Glosten, L. R., Jagannathan, R., & Runkle, D. E., (1993). On the relation between the 
expected value and the volatility of the nominal excess return on stocks. The 
Journal of Finance, 48(5), 1779–1801. https://doi.org/10.1111/j.1540-6261.1993.
tb05128.x

Habibi, A., & Lee, C. (2019). Asymmetric effects of exchange rates on stock prices in G7 
countries. Capital Markets Review, 27(1), 19–33. 

Hagerud, G.E. (1997). A new non-linear GARCH model. Unpublished doctoral dissertation, 
IFE, Stockhold School of Economics.

Ho Jen Sim et al.

https://doi.org/10.1111/j.1540-6261.1993.tb05128.x


Forecasting the High-Frequency Exchange Rate

265

Hansen, P. R., Lund, A., & Nason, J. M. (2003). Choosing the best volatility models: 
The  model  confidence  set  approach.   Oxford   Bulletin   of   Economics   and 
Statistics, 65(s1), 839–861.

Hansen, P. R., & Lund, A. (2005). A forecast comparison of volatility models: Does 
anything beat a GARCH(1,1)? Journal of Applied Econometrics, 20(7), 873–
889. https://doi.org/10.1002/jae.800.

Hansen, P. R., Lund, A., & Nason, J. M. (2011). The model confidence set. Econometrica, 
79(2), 453–497. https://doi.org/10.3982/ecta5771

Harvey, D., Leybourne, S., & Newbold, P. (1997). Testing the equality of prediction mean 
squared errors. International Journal of Forecasting, 13(2), 281–291. https://doi.
org/10.1016/S0169-2070(96)00719-4

Julianto, L., & Ekaputra, A. (2019). Max-effect in the Indonesian market. Capital Markets 
Review, 28(2), 19–27. 

Kinyo, T. (2020). Volatility interdependence on foreign exchange markets: The 
contribution of cross-rates. North American Journal of Economics and Finance, 
54, E03141.

Koopman, S. J., Jungbacker, B., & Hol, E. (2005). Forecasting daily variability of the S&P 
100 stock index using historical, realized and implied volatility measurements. 
Journal of Empirical Finance, 12(3), 445–475. 

Lock, B. Q., Chu, E. Y., Song, S. I., & Lee, L. Y. (2019). Exchange rate movements, 
earnings management and stock returns in Malaysia. Capital Markets Review, 
27(1), 53–68. 

Liu, L. Y., Patton, A. J. & Sheppard, K. (2015). Does anything beat 5-minute RV? A 
comparison of realized measures across multiple asset classes. Journal of 
Econometrics, 187, 293–311. 

Liu, M., Taylor, J. W., & Choo, W. C. (2020). Further empirical evidence on the forecasting 
of volatility with smooth transition exponential smoothing. Economic Modelling, 
20, 651–659. https://doi.org/10.1016/j.econmod.2020.02.021.

Martens, M. (2001). Forecasting daily exchange rate volatility using intraday returns. 
Journal of International Money and Finance, 20, 1–23.

Nelson, D. B. (1991). Conditional heteroskedasticity in asset returns: A new approach. 
Econometrica, 59(2), 347–370. https://doi.org/10.2307/2938260

Patton, A. J. (2011). Volatility forecast comparison using imperfect volatility proxies. 
Journal of Econometrics, 160(1), 246 –256. 

Poon, S. H., & Granger, C. W. J. (2003). Forecasting volatility in financial markets: A 
review. Journal of Economic Literature, 41, 478–539.

RiskMetrics. (1996). RiskMetricsTM technical document (4th ed.). J.P. Morgan/Reuters. 
Sugiharti, L., Esquivias, M. A., & Setyorani, B. (2020). The impact of exchange rate 

volatility on Indonesia’s top exports to the five main export markets. Heliyon, 
6(1), e03141. https://doi.org/10.1016/j.heliyon.2019.e03141

Sulliman, Z. S.A. (2012). Modelling exchange rate volatility using GARCH models: 
Empirical evidence from Arab countries. International Journal of Economics 
and Finance, 4(3), 216–229. 

https://doi.org/10.1016/S0169-2070(96)00719-4
https://doi.org/10.1016/S0169-2070(96)00719-4


266

Taylor, J. W. (2004a). Volatility forecasting with smooth transition exponential smoothing. 
International Journal of Forecast, 20, 273–286. https://doi.org/10.1016/j.
ijforecast.2003.09.010

Taylor, J. W. (2004b). Smooth transition exponential smoothing. Journal of Forecast, 23, 
385–394. 

Taylor, J. W. (2005). Generating volatility forecasts from value at risk estimates. 
Management Science, 51(5), 679–849.

Ung, S.  N., Choo, W. C., Sambasivan, M., & Nassir, A. M., (2014). The persistency of 
international diversification benefits: the role of the asymmetry volatility model. 
Asian Academy of Management Journal of Accounting and Finance, 10(1), 151–
165. 

Wan, C. K., Choo, W. C., Annuar, M. N., Muzafar, S. H., & Zulkornain, Y. (2021). 
Volatility forecasting performance of Smooth Transition Exponential Smoothing 
method: Evidence from mutual fund indices in Malaysia. Asian Economic and 
Financial Review, 11(10), 829–859. 

 Zhu, X., Zhang, H., & Zhong, M. (2017). Volatility forecasting using high frequency 
data: The role of after-hours information and leverage effects. Resources Policy, 
54(August), 58–70. https://doi.org/10.1016/j.resourpol.2017.09.006

APPENDICES

Appendix A

Forecasting performance based on the MCS Test with the Tmax for 500 post 
sample daily variance forecasts using squared residual as actual volatility

Model AUS_USD EUR_USD GBP_USD USD_CAD USD_JPY Total 
Acceptance

Standard Method

RW 0.00 0.00 0.00 0.00 0.00 0

Naïve forecast 0.00 0.00 0.00 0.00 0.00 0

MA30 0.00 0.00 0.00 0.00 0.00 0

EWMA (0.06) 0.00 0.00 0.00 0.00 0.00 0

GARCH 0.00 0.00 0.23 0.00 0.00 1

GJRGARCH 0.00 0.00 0.00 0.00 0.00 0

IGARCH 0.00 0.00 0.00 0.00 0.00 0

EGARCH 0.00 0.00 1.00 0.00 0.00 1

60mRV_GARCH 0.00 0.00 0.19 0.00 0.00 1

60mRV_GJRGARCH 0.00 0.00 0.20 0.00 0.00 1

60mRV_IGARCH 0.00 0.00 0.20 0.00 0.00 1

(Continue on next page)
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Appendix A (Continued)

Model AUS_USD EUR_USD GBP_USD USD_CAD USD_JPY Total 
Acceptance

60mRV_EGARCH 0.00 0.00 0.00 0.00 0.00 0

STES Method

STES-E 0.00 0.00 1.00 0.00 0.00 1

STES-AE 1.00 1.00 1.00 1.00 1.00 5

STES-SE 1.00 1.00 1.00 1.00 1.00 5

STES-EAE 0.16 0.00 1.00 0.00 0.39 3

STES-ESE 0.55 0.17 1.00 0.00 0.27 4

60mRV_STES-E 0.00 0.00 1.00 0.00 0.00 1

60mRV_STES-AE 1.00 0.00 0.00 0.00 0.00 1

60mRV_STES-SE 0.00 0.00 1.00 0.00 0.00 1

STES-RVd 0.53 0.00 1.00 0.00 1.00 3

STES-RVw 0.00 0.00 1.00 0.00 0.00 1

STES-RVm 0.00 0.00 1.00 0.00 0.00 1

STES-RVdw 0.53 0.00 1.00 0.00 0.43 3

STES-RVdm 0.53 0.00 1.00 0.00 0.43 3

STES-RVwm 0.53 0.00 1.00 0.00 0.00 2

STES-RVdwm 0.00 0.00 1.00 0.00 0.16 2

RVSTES-RVd 0.00 0.00 0.89 0.00 0.00 1

RVSTES-RVw 0.00 0.00 0.72 0.00 0.00 1

RVSTES-RVm 0.00 0.00 0.00 0.00 0.00 0

RVSTES-RVdw 0.00 0.00 0.24 0.00 0.00 1

RVSTES-RVdm 0.00 0.00 0.37 0.00 0.00 1

RVSTES-RVwm 0.00 0.00 0.00 0.00 0.00 0

RVSTES-RVdwm 0.00 0.00 0.00 0.00 0.00 0
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Appendix B

Forecasting performance based on the MCS Test with the Tmax for 500 post 
sample daily variance forecasts using daily RV as actual volatility

Model AUS_USD EUR_USD GBP_USD USD_CAD USD_JPY Total
Acceptance

Standard Method

RW 0.00 0.00 0.00 0.00 0.00 0

Naïve forecast 0.00 0.00 1.00 0.00 0.99 2

MA30 0.00 0.00 0.76 0.00 0.62 2

EWMA (0.06) 0.00 0.00 0.71 0.00 0.73 2

GARCH 0.67 0.00 0.96 0.53 1.00 4

GJRGARCH 0.30 0.00 0.22 0.64 1.00 4

IGARCH 0.31 0.00 0.88 0.96 1.00 4

EGARCH 0.35 0.00 1.00 0.70 1.00 4

60mRV_GARCH 0.00 0.00 0.75 0.00 0.96 2

60mRV_GJRGARCH 0.00 0.00 0.75 0.00 0.44 2

60mRV_IGARCH 0.00 0.00 0.81 0.00 0.81 2

60mRV_EGARCH 0.00 0.00 0.95 0.00 1.00 2

STES Method

STES-E 0.00 0.00 1.00 0.00 1.00 2

STES-AE 1.00 1.00 1.00 1.00 1.00 5

STES-SE 1.00 1.00 1.00 1.00 1.00 5

STES-EAE 1.00 0.39 1.00 1.00 1.00 5

STES-ESE 1.00 0.26 1.00 1.00 1.00 5

60mRV_STES-E 0.00 0.00 1.00 0.00 0.99 2

60mRV_STES-AE 0.00 0.00 1.00 0.00 0.99 2

60mRV_STES-SE 0.00 0.00 1.00 0.00 0.99 2

STES-RVd 0.00 1.00 1.00 0.00 0.87 3

STES-RVw 1.00 0.00 1.00 0.00 0.87 3

STES-RVm 0.00 0.00 1.00 0.00 1.00 2

STES-RVdw 0.00 0.44 1.00 0.00 1.00 3

STES-RVdm 0.99 0.44 1.00 0.00 1.00 4

STES-RVwm 1.00 0.00 1.00 0.00 0.99 3

STES-RVdwm 0.00 0.18 1.00 0.00 1.00 3

RVSTES-RVd 1.00 0.00 1.00 1.00 1.00 4
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Appendix B (Continued)

Model AUS_USD EUR_USD GBP_USD USD_CAD USD_JPY Total
Acceptance

RVSTES-RVw 0.00 0.00 1.00 0.00 1.00 2

RVSTES-RVm 0.00 0.00 0.43 0.00 0.53 2

RVSTES-RVdw 0.99 0.00 1.00 0.88 1.00 4

RVSTES-RVdm 0.99 0.00 1.00 0.88 1.00 4

RVSTES-RVwm 0.00 0.00 1.00 0.00 0.99 2

RVSTES-RVdwm 0.92 0.00 1.00 0.55 1.00 4




