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ABSTRACT

Palm oil is one of the major export products of Malaysia. Predicting the price of 
crude palm oil futures (FCPO) traded on BURSA Malaysia Derivative is essential as 
agricultural markets have an inherent tendency towards instability, and thus are more 
vulnerable to price shocks than other industrial sectors. Hence, if the price of the futures 
contract on crude palm oil can be forecasted accurately, many parties such as farmers, 
refiners and distributors can manage the risk of price fluctuations through FCPO. This 
study proposes the metaheuristic and machine learning hybridised model of simulated 
annealing-based support vector regression (SA-SVR). The SVR in this model produces 
close price predictions of the FCPO with minimum deviation from the actual value with 
the help of SA, which first determines the best hyperparameter set to be utilised in the SVR. 
Although the proposed Radial Basis Function (RBF) kernelised SA-SVR model inputs 
only 10% of training data due to memory overload issues, it has produced a satisfying 
prediction result with an average execution time of 2 minutes and 34 seconds. The model 
performance was analysed further by using different ratios in data splitting, varying 
temperature combinations for the SA algorithm and initiating the parameter search based 
on the previous best hyperparameter set. Results show that keeping the test size constant 
and extracting more historical data on FCPO price for model training is better than 
varying train-test split ratios. The temperature schedule strategy showed that different 
initial and minimum SA temperature combinations affects the overall optimisation results. 
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The best combination was the initial temperature of 100 and minimum of 40. In addition, 
the number of temperature reductions and average execution time to reach the best state 
decreases when the starting point of the parameter search space is close to the best values.

Keywords: Simulated annealing, Support vector regression, Crude palm oil price 
prediction, Hyperparameter tuning

INTRODUCTION

Palm oil is a popular agricultural product in the Malaysian plantation industry. Due 
to the favourable climate, palm oil can grow easily in Malaysia and has brought 
high economic value to both farmers and the country. Based on Malaysia Palm Oil 
Council (2020), palm oil is extracted from the mesocarp of the fruit of an oil palm. 
Crude palm oil is normally processed by a physical refining process in which 
the oil is turned into a golden yellow refined oil for further end use applications. 
Palm oil is mainly used for cooking, whereas crude palm oil is mainly used for 
manufacturing of pre-packaged food, cosmetics, and cleaning products. According 
to Malaysian Palm Oil Industry, Malaysia accounted for 25.8% and 34.3% of 
world’s palm oil production and exports in 2020. Malaysia is the second largest 
palm oil producer in the world, with around 17.3 million tonnes metric in palm oil 
export (Shahbandeh, 2021). Thus, palm oil is an important resource in Malaysia. 

Agricultural markets have an inherent tendency towards instability. This 
is mainly because the supply and demand market fundamentals of the agricultural 
sector are characterised by rigidity. Producers of agricultural commodities are 
therefore much more vulnerable to price shocks than other industrial sectors 
(Madre & Devuyst, 2016). There is futures contract on crude palm oil offered 
by BURSA Malaysia. The futures contract is actively used by edible oils and 
fats industry players as a risk management solution, as well as by fund managers 
and financial institutions for managing price fluctuations in the market (BURSA 
Malaysia, 2021). Hence, if the price of the futures contract on crude palm oil can 
be forecasted accurately, many parties, such as farmers, refiners and distributors, 
will benefit as they can plan by purchasing the futures contract offered by BURSA 
Malaysia to manage the risk of price fluctuation.

There has recently been an increase in the usage of machine learning 
approaches in price prediction due its ability in processing large amounts of 
information efficiently as reported by Obthong et al. (2020). One popular approach 
is support vector regression (SVR), which is a machine learning algorithm that 
aims to increase prediction accuracy by intaking more data and works well in 
high dimensionality space (Drucker et al., 1996). However, machine learning 
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approaches involve setting many parameter values, and these values may affect 
the quality of the price prediction. The usage of metaheuristics in determining 
hyperparameters for machine learning approaches has been increasing recently, 
and has been found to enhance the accuracy of the approaches (Oliva et al., 2021). 
Simulated annealing (SA), a metaheuristic algorithm consisting of exploration 
and exploitation, provides optimised hyperparameters that can improve the SVR. 
Hence, this study proposes a hybrid simulated annealing-based support vector 
regression (SA-SVR) approach for the crude palm oil futures (FCPO) price 
prediction problem. 

LITERATURE REVIEW

Time-series forecasting models are capable of price prediction based on the 
historical data of market prices. Tan et al. (2021) reported that the two main 
approaches for time series forecasting are classical statistical and artificial 
intelligence models. Classical statistical models such as Autoregressive Integrated 
Moving Average (ARIMA) (Dong et al., 2017; Alwadi et al., 2018; Hyndman & 
Athanasopoulos, 2018) and Exponential Smoothing (ES) (Shahid & Rahaman, 
2020; Funde & Damani, 2023) methods are frequently used to provide benchmark 
forecasts, serving as one basis for comparing performance. A recent article by 
Hussin et al. (2023) utilised Bayesian Network design for CPO price prediction. 
Selected forecasting models using machine learning approaches such as Artificial 
Neural Networks (ANN) and SVR can be found in González-Mancha et al. (2018), 
Amal et al. (2021), and Jaquart et al. (2021). Yee and Samsudin (2021) compared 
ANN with ARIMA for CPO price prediction and found that ANN provided more 
accurate predictions. Ofuoku and Ngniatedema (2022) compared three ANN 
techniques with a SARIMA model for CPO price prediction and determined that 
the ANN technique of Long Short-Term Memory (LTSM) outperformed the rest.

The high magnitude of fluctuation and chaotic and non-linear behaviours 
of the CPO price series reflects significant challenges in forecasting approaches. 
The review by Kasturi et al. (2017) found that ML techniques outperformed the 
classical statistical methods in recent financial forecasting studies as classical 
models are inherent to certain assumptions, such as linearity, which might affect 
the prediction accuracy. For instance, ARIMA is insufficient to capture the non-
linearity in CPO prices as it is a linear model. A pioneering work in forecasting 
crude palm oil price in Malaysia by Arshad and Ghaffar (1986) showed that 
ARIMA model with Box-Jenkins technique is limited to short-term forecasting. 
SVR reveals promising capabilities for CPO price forecasting compared to popular 
neural network models. Xie et al. (2006), Kasturi et al. (2017) and Shabri and 
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Hamid (2019) found that SVR can achieve excellent generalisation ability since it 
implements structural risk minimisation (SRM) principle that aims to minimise an 
upper bound of the generalisation error rather than minimising the training error. 
SRM based SVR has the strength of producing more general solutions (global 
optimum), which means that the tendency of getting stuck in local minima is less 
likely to occur in SVR. Also, it is resistant to the overfitting issue as it uses SRM. 
Kasturi et al. (2020) presented a comparative study of HWES, ANN and LSTM 
for CPO price forecasting. The results showed that LSTM demonstrates significant 
improvement with the least RMSE, indicating it is better in determining the 
movement or behaviour of CPO price. Mohd Nain et al. (2022) reviewed studies 
that used an artificial intelligence framework in CPO price prediction stated that 
SVR was the among the most promising machine learning methods for CPO price 
prediction.

Apart from comparing the forecasting accuracy of different models, some 
studies focus on parameter selection. Saadah et al. (2021) applied SVR to predict 
CPO price in Indonesia. The study compared the three kernel functions (linear, 
polynomial, and radial basis function [RBF]) and tested different parameter values 
(regularisation parameter and bias value). The results showed the use of the RBF 
kernel with the best parameter values provided high accuracy (about 98%) in CPO 
price forecasting. The study by Aini and Haviluddin (2019) on parameter selection 
for BPNN also resulted in good prediction accuracy. 

Limited studies have applied metaheuristics in the palm oil industry. A 
genetic algorithm neural network (GANN) was applied to predict the international 
price of CPO and Soybean Oil (SBO) (Silalahi, 2013). The study concluded that 
GANN could perform precise prediction to most agricultural commodities. The 
results also suggested that this method could be an important tool for forecasting as 
it showed prediction value with the smallest error. Salman et al. (2018) proposed 
a model of BPNN with PSO optimisation (PSO-BP), which showed better results 
than the independent BPNN model for accurate prediction and error convergence 
by providing better RMSE values.

The challenge of achieving reliability and predictive accuracy of an 
ML model resides in the selection of hyperparameters. Manually setting the 
values of hyperparameters in a trial-and-error manner is cumbersome and time-
consuming. Hence, automation using a metaheuristic algorithm can quickly obtain 
the appropriate solution set. According to Siddique and Adeli (2016), SA is a 
popular metaheuristic algorithm with great success in engineering and industrial 
applications. Seminal work in applying support vector machine (SVM) with SA 
include Pai and Hong (2005) who forecasted electricity load, and Lin et al. (2008) 
who achieved higher accuracy in classification problems on UCI datasets. The 
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advantages of computational efficiency, simplicity, ease of implementation and 
coding, and the ability to handle quite complex cost functions and constraints 
make SA an attractive choice for parameter determination in the SVR.

Although the literature regarding adoption of the SA algorithm to train 
SVR for CPO price forecasting is non-existent (to the knowledge of the authors), 
the forecasting capability for different types of time series of this hybrid model 
was discovered. Li et al. (2010) and Zeng et al. (2012) proposed the hybrid SA-
SVR model in time series cooling load forecasting and sintered temperature 
forecasting, respectively. The experimental results of both studies showed that 
SA-SVR achieved better accuracy and generalisation than SVR-PSO. It revealed 
the feasibility of applying the proposed model to complex forecasting problems. 
Even though other algorithms may either be on par or outperform SA, there is 
always room for further exploration and improvement as no single best algorithm 
fits all problems. Therefore, this study integrates SA with SVR for CPO price 
forecasting.

METHODOLOGY AND DATA

Non-linear SVR Model Formulation

Support vector regression (SVR) is an extension of the support vector machine 
(SVM) applied to regression problems. Consider a given training data of  
N elements, {(xi, yi), i = 1, 2, ... , N}, where xi denotes the i-th element 
in n-dimensional input space; that is, xi = x1i, ... , xni ϵ  ℝn and yi ϵ  ℝ is the output 
value corresponding to xi. The regression problem approximates the value of y 
for any x by the function of y = f (x) Suppose the decision function of a linear 
regression problem takes the form of f (x) = ‹w, x› + b, where ‹.,.› denotes the inner 
product, w is the weight vector, and b is the bias term. The objective of SVR is to 
fit the data by finding f (x) that has the most  deviation from the actual target value 
yi for every training data and ensure that w is small. In other words, the goal is 
to minimise the Euclidean norm of w, ǁwǁ, subject to the prediction error of each 
training data should be at most equal to the defined precision ε. The optimisation 
problem can be formulated as follows:

Minimise 
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For cases when the data points lie outside the  range, the ε-insensitive loss 
function (Ojemakinde, 2006) is considered to penalise the errors. The optimisation 
problem can be written as:

Minimise 
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Note that the absolute value in the loss function makes the objective 
function non-differentiable. Slack variables ξ* and ξ are incorporated to create 
room for infeasible constraints. These slack variables measure the distance from 
actual values to the corresponding boundary values of the ε-tube, as illustrated in 
Figure 1. Each data point above the tube has ξ* > 0 and ξ = 0, while each data point 
below the tube has ξ* = 0 and ξ > 0.

Figure 1. One-dimensional linear SVR (Source: Awad & Khanna, 2015)

The optimisation problem is modified accordingly and expressed in this form:
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where ξ* and ξ are the slack variables. The usual solution procedure of the above 
inequality constrained convex problem is through solving its dual form by applying 
the Lagrange multipliers method and Karush-Kuhn Tucker (KKT) conditions. 

Introducing Lagrange multipliers λ*, λ, α* and α forms the corresponding 
Lagrangian as: 

( ) ( )( , , , , , , , )
2

1L L w b w C
1 1

i
i

N

i i i
i

N

i i
2= +p p m m a a m mp p p p+ - +) ))) ) )

= =
/ /

( , )y w x b
1

i i
i

N

i i -a f p- + + -))

=
/

( , )y w x b
1

i i
i

N

i i +a f p- + - +))

=
/

where , , , 0i i i $m m a a) ) . Then, the dual optimisation problem is obtained based on 
KKT conditions. According to Awad and Khanna (2015), the KKT conditions 
include setting the partial derivatives of L with respect to each primal variable (w, 
b, ξ*, ξ) equal to zero, the partial derivatives of L with respect to each Lagrange 
multiplier (λ*,λ,α*, α) less than or equal to zero, and the product of each Lagrange 
multiplier (λ*,λ,α*, α) and the corresponding constraint equal to zero.

Finally, it yields the following dual optimisation problem.

Maximise
2

1
( ) ( ) ,

( ) ( )

x x

y
, , 1

, 1 , 1

i i
i j

N

j j i j

i i
i j

N

i i i
i j

N
+ +

a a a a

f a a a a- -

- - -
)

) )

) )

=

= =

a a

/

/ /

subject to
( ) 0,

, 0, .C
, 1

i i
i j

N

i i d

=a a

a a

- )

)

=

6 @
* /

More details of the formulation can be referred to Awad and Khanna (2015).
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The dual formulation of the linear SVR model presented can be extended 
to the non-linear setting through feature mapping. The kernel trick is applied 
to map the original input data space into a higher dimensional feature space 
through a transform kernel function φ, then constructs the linear equation in 
the transformed space. See Smola and Schölkopf (2004) and Ranjan (2019) for 
detailed explanations of the fundamentals behind explicit and implicit mapping 
and how the kernel trick avoids the curse of dimensionality. One of the commonly 
used kernel functions is Gaussian Radial Basis Function (RBF), which can be 
defined as:

,
2

( )
,K x x exp x x

2

2

i j
i j

=
v

-
-^ ch m

where xi and xj are two sample points, σ is the kernel width with σ > 0. It can be 
expressed in simple form as follows:

Κ(xi, xj ) = exp (–γ(xi–xj)2),

where γ > 0. Accordingly, γ is the only one extra tuneable hyperparameter of the 
RBF kernel. 

According to Ojemakinde (2006), without prior knowledge about the 
data, the RBF kernel is the preferable choice justified by valid reasons. First, 
it requires less tuneable hyperparameters than the polynomial kernel. RBF also 
has fewer numerical difficulties since the kernel value (γ) ranges from 0 to 1, 
whereas the range of these values of the polynomial kernel can fall between 0 and 
∞. Moreover, although the sigmoid kernel is successfully applicable, it does not 
always fulfil the requirement for an SVR kernel, called Mercer’s condition. The 
sigmoid kernel is also similar to the RBF kernel when the kernel width is small. 
In addition, findings from Alahmari (2020) and Saadah et al. (2021) revealed 
that SVR with RBF kernel demonstrated outstanding prediction performance in 
price prediction problems. For any kernel type, the SVR model complexity can 
be affected by the values of C and ε. In this paper, the RBF kernel is applied 
for CPO price forecasting. Therefore, the tuneable hyperparameters of the RBF-
SVR model are C, ε and γ. Simulated annealing (SA) is used to find near optimal 
solutions for these hyperparameters to improve the prediction performance.

SA 

Consider a minimisation problem with the set of all possible feasible solutions x1, 
... , xn ϵ X where the objective function to be minimised is f : X → ℝ. The optimal 
solution  x*

 ϵ X is defined as f (x*) ≤ f (xi) for all xi  ϵ X, i ϵ {1, ... , n}.
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SA is an iterative algorithm that discovers a series of solutions x1, ... , xn ϵ 
X. At each iteration, SA considers a move from the current feasible solution, xi  to 
another potential feasible solution, xnew. Assume that the difference between new 
and current objective function is Δf = f (xnew )–f (xi). Then, xnew is considered to be 
worse than xi if the objective function worsens when moving from xi to xnew (Δf is 
positive).

One significant characteristic of SA is that worsening moves are not 
neglected but accepted with an acceptance probability P. The acceptance 
probability P depends on the amount of worsening Δf and the parameter T such 
that T ϵ ℝ+. According to Metropolis et al. (1953), the acceptance probability is 
computed through the Metropolis’ formula:

p e , f 0,
1, f 0.

T
f
2

#
= D

D

D-

*

Note that the probability of accepting a worsening move is high when  
Δf > 0 is small and T is large. Also, the probability is always 1 when Δf ≤ 0, 
which means the improving moves are always accepted by the algorithm. Also, a 
random number of between 0 and 1 is computed through a uniform distribution. 
The new move is accepted only if the acceptance probability is greater than the 
random number. T is initialised and reduced recursively throughout the execution 
of the algorithm so as to make the worsening moves less likely to happen in the 
last iteration. According to Fischetti and Stringher (2019), T can be updated using 
a simple formula T = α × T, with cooling factor α ϵ (0,1) such that α ϵ (0.7, 0.8) 
when cooling is applied after several SA iterations with a constant T.

There are four SA parameters used during hyperparameter tuning. They 
are cooling factor (α), number of iterations, initial temperature (T0) and minimum 
temperature (Tmin). In this work, it would be ideal to choose α ϵ (0.7, 0.8) as 
cooling is applied after several iterations at a constant temperature. Hence, an 
average of the two boundaries, 0.7 and 0.8 is taken, which is 0.75. Secondly, SA 
is an iteration-intensive algorithm where the number of iterations at any given 
temperature will affect the duration and the quality of the obtained solution. 
According to Szykman et al. (1997), the number of iterations needed to achieve 
global optima depends on the size of the problem, as the number of iterations 
might be as large as millions. However,  Martinez-Rios and Frausto-Solis (2012) 
used SA with only 100 iterations in solving a nondeterministic polynomial-time 
complete (NP-complete) problem, which is the “Boolean Satisfiability problem”. 
Thus, considering using 100 iterations in hyperparameter tuning is worthy as this 
process might involve the search space of a million numbers.
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Finally, temperature can have great impact on the overall tuning result, as 
it affects the acceptance probability. The initial temperature should be large enough 
to make the acceptance probability close to 1, and the minimum temperature 
should be much lower such that it decreases the acceptance probability gradually 
throughout the annealing process. Fischetti and Stringher (2019) chose 1 as 
their initial temperature and considered temperature reduction of 3 to 5 times, 
which decreased the acceptance probability low enough. Therefore, the initial 
temperature of 100 and minimum temperature of 30 are chosen (which is achieved 
after five temperature reductions) in this study.

Model Performance Evaluation Metrics

To evaluate the proposed model’s prediction performance, four metrics are used: 
Mean Absolute Error (MAE), Root Mean Square Error (RMSE), Mean Absolute 
Percentage Error (MAPE), and R-squared (R2). The formula for each metric:

where n is the number of data points, yi is the actual target value and yit  is the 
predicted value. SST is the sum of squares, SSE is the sum of squared residuals 
error, and yr indicates the mean value.

Hyperparameter Tuning 

The objective of this work is to minimise the evaluation metric obtained by 
using different sets of hyperparameters of the RBF kernelised SVR model. These 
hyperparameters (C, ε, γ) are the inputs of the SA algorithm. The procedure of 
hyperparameter tuning is as follows:

1.	 Randomly choose values for all hyperparameters, assuming it as current 
state and evaluating model performance with the selected evaluation 
metric.
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2. Obtain new current state by randomly updating the value of one
hyperparameter by randomly selecting a value in the neighbourhood to
get neighbouring state.

3. If a hyperparameter combination is repeated, repeat Step 2 until a new
combination is generated.

4. Evaluate model performance on the neighbouring state.
5. Compare the model performance of neighbouring state to the current state

and decide whether to accept the neighbouring state as current state or
reject it based on the evaluation metric.

6. According to the result of Step 5, repeat Steps 2 through 5.

For further analysis, the algorithm can intake a set of previously found 
hyperparameters and then continue the search of new current state around the 
neighbourhood of previously found hyperparameters.

Data

The historical data of FCPO used was downloaded in comma-separated value 
(CSV) format, by searching for “Palm Oil Futures” on the website (http://
www.investing.com). The range of dates for data obtained is from 2 January 
2018 to 30 June 2022. The data consists of 7 columns (features) and 1,099 
rows. The description of each FCPO data feature is listed in Table 1. Since 
there are 61 NaN values detected in the “Volume” column, the respective rows 
are dropped to enable computation purposes, resulting in 1038 rows of data.

Table 1
FCPO data features

Features Description

Date Trading date when the data is recorded.
Open Price when the market opens.
Close Price when the market closes.
High The highest price reached of a trading day.
Low The lowest price reached of a trading day.
Volume The total amount of trading volume of a trading day.

Percentage change The percentage difference between the close price of current and previous 
trading day.
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Figure 2 shows the candlestick chart of CPO prices from 2 January 2018 to 30 
June 2022. Green candlesticks indicate upward movement while red ones indicate 
downward movement. From Figure 2, we observe the increasing trend of CPO 
prices from the middle of May 2020 to the first quarter of 2022, surging to a peak 
around March 2022. The maximum closing price at MYR8,163.00 per tonne falls 
on 1 March 2022, while for open, high and low prices are on the next trading 
day, which is at super-high MYR8,200.00, MYR8,707.00, and MYR7,780.00 per 
tonne, respectively. After the sharp increase, we notice the CPO price declines 
until the end of 2022, although the prices in June 2022 are still considered high 
compared to previous years. In addition, the line plot in Figure 3 shows the 
direction of the CPO closing price. This simple plot enables us quickly to observe 
the price trend.

Figure 2. CPO prices candlestick chart

Figure 3. Line plot of historical CPO daily close price
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RESULTS AND DISCUSSION

The proposed SA-SVR is implemented in Python using Google Colab with RAM 
of 1.26 GB and no accelerator. 

Before the machine learning model is applied to make predictions, data 
splitting is performed to partition the dataset into two or more subsets, typically 
the training and test sets. The training set is used to train and build up the model, 
while the test set is used for testing the model after completing training. It is 
common practice for the proportion of train-test splitting to be 6:4, 7:3 and 8:2. In 
trials, the SA-SVR with RBF kernel model works well in a single run when fitting 
70% training data to the model. However, heavy computation and overload issues 
arise when the algorithm is executed 30 times due to insufficient of computer 
memory. Almassian et al. (2009) provide evidence that SVM with RBF kernel can 
have an impressive prediction performance using only 10% data as a training set. 
The prediction accuracy in their binary classification study reached up to 99.88%. 
Therefore, we decided to use 1:9 for the train-test data splitting to resolve the 
preceding issues. 

Comparison of SVR with and without Hyperparameter Tuning

The default hyperparameter setting in SVR module function with RBF kernel are 
C = 1, gamma = ‘scale’ and epsilon = 0.1. For ease of interpretation, we transform 
the actual and predicted values into their original scale (MYR) and evaluate 
the performance metrics (see Table 2). The scale-dependent MAE and RMSE 
values now have the same scale as the original close price. The MAE value states 
the mean absolute difference between the actual and predicted closing prices is 
MYR1,249.68, while RMSE represents the standard deviation of prediction errors 
(residuals) is MYR1,802.08. The R2 value is also negative, an indicator of poor 
prediction. Accordingly, the overall prediction error is high and accounts for the 
conclusion that the model has low predictive power. 

As for hyperparameter tuning, after 30 runs with an average execution 
time as stated in Figure 4, the best combination of hyperparameter values found 
is C = 741709, gamma = 1 × 10–6 and epsilon = 1 × 10–7 (see Figure 5). After two 
times of temperature reduction, reaching the temperature of 56.25, SA obtains 
this best set of hyperparameters as the combination achieves the best metric in 
prediction.
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Figure 4. Average execution time in 30 runs

Figure 5. Result of hyperparameter searching using SA

With these hyperparameters set in the RBF-SVR model, the prediction performance 
evaluation metrics (in original scale) are shown in Table 2. MAE and RMSE 
values indicate that the mean absolute difference between the actual and predicted 
values by SA-SVR is MYR98.48, and the standard deviation of prediction error 
by SA-SVR is MYR205.62. The prediction error is considered low enough. The 
predictions made by the fine-tuned SA-SVR model achieve high accuracy as R2 is 
high. It is undoubted that SA-SVR is a high-performing model with accurate and 
trustworthy predictions compared to the SVR model with a default hyperparameter 
setting. Table 2 compares the performance evaluation metrics of both models.

Table 2
Evaluation metrics of SVR and SA-SVR in original scale

Model MAE MAPE RMSE R2

SVR 1249.68 0.2882 1802.08 –0.4357
SA-SVR 98.49 0.0210 205.62 0.9813

Notes: SVR refers to support vector regression, SA-SVR refers to simulated annealing-based support vector 
regression, MAE refers to mean absolute error, MAPE refers to mean absolute percentage error, RMSE refers to 
root mean squared error, and R2 refers to R-squared error.

As expected, the error measures MAE, MAPE and RMSE of SA-SVR are all 
lower than SVR, and R2 of SA-SVR is far greater than SVR. Figure 6 is the time 
series plot comparing the predictions made by both single and hybrid SVR models. 
Undeniably, it demonstrates the outstanding predictive ability of the SA-SVR 
model in close price prediction, showing that hyperparameter tuning contributes 
enormously to performance improvement. Essentially, the model building uses 
only 10% of the data as the training set due to the memory-intensive issues. With 
a small training dataset, the fine-tuned SA-SVR model performs impressively, 
showing its potential to be a powerful “super-forecaster”. Yet, lack of training 
data may be one of the reasons impacting the performance of the without-tuned 
SVR model. When the training data size is small, the model may have inadequate 
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data to capture and learn the pattern from them, and thus results in low predictive 
ability. This logic leads to the first analysis in the next section.

Figure 6. Comparison between SVR and SA-SVR

Analysis 1: The Effect of Training Data Size to SVR Model

To study the effect of training data size on the model’s performance, we conduct 
a simple experiment by splitting the dataset into the train-test proportions of 1:9, 
6:4, 7:3, 8:2, 9:1 and 9.5:0.5. Table 3 depicts the number of training and test data 
points, and the date range of each. Each training set is fitted to the SVR model 
with the default hyperparameter setting in the module function. This built model 
is then used to predict the test set data.

Table 3
Amount of data in different training and testing sets

Train-test 
ratio

Amount of 
training data

Date range Amount of 
test data

Date range Total

1:9 103 3 January 2018 – 
18 June 2018

934 19 June 2018 – 
30 June 2022

1,037

6:4 622 3 January 2018 – 
07 Oct 2020

415 08 October 2020 – 
30 June 2022

1,037

7:3 725 3 January 2018 – 
12 Mar 2022

312 16 March 2021 – 
30 June 2022

1,037

8:2 829 3 January 2018 – 
20 Aug 2021

208 23 August 2021 – 
30 June 2022 

1,037

9:1 933 3 January 2018 – 
21 Jan 2022

104 24 January 2022 – 
30 June 2022

1,037

9.5:0.5 985 3 January 2018 – 
07 April 2022

52 08 April 2022 – 
30 June 2022

1,037

Note: This table shows the train and test data amounts in each data set along with their date ranges.
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Table 4 summarises the SVR evaluation metrics according to different train-test 
splitting ratios. The metric values are obtained using the original-scaled actual 
and predicted data to avoid misinterpretation. The grey-shaded row indicates the 
result of the single SVR model fitted with only 10% training data as discussed in 
the preceding section. The blue-shaded cells indicate the best error metrics.

Table 4
Evaluation metrics of SVR with different training data size – Original scale

Train-test ratio MAE MAPE RMSE R2

1:9 1249.68 0.2882 1802.08 –0.4357
6:4 2196.20 0.4139 2561.50 –3.9823
7:3 1529.18 0.2649 1884.07 –2.2979
8:2 1547.00 0.2500 1859.81 –3.2816
9:1 1724.04 0.2565 1979.66 –6.4755
9.5:0.5 695.57 0.1054 845.25 –0.1947

Notes: MAE refers to mean absolute error, MAPE refers to mean absolute percentage error, 
RMSE refers to root mean squared error, and R2 refers to R-squared error.

According to Table 4, R2 is not an appropriate metric to explain the performance 
power in this case. Since R2 is defined as the proportion of the variance for the 
response variable, its value is usually affected by the inherent variability of 
data. R2 values remain negative in different training data sizes indicating that the 
predictive ability of this simple SVR model is low. 

The SVR model fitted with 95% training data obtains the lowest MAE, 
RMSE and MAPE, while the highest resulted from 60% training data, indicating 
its poor prediction performance. However, it is noticeable that the error indicators 
do not decrease proportionally to the training data size. Figure 7 visualises 
the performance of SVR in different training data sizes. From the plot, we can 
see that the predictions improve gradually with the training data size. It seems 
contradictory to the evaluation metrics displayed in Table 4. This may be due to 
the different sizes in the test set, and the original scale price is in thousands.
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Figure 7. Performance of SVR in difference training data size

Figure 8 shows the absolute difference between every actual and predicted price. 
The orange and brown lines in this plot represent the ratios of 6:4 and 
9.5:0.5, respectively. For 9.5:0.5, the 5% test set size consists of only the last 52 
trading dates (8 April 2022 to 30 June 2022), and almost all 52 points have the 
lowest absolute error. For 6:4, the absolute errors of all points in the test set are at 
a high value, thus resulting in the highest error metric values. However, the plot 
demonstrates that the absolute errors of 1:9 during the same date range in the 
6:4 test set (8 October 2020 to 30 June 2022) are higher. Hence, the large test 
size () may be the reason for the low RMSE and MAE.

Figure 8. Comparison of the absolute difference between each actual and predicted price

The error measure metrics of the 70%, 80% and 90% training sizes are 
similar. According to Table 4, 70% training size has the most accurate result, 
followed by 80% and 90%. However, Figure 8 gives a different point of view in 
the date ranging from 24 January 2022 to 30 June 2022. Their absolute errors are 

321



322

Chai Wen Goh et al.

represented by the green, red and purple lines, respectively. Although there is 
some overlapping, the green line significantly has the highest absolute error among 
the three, followed by red and purple. In essence, changing the data splitting ratio 
does not necessarily improve model performance. From the analysis above, fixing 
the test set size and using older data to increase the training data size may be a 
better approach.

Analysis 2: Selection Temperature Parameters of SA

The main control parameter in SA is the temperature. It affects the decision on the 
transition to neighbouring states. Theoretically, an initial temperature that is too 
high may cause too many changes at the early stages during exploration, while 
one that is too low may result in an unnecessarily constrained search in a specific 
area. An experiment by choosing a different combination of initial and minimum 
temperature is carried out to determine the best tuning result. The cooling factor  
remains constant. The train-test data size is the same as the initially proposed 
model, splitting in a 1:9 ratio. Let the initial temperature be T0, and the minimum 
temperature be Tmin.

Table 5 shows the fine-tuned hyperparameter sets of each temperature 
combination after 30 runs with the average execution time (in seconds) and their 
respective RMSE. The combinations of (T0, Tmin) = (150, 40) and (T0, Tmin) = (100, 
20 obtain different hyperparameter sets that achieve the same best metric. We 
consider the mean of them. Relate the values in the RMSE (MYR) column for the 
original-scaled (1,775.00, 8,316.00).

Table 5 
Best hyperparameter set obtained using different temperature combination

T0, Tmin C γ ε RMSE (MYR) Average execution 
time (seconds)

50, 20 674,541 1 × 10–6 1 × 10–10 155.12 105
50, 30 741,362 1 × 10–6 1 × 10–18 205.65 57
50, 40 1,000,000 1 × 10–6 1 × 10–12 200.20 28
100, 20 900,000 1 × 10–6 1 × 10–12 251.23 165
100, 30 741,709 1 × 10–6 1 × 10–7 205.62 154
100, 40 670,126 1 × 10–6 1 × 10–16 153.23 106
150, 20 741,727 1 × 10–6 1 × 10–8 203.21 212
150, 30 741,301 1 × 10–6 1 × 10–6 205.53 176
150, 40 1,000,000 1 × 10–6 1 × 10–12 200.20 135

Notes: T0, Tmin are initial and minimum temperatures, respectively, C is the coefficient of penalty, γ is the kernel 
value of the radial basis function, ε is the defined precision, and RMSE is the root mean squared error. The blue-
shaded cell indicates the best hyperparameter set resulting in the lowest RMSE.
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According to the hyperparameter values in Table 5, the best  value obtained by 
all models is 1 × 10–6. The tuning results of (50, 40) and (150, 40) are the same, 
but the average execution time of (50, 40) is shorter due to the small temperature 
gap. The combination (100, 20) obtains the same  and  as these combinations, but 
its C value is smaller with higher RMSE value, indicating more prediction error. 
Recall that C is the penalty of the error term, corresponding to a tighter margin. 
With a high C value, the algorithm seeks hardly to reduce the error in the training 
phase. High C value may lead to the overfitting problem, and thus the model 
does not generalise well. However, these findings show higher C obtained by 
(50, 40) and (150, 40) has lower RMSE implying the prediction of unseen data 
(test set) exhibits fewer errors compared to the lower C obtained by (100, 20). 
It shows high prediction accuracy, indicating the model is not overfitting. The 
combinations of (50, 30) and (150, 30) have an almost identical RMSE value 
to the initially proposed model with (100, 30) temperature settings, which are 
205.65, 205.53 and 205.62, respectively. Overall, the result of most combinations 
has no vast differences. The best combination among all is (100, 40), resulting in 
the lowest RMSE, which is 153.23. It indicates the standard deviation of the price 
prediction error is only MYR153.23. The average execution time of this lowest-
RMSE combination is relatively short as the temperature gap is 60. 

The time series plots for each model with different T0 and Tmin are shown 
in Figures 9 to 11. All models are visualised in Figure 12 and the overlapping lines 
indicate the predictions of all models have no significant differences and follow 
the actual price trend.

(a) T0 = 50 and Tmin = 20
Figure 9. Time series plots of actual and predicted values for T0 = 50 and various Tmin. (a) 

T0 = 50 and Tmin = 20; (b) T0 = 50 and Tmin = 30; and (c) T0 = 50 and Tmin = 40
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(b) T0 = 50 and Tmin = 30

(c) T0 = 50 and Tmin = 40
Figure 9. Continued



Crude Palm Oil Price Prediction

325

(a) T0 = 100 and Tmin = 20

(b) T0 = 100 and Tmin = 30

(c) T0 = 100 and Tmin = 40
Figure 10. Time series plots of actual and predicted values for T0 = 100 and various Tmin. 

(a) T0 = 100 and Tmin = 20; (b) T0 = 100 and Tmin = 30; and (c) T0 = 100 and  
Tmin = 40
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(a) T0 = 150 and Tmin = 20

(b) T0 = 150 and Tmin = 30

(c) T0 = 150 and Tmin = 40
Figure 11. Time series plots of actual and predicted values for T0 = 150 and various Tmin. 

(a) T0 = 150 and Tmin = 20; (b) T0 = 150 and Tmin = 30; and (c) T0 = 150 and  
Tmin = 40
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Figure 12. Comparison of prediction performances in different temperature combinations 

Table 6 summarises the number of temperature reductions and the current 
temperature where the best hyperparameter set is highlighted. From observation, 
the initial and minimum temperatures do affect the number of temperature 
reductions. However, there is no obvious pattern that can be identified. This 
implies that there is no universally ideal temperature value for all problems, and 
that initial and minimum temperature combination is problem-dependent.

Table 6 
Number of temperature reduction and current temperature

T0, Tmin Number of temperature reductions Current temperature
50, 20 0 50.00
50, 30 1 37.50
50, 40 0 50.00
100, 20 4 31.64
100, 30 2 56.25
100, 40 3 42.19
150, 20 1 112.50
150, 30 4 47.46
150, 40 2 84.38

Notes: T0, Tmin are initial and minimum temperatures, respectively. The blue-shaded cells indicate the number of 
temperature reduction and current temperature of the best hyperparameter set.

In the next analysis, we repeat the parameter searching from the previous 
hyperparameter values of the best set, and the temperature setting remains as  
(T0, Tmin) = (100, 40). The result is discussed in these two aspects.
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Analysis 3: Search of Hyperparameters from New Initial Point

This experiment is conducted by starting the parameter search from the previous 
hyperparameter values of the best set in Analysis 2. The temperature setting is 
T0 = 100, and Tmin = 40. After 30 runs with an average execution time stated in 
Figure 13, the best combination of hyperparameter values found is C = 670126, 
γ = 1e – 06 = 1 × 10-6 and ε = 1e – 07 = 1 × 10-7, which is the same as the best set 
in Analysis 2. 

Figure 13. Average execution time after 30 runs

Table 7 includes the temperature reduction counts and the current temperature 
where the best set is obtained for both models. Previously, the searching 
process required three times of temperature reduction, from T0 = 100 drops to 
42.19. The model with new defined searching point is able to determine the best 
hyperparameter set in the initial temperature without any temperature reductions. 

Table 7 
Number of temperature reductions and current temperature for different initial 
hyperparameter search point

Model Number of temperature reductions Current temperature (best 
hyperparameters)

Analysis 2 3 42.19
Analysis 3 0 100

Note: This table shows information for Analysis 2 and Analysis 3 models regarding the number of  
temperature reductions and current temperature.

This experiment shows the importance of having a good starting parameter search 
point. The results show that having a starting point of the hyperparameter search 
space that is closer to the best values reduces both the number of temperature 
reductions and the average execution time to reach the best state. This may lead to 
significant improvement in the performance of model.

CONCLUSION

In this work, a hybrid metaheuristic and machine learning model – SA-SVR for 
crude palm oil price prediction is proposed. This combination of SA with SVR 
has to date not been applied to FCPO price prediction thus far (to the authors’ 
knowledge). One crucial task is to improve the prediction accuracy of the SVR 
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model by tuning the hyperparameters using SA. Instead of manually selecting 
different hyperparameter combinations, SA is incorporated to efficiently search 
the defined parameter space and find the best set. 

In the first experiment, the algorithm is executed 30 times, and the average 
execution time is recorded. Due to memory overload issues, the RBF kernelised 
SVR model intakes only 10% of training data. Essentially, with this small training 
data set, the SA-SVR model can still predict the highly fluctuated price series, 
where it achieved low error measure metrics MAE, MAPE, RMSE and higher R2. 
The SA-SVR model performs far better than the SVR model with default (non-
tuned) hyperparameter setting in the module function.

Several analyses via numerical experiments were conducted. These 
include studying the effect of training data size on the model performance by using 
different train-test split ratios, determining the temperature parameters in SA, and 
starting the parameter search from previously obtained hyperparameter values of 
the best set. In the first analysis, it is good practice to fix the test size and extract 
more historical price data for model training instead of varying the train-test split 
ratio. Crucially, from our temperature schedule strategy in the second analysis, it is 
notable that different combinations of temperatures affect the overall optimisation 
results. We believe that there is no universally ideal temperature value for all 
problems. From the third analysis, if the starting point of the hyperparameter 
search space is close to the best values, the number of temperature reductions and 
average execution time to reach the best state decreases. 

In conclusion, this study showed that using SA with SVR improves the 
accuracy of FCPO price prediction compared to using SVR on its own. Further 
experimentation showed that having more training data leads to higher prediction 
accuracy, SA temperature parameter value is problem-dependent, and the starting 
point of the search space affects execution time. Thus, an appropriate selection of 
hyperparameter values may further improve the model prediction performance as 
shown by the excellent prediction ability of the proposed SA-SVR model in CPO 
price.

LIMITATIONS AND FUTURE WORK

In this project, a very specific set of parameters are chosen to be tuned. One can 
also choose a different set of parameters to be tuned by the SA algorithm for the 
SVR hyperparameters. In addition, the current search size of the neighbourhood 
solution is 25% around the current solution, and one can choose to use different 
search sizes and evaluate the performance of the SVR. 
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This study only considers SA in optimising the hyperparameters for the 
SVR. One can consider using other metaheuristic methods such as particle swam 
optimisation (PSO), genetic algorithm (GA), and ant colony optimisation (ACO). 
In addition, one can hybridise the metaheuristic methods. For example, SA-GA, 
PSO-GA and ACO-SA are some popular hybridised metaheuristics methods. One 
can also choose to optimise the hyperparameters of other machine learning models 
like artificial neural network and random forest regression using SA or hybridised 
methods. Then, one can compare the performance among these models with our 
proposed SA-SVR model.

Another suggestion for future work is to apply the proposed method (SA-
SVR) to predict other continuous data. Potential applications include predicting 
stock price, bond price and foreign exchange rate. In addition, including more 
relevant information (if available) for a specific dataset may improve the prediction 
as there are more features for the machine learning model to learn.
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