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ABSTRACT 

 
This paper proposes a new prediction function for the Stock Exchange of Thailand (SET 

index). Included in the proposed prediction function are the important economic factors: 

namely, the Dow Jones, Nikkei, and Hang Seng indexes; the minimum loan rate (MLR); 

and the previous SET index. The tuning coefficients of each factor in this research were 

calculated using the two-membered evolution strategy (ES) technique. The experiment 

was conducted by analysing the SET index during three different time periods. The first 

time period extended from January 2004 to December 2004, and the second time period 

extended from 9 August 2005 to December 2005. These data were used to evaluate the 

performance of the proposed prediction function for short-term periods by comparing the 

results with those achieved using the existing methods. Lastly, the long-term period data 

extending from January 2005 to March 2009, which covered 1040 days in totals, were 

used to predict the SET index. The results show that the proposed prediction function not 

only yields the lowest mean absolute percentage error (MAPE) for short-term periods but 

also yields a MAPE lower than 1% for long-term periods. 

 

Keywords: Stock market forecasting, stock exchange of Thailand, evolution strategies, 

prediction function, data analysis 

 

 

INTRODUCTION 
 

Stock exchange index prediction is an interesting and challenging issue for both 

investors and academics. The stock market is a highly nonlinear dynamic system. 

Many factors influence stock market performance, including interest rates, 

inflation rates, economic environments, political issues, and many others. The 

Stock Exchange of Thailand (SET) in particular has its own unique characteristics 

based on to the economic system that it serves, which includes the Dow Jones, the 

Nikkei, the Hang Seng, gold prices, the minimum loan rate (MLR), the value of 
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the Thai baht and many other factors, as indicated in Chaigusin, Chirathamjaree 

and Clayden (2008a, 2008b), Rimcharoen and Chongstitvatana (2004), 

Sutheebanjard and Premchaiswadi (2009), Chaereonkithuttakorn (2005), Chotasiri 

(2004) and Khumyoo (2000). Therefore, this research has used the historical 

movement of the SET index itself together with data on the world’s major stock 

market indices [which include the Dow Jones (New York), the Nikkei (Japan), the 

Hang Seng (Hong Kong)] and the domestic minimum loan rate (MLR) as the 

factors in the prediction function for the SET index. Of course, the Thai economy 

is constantly changing. The factors influencing the Thai stock market may be 

different in different time periods (Khumyoo, 2000). Thus, this research intends to 

determine the influential factors that have played a role in recent years, 

specifically from January 2005 to March 2009. 

 

 Previous studies have worked to predict the SET index. Towards this end, 

they used the technique of neural networks (Chaigusin et al., 2008b; 

Pattamavorakun & Pattamavorakun, 2007; Tunsenee, 2006), ARIMA (Tunsenee, 

2006) and evolution strategies (Rimcharoen et al., 2005; Sutheebanjard & 

Premchaiswadi, 2009). Neural networks are very efficient adaptive forecasting 

models because of their excellent self-learning capabilities. Unlike other 

techniques that construct functional forms to represent the relationships between 

data, neural networks are able to learn patterns or relationships from data 

themselves (Chaigusin et al., 2008b). However, due to the effects of black-box, 

slow convergence, local optimal, they are not applicable for some applications 

(Meesad & Srikhacha, 2008). The autoregressive integrated moving average 

(ARIMA) was introduced by G. Box and G. Jenkins in the early 1970s. This time 

series analysis can capture complex arrival patterns, including those that are 

stationary, non-stationary, and seasonal (periodic) (Meesad & Srikhacha, 2006). 

The ARIMA approach is elegant in theory but has been of little practical use in 

business because of its complexity and the limited increase in accuracy that it 

provides compared to less sophisticated methods. Evolution strategies were 

introduced by Rechenberg in 1971. Evolution strategies (ESs) are algorithms that 

imitate the principles of natural evolution to solve parameter optimisation 

problems (Back, Hoffmeister & Schwefel 1991; Beyer & Schwefel, 2002; 

Rimcharoen & Chongstitvatana, 2004). ESs are one of the most popular 

evolutionary algorithms and are generally used in numerical optimisation for real 

valued representation. This study investigated impact factors for the SET Index 

using evolution strategies (Sutheebanjard & Premchaiswadi, 2009). This study 

also compared the different time periods for the training data to evaluate what 

time period was suitable to use for the training model. 

 

This paper is organised as follows. The next section describes stock 

market prediction theories and methods, followed by introduction of the existing 

work on Stock Exchange of Thailand index prediction. Subsequent section  
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describes the technique used to determine the solution based on evolution 

strategies, and the experimental results. The last section provides conclusions. 

 

 

STOCK MARKET PREDICTION 
 

Stock Market Prediction Theories 
 

In predictions of stock market movement, two theories have had a significant 

impact on market research: the efficient market hypothesis (EMH) and random 

walk theory. 

 

Efficient market hypothesis  

 

In 1965, Fama developed the EMH. In the EMH, the price of a security reflects 

complete market information. Whenever a change in financial outlook occurs, the 

market will instantly adjust the security price to reflect the new information. This 

theory is also highly controversial and often disputed. The supporters of this 

model believe that it is pointless to search for undervalued stocks or try to predict 

trends in the market through fundamental analysis or technical analysis. The 

EMH involves three different levels of information-sharing: the weak form, the 

semi-strong form and the strong form. In weak EMH, only historical information 

is embedded in the current price. The semi-strong form goes a step further by 

incorporating all historical and currently public information into the price. The 

strong form includes historical and current public information as well as private 

information such as insider information in the share price. However, Fama (1991) 

state that the strong form of the EMH was invalid. Bernstein (1999) suggested 

that "either the hypothesis has an inherent flaw, or Wall Street and its customer 

base are in truth totally irrational". 

 

Random walk theory  

 

A random walk is one in which future steps or directions cannot be predicted on 

the basis of past actions. When this term is applied to the stock market, it 

indicates that short-run changes in stock prices cannot be predicted. Investment 

advisory services, earnings predictions, and complicated chart patterns are 

useless (Malkiel, 1999). The stock’s future prices take a random and 

unpredictable path. Both technical analysis and fundamental analysis are largely 

considered useless and unproven in outperforming the markets. Random walk 

theory was originally examined by Kendall and Hill (1953). The theory states 

that the movement of shares on the stock market is random, i.e., they are as likely 

to go up on a certain day as down. When first presented, these results were 

disturbing to some financial economists, and further debate and research then 
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followed. This debate ultimately led to the creation of the random walk 

hypothesis and the closely related efficient-market hypothesis, which states that 

random price movements indicate a well-functioning or efficient market. Random 

walk theory has theoretical underpinnings similar to those of semi-strong EMH, 

in which all public information is assumed to be available to everyone. However, 

random walk theory indicates that even with such information, future prediction 

is ineffective (Schumaker & Chen, 2009). 

 

Malkiel (2003) suggested that the efficient market hypothesis is 

associated with the idea of a "random walk", which characterises a price series in 

which all subsequent price changes represent random departures from previous 

prices. The logic of the random walk idea is that if the flow of information is 

unimpeded and information is immediately reflected in stock prices, then 

tomorrow’s price change will reflect only tomorrow’s news and will be 

independent of the price changes today. However, news is by definition 

unpredictable, and thus, the resulting price changes must be also unpredictable 

and random. 

 

Stock Market Prediction Approaches 
 

The efficient market hypothesis and random walk theory have discouraged the 

prediction of future stock prices. However, there are still many methods intended 

to make such predictions. These methods can be grouped into two diametrically 

opposed approaches: fundamental and technical analysis. 

 

Fundamental analysis  

 

Fundamental analysis is a research method that involves studying basic financial 

information to forecast profits, supply and demand, industry strength, 

management ability, and other intrinsic factors that affect a stock's market value 

and growth potential (Thomsett, 1998). Fundamental analysis is concerned with 

the company that underlies the stock itself. The resulting information can help 

one to maintain perspective. Certainly some aspects of price movement in the 

stock market seem illogical. Fundamental analysis also considers both global and 

domestic economic factors that can influence stock prices (Chaigusin et al., 

2008a), including exchange rates, foreign financial markets (global factors) and 

gross domestic product (GDP), employment, inflation rates, interest rates, public 

sentiment and the MLR (domestic factors). The goal of analysing a company's 

fundamentals is to determine a stock's intrinsic value, as opposed to the value at 

which it is being traded in the marketplace. If the intrinsic value is more than the 

current share price, then the analysis shows that the stock is worth more than its 

price indicates and that it makes sense to buy the stock. 
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Technical analysis  

 

Technical analysis aims to predict financial price movements using information 

sets limited to a few variables such as past prices (Osler, 2000). Technical 

analysts use a basic approach to stock investing that involves studying past prices 

using charts. Technical analysis is not concerned with company fundamentals. 

Analysts seek to determine the future price of a stock based solely on the 

(potential) trends reflected in the past price (this is a form of time series analysis). 

Numerous patterns are employed, including the head and shoulders or the cup 

and saucer. Together with these patterns, statistical techniques, such as time 

series analysis, are used. Technical analysts test historical data to establish 

specific rules for buying and selling securities with the objective of maximising 

profit and minimising risk of loss. Technical trading analysis is based on two 

main premises. First, the market's behaviour patterns do not change much over 

time; this is particularly true of long-term trends. It is assumed that the patterns in 

market prices will continue to manifest in the future and that these patterns can 

therefore be used for predictive purposes. From 1884 on, Charles Dow published 

his ideas about stock market trends in a series of editorials he wrote for the Wall 

Street Journal, which has been known collectively as the Dow Theory. Building 

on the Dow Theory, the theory includes principles such as that prices follow 

trends; that prices discount all known information, confirmation and divergence; 

that volume mirrors changes in price, and that support/resistance is encountered. 

Of course, the widely followed Dow Jones Industrial Average is a direct offshoot 

of the Dow Theory. 

 

Both fundamental and technical analysis use trends, but they use them in 

different ways. The fundamental approach employs historical information (for 

example, dividend rates, profits, or sales) to forecast financial results. The 

technical approach uses trends. Technical analysis is highly visual and largely 

ignores the basic premise of supply and demand, suggesting, instead, that recent 

price trends (shown in charts) dictate future price movement (Thomsett, 1998). 

 

 

STOCK EXCHANGE OF THAILAND 
 

History of Stock Exchange of Thailand (SET) 
 

The Thailand stock market officially started trading on 30 April 1975 and was 

named "The Securities Exchange of Thailand". On 1 January 1991, the exchange's 

name was formally changed to "Thai Stock Exchange of Thailand". The index of 

the Stock Exchange of Thailand is called the SET Index. The SET Index is a 

composite market capitalisation-weighted price index that compares the current 

market value (CMV) of all listed common stocks with their market value on the 
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base date of 30 April 1975 (base market value or BMV), which was when the 

stock market was established. The initial value of the SET index on the base date 

was set to 100 points. The formula for calculating the SET index is as follows:  

         

Current Market Value × 100
SET Index = 

Base Market Value
           (1) 

 

Impact Factors to Stock Exchange of Thailand (SET) 
 

In economic environments, both global and domestic economic factors can 

influence stock prices (Chaigusin et al., 2008a). Because countries are linked 

together, movement on one stock market may have an impact on other stock 

markets. In developing prediction models for the Thai stock market index, the 

choice of selection input data is important. Naturally, the Thai stock market has 

unique characteristics, so the factors influencing the prices of stocks traded in this 

market are different from the factors influencing other stock markets (Chaigusin et 

al., 2008a). Examples of factors that influence the Thai stock market are the 

foreign stock index, the value of the Thai baht, oil prices, gold prices, the MLR 

and many others (Rimcharoen et al., 2005; Worasucheep, 2007; Chaigusin et al., 

2008b; Chaereonkithuttakorn, 2005; Chotasiri, 2004; Khumyoo, 2000; 

Tantinakom, 1996). Some researchers have used these factors to forecast the SET 

index, including Tantinakom (1996), who used trading value, trading volume, 

interbank overnight rates, inflation, the net trading value of investment, the value 

of the Thai baht, the price-earnings ratio, the Dow Jones index, the Hang Seng 

index, the Nikkei index, the Straits Times Industrial index and the Kuala Lumpur 

Stock Exchange Composite index. Khumpoo (2000) used the Dow Jones index, 

gold prices, the Hang Seng index, the exchange rate for the Japanese yen and Thai 

baht, the MLR, the Nikkei index, oil prices, the Straits Times Industrial index and 

the Taiwan weighted index. Chotasiri (2004) used the interest rates for Thailand 

and the US; the exchange rates for the USD, JPY, HKD and SKD; the stock 

exchange indices of the US, Japan, Hong Kong and Singapore; the consumer price 

index; and oil prices. Chaereonkithuttakorn (2005) used US stock indices, 

including the Nasdaq index, the Dow Jones index and the S&P 500 index. 

Rimcharoen et al. (2005) used the Dow Jones index, the Nikkei index, the Hang 

Seng index, gold prices and the MLR. Worasucheep (2007) used MLR, the 

exchange rate for Thai baht and the USD, daily effective over-night federal fund 

rates in the US, the Dow Jones index and oil prices. Chaigusin et al. (2008) used 

the Dow Jones index, the Nikkei index, the Hang Seng index, gold prices, the 

MLR and the exchange rate for the Thai baht and the USD. The common factors 

that researchers used to predict the SET index are summarised in Table 1. 

 

Rimcharoen et al. (2005) proposed adaptive evolution strategies with an 

evolving functional form and coefficients for use in predicting the Stock Exchange 
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of Thailand index. The potential parameters that drive the stock exchange index, 

namely the Dow Jones index, the Nikkei index, the Hang Seng index, gold prices 

and the MLR, were used in the algorithm based on the adaptive evolution 

strategies. The adaptive evolution strategies method is a combination of genetic 

algorithms (GA) and evolution strategies (µ+λ)–ES. The genetic algorithm 

(Holland, 1992) and evolution strategies (Schwefel, 1975) are branches of 

evolutionary computation (EC). The genetic algorithm was used to randomly 

select the structure of the prediction function, whereas the coefficient is calculated 

via evolution strategies. The study was based on daily data from January 2003 to 

December 2004. It is not necessary to determine the functional form of the 

prediction function a priori. The experimental data show that their method can be 

effectively used to forecast the SET index with error less than 3%. The function 

developed by Rimcharoen et al. is shown in equation (2). 

 

SET(t) = 2.3645 + 5.5208sin
3
[0.3138SET(t–1)] – 

1.5430HangSeng(t–1) / –5.2054MLR(t–1) +  

2.8360cos
2
[0.6246SET(t–1)] * 4.6811sin[0.3651SET(t–1)] –         (2) 

1.5380cos
3
[0.7522SET(t–1)] – 1.1618cos

3
[0.7724SET(t–1)] +  

3.3228sin
3
[1.5317SET(t–1)] – 2.4620cos[0.6676SET(t–1)] *  

2.3144MLR(t–1) 

 

where (t) is today and (t–1) is yesterday. 

 

They eventually found that the SET Index can be adequately explained by only 

two major factors, the Hang Seng index and MLR, as in equation (3). The graph 

of equation (3) is shown in Figure 1. 

 

( )

( )

( )

1.5430

5.2054

t 1

t

t 1

HangSeng
SET

MLR
            (3) 
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Figure 1. Graph of the SET Index 2003–2004 against 

(1.5430 HangSeng/5.2054MLR) Rimcharoen et al. (2005). 

 

Chaigusin et al. (2008a) show the SET index plot against the two major terms 

from function equation (3) using data from January 2005 to December 2006, as 

shown in Figure 2. 

 
Figure 2. Graph of the SET Index 2005–2006 against  

(1.5430HangSeng/5.2054MLR) Chaigusin et al. (2008a). 
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These two figures indicate that the SET index can be reasonably described by the 

Hang Seng index and the MLR for 2003 and 2004. However, from 2005 to 2006, 

the SET index and 1.5430HangSeng/5.2054MLR moved in different directions. 

The data for the first 420 days from 2003 to 2004 were used as training data 

(Rimcharoen et al., 2005), and the SET index in this period is well explained by 

the term 1.5430HangSeng/5.2054MLR. 

 

Tunsenee (2006) compared the performance of feed-forward neural 

networks with that of ARIMA with EGARCH-M models in terms of accuracy in 

predicting the SET index. The neural networks and ARIMA with EGARCH-M 

models yielded MAPE values of 1.2956 and 0.5972, respectively. He suggests 

that the neural network model performs more poorly in terms of its predictive 

capability because of a drawback in model construction: the overuse of data entry 

and of neurons in the hidden layer. 

 

Chaigusin et al. (2008b) predicted the SET index using multilayer feed-

forward back-propagation neural networks. The three suitable neural network 

models identified in this research were a three-layer (7-3-1), a four-layer (7-7-3-

1) and a five-layer (7-13-7-3-1) neural network. Their prediction performance 

figures, measured using the MAPE, were 1.26594, 1.14719 and 1.14578, 

respectively. 

 

This research takes into account both internal and external factors in 

forecasting the SET index. The external factors are foreign major stock market 

indices, whereas the internal factors are the SET index and domestic MLR. The 

assumption is that both the external and the internal factors probably have a great 

impact on the SET index. These factors include the following: 

 

(i) The SET Index (Thailand) 

(ii) The Dow Jones index (New York) 

(iii) The Nikkei index (Japan) 

(iv) The Hang Seng index (Hong Kong) 

(v) The Minimum Loan Rate (MLR) 

 

This research proposes a prediction function that does not require the genetic 

algorithm as in Rimcharoen et al. (2005). The two-membered evolution strategy 

(ES) technique has been used to calculate the tuning coefficients of each factor. 

 
 

EVOLUTION STRATEGIES  
 

Evolution strategies (ESs) are one of the main branches of evolutionary 

computation. Like genetic algorithms (Holland, 1992), ES are algorithms that 
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imitate the principles of natural Darwinian evolution, generally producing 

consecutive generations of samples. In each generation, a batch of samples is 

generated by perturbing the parents' parameters through mutation of their genes. A 

number of samples are selected based on their fitness values, and the less fit 

individuals are discarded. The winners are then used as parents for the next 

generation, and so on. This process typically leads to increasing fitness across 

generations.  

 

Rechenberg (1971) proposed ES as a tool for use in real value parameter 

optimisation problems. In ES, the representation used was an n-dimensional real-

valued vector. A vector of real values represented an individual. The standard 

deviation was used to control the search strategy in ES. Rechenberg used Gaussian 

mutation as the main operator in ES, in which a random value from a Gaussian 

distribution (normal distribution) was added to each element of an individual's 

vector to create new offspring. This basic ES framework, though simple and 

heuristic in nature, has proven to be very powerful and robust, spawning a wide 

variety of algorithms.  

 

The basic difference between evolution strategy and genetic algorithms 

lies in their domains (i.e., the representation of individuals). ES represents 

individuals as float-valued vectors instead of using binary representation. This 

type of representation reduces the burden of converting genotype to phenotype 

during the evolution process.  

 

The evolutionary strategies (ESs) introduced by Ingo Rechenberg (1971, 

1973) were (1 + 1)–ES and (µ + 1)–ES. Two further versions introduced by 

Schwefel were (µ + λ)–ES and (µ, λ)–ES Schwefel, (1975, 1977). 

 

(i) (1 + 1)–ES or two-membered ES is the simplest form of ES. One parent 

creates one n-dimensional real-valued vector of object variables using 

mutation with identical standard deviations for each object variable. The 

resulting individual is evaluated and compared to its parent, and the 

better of both individuals survives to become the parent of the next 

generation, whereas the other is discarded. 

 

(ii) (µ + 1)–ES or steady-state ES is the first type of a multi-membered ES. 

There are µ parents at time (µ > 1) in which one child is created from µ 

parents. In (µ + 1)–ES, µ parent individuals are recombined to form one 

offspring, which also underlines mutation. The best of the three is 

selected as the new current solution, be it the offspring or one of the 

parents, thus keeping the population size constant. 
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(iii) (µ + λ)–ES, in which λ ≥ 1 descendants are created at a time or in a 

generation, but to keep the population size constant, the λ worst out of all 

µ+λ individuals are discarded. 

 

(iv) (µ, λ)–ES, in which the selection process includes the λ offspring only, 

whereas their parents are "forgotten" no matter how good or bad their 

fitness is compared to that of the new generation. Obviously, this strategy 

relies on a birth surplus – i.e., on λ > µ in a strict Darwinian sense. 

 

This research uses (1 +1 )–ES (two-membered ES) for the selection 

process. The (1 + 1)–ES consists of one parent individual (a real-valued vector) 

that produces one offspring by adding normal distribution random numbers. The 

better of the two individuals then serves as the ancestor in the next 

iteration/generation. The (1 + 1)–ES is used to find the coefficients of the 

function. First, the coefficient of the prediction function is initialised by mutation 

operation. Then, each child is evaluated using the fitness function for a possible 

solution in each generation. These evaluations are used to create a new generation. 

 

 In the prediction process, the parameters from the previous time period 

(yesterday) are used to predict today's SET Index as equation (4). 

 

)1()( tt FSET               (4) 

 

where SET(t) is the SET Index at day t, and F(t–1) is a prediction function of day           

t – 1. 

 

This research has proposed a new prediction function for the SET index in 

which the important economic factors are the Dow Jones, Nikkei, and Hang Seng 

indexes, the domestic MLR and the previous SET index, as shown in equation (5). 

 

)1(5

)1(4)1(3)1(2

1)1(0)(

t

ttt

tt
MLRa

HSaNKaDJa
aSETaSET          (5) 

 

where a0 – a5 denote coefficients. 

 

SET is the SET index (Thailand) 

DJ is the Dow Jones index (New York) 

NK is the Nikkei index (Japan) 

HS is the Hang Seng index (Hong Kong) 

MLR is the minimum loan rate (MLR) 
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The mutation operator plays a significant role in global searches and fine-

tuning for the ES. It is observed that smaller changes occur more often than larger 

ones in biological evolution. This type of change in a child can be made easily 

using a zero-mean Gaussian random number function. The child vector is defined 

by the mutation operation of a real value coefficient by sampling a real value from 

the normal distribution and adding it to the coefficient as shown in equation (6) 
 

),0( 2Naa pc
             (6) 

 

 

 

 

where  ap is a parent coefficient  

 ac is a child coefficient 

( )2N 0,σ is a Gaussian random (normal distribution) number vector 

standard deviation σ denotes the standard deviation of the system 

 

In controlling the search strategy for the simple (1 + 1)–ES for two basic 

objective functions using the convergence rate expressions, Rechenberg derived 

the optimal value of the single standard deviation ( σ' ) of the mutation operator in 

a (1 +1 )–ES. This rule is called the 1/5-success rule (Rechenberg, 1973), 

reflecting theoretical results indicating that, on average, one out of five mutations 

should cause an improvement in objective function values to achieve the best 

convergence rate as shown in equation (7). 
 

'

/ 0.817 if ( 1/ 5)

0.817 if ( 1/ 5)

if ( 1/ 5)

p

p

p

         (7) 

 

 

 

 

To minimise fit error between the prediction function and the actual value, 

this research used mean squared errors (MSEs) as the fitness function as shown in 

equation (8). 
 

 

 

 

2
( ) ( )

1

1
( )

n

t t

t

MSE g f
n

             (8) 

 

where g(t) is an actual value 

f(t) is a forecasted value 

      n is the number of data points 

 

The parent vector of the next generation is determined by comparing the 

objective function Wp for the parent vector and Wc for the child vector (selection) 

as shown in equation (9) (Horii, Takahashi & Narita, 2000). 
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)(

)(
'

pcp

pcc

p WWx

WWx
x             (9) 

 

denotes that if the objective function Wc of the child vector Xc is smaller than Wp 

for the parent vector Xp, then the child vector Xc is chosen as the parent vector X'p 

for the next generation. If Wc for the child vector Xc is larger than Wp for the parent 

vector Xp, then the child vector Xc is not chosen as the parent vector X'p for the 

next generation. 

 

This research used mean squared error (MSE) and mean absolute 

percentage error (MAPE) to measure the difference between the forecasted value 

and the actual value. MSE is one of the many ways to quantify the degree to 

which an estimator differs from the actual value of the quantity being estimated. 

MSE measures the average of the square of the error. MAPE expresses the error as 

a percentage. MAPE is commonly used in quantitative forecasting methods 

because it produces a measure of relative overall fit. The absolute values of all of 

the percentage errors are summed, and the average is computed. The functions for 

MSE and MAPE are shown in equations (8) and (10), respectively. 

 

100
1 )(

)()(

n

g

fg

MAPE

n

t t

tt

          (10) 

 

where g(t) is an actual value. 

f(t) is a forecasted value 

     n is the number of data points 

 

This aim of this research is to find the impact of the previous day’s SET 

Index (SET(t–1)) on the current SET Index (SET(t)). Towards this end, the random 

coefficient (a1 – a5) from equation (5) and the fix values of a0 from 0.01 to 1.06 

(34 values in total) were assigned, and the mutation process was performed 34,000 

times (1,000 for each a0 value). The values of a0 were derived from an empirical 

analysis done by assigning the weight of the previous day's SET Index from 0.01 

to 1.06 in increments of 0.05. The goal of this step was to roughly determine 

which weight range yields the lowest MAPE value. Based on the empirical results, 

the value of a0 from 0.91–1.01 generated the lowest error. Therefore, a detailed 

analysis was performed using a0 from 0.90–1.04 in increments of 0.01 to define 

the value of a0 that provides the lowest MAPE. The implementation of the pseudo 

code is shown in Figure 3. 
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1. Randomly assign standard deviation. 

2. Assign coefficient a0 based on equation (5). 

3. Create parent. 

3.1  Randomly assign coefficients (a1 – a5) based on equation 

(5) with normal distribution. 

3.2  Evaluate the fitness using MSE. 

4. Create new offspring. 

4.1  Mutate and sum up a1 – a5 equation (6). 
2

(0, )c pa a N   

where a is 1–5 

4.2  Adjust standard deviation value by applying 1/5 success              

rule equation (7). 

4.3  Evaluate fitness using MSE equation (8). 

5. Select between parent and offspring for the next generation. 

6. Repeat step 4 through 5 for 1,000 generations. 

7. Evaluate error (MSE and MAPE). 
 

Figure 3. Pseudo Code. 

 

 

EXPERIMENTAL RESULTS 
 

The experimental data were collected from a reliable source, Bank of Thailand, 

and consisted of historical data for the SET Index, the Dow Jones Index, the 

Nikkei Index the Hang Seng Index, and the minimum loan rate. Because the raw 

data were obtained from different stock markets in different countries, some data 

are missing because each country has different stock market holidays or non-

trading days. However, those gaps can be filled using the data from the previous 

day with no statistically significant difference. Thus, the assumption underlying 

this study was that the missing data on non-trading days would be substituted with 

the previous day's data. 

 

The training data in this experiment were divided into two different time 

ranges: one-year and two-year periods of training data. There are six different 

periods of one-year training data: 2003, 2004, 2005, 2006, 2007 and 2008. There 

are five different periods of two-year training data: 2003–2004, 2004–2005, 2005–

2006, 2006–2007 and 2007–2008.  

 

To ensure consistency, the same data periods as in the previous research 

were used in this experiment. The test data in this experiment were divided into 

three different time periods: January 2004–December 2004, which includes 244 

days in total, was also the period used in Chaigusin et al. (2008b); 9 August 2005–

December 2005, which includes 100 days in total, was also used in Tunsenee 
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(2006); and last, January 2005–March 2009, which includes 1040 days in total, 

was used for long-term prediction for the proposed function. 

 

The results were compared with those of the existing methods: neural 

networks (Chaigusin et al., 2008b; Tunsenee, 2006), ARIMA with the EGARCH-

M model (Tunsenee, 2006), the simple moving average and random walk using 

the previous day's SET Index. 

 

The simple moving average is a simple technique in time series 

forecasting. The weights for the simple moving average used in this research were 

0.5(t–1), 0.3(t–2) and 0.2(t–3), as shown in equation (11).  

 

)3()2()1()( 2.03.05.0 tttt SETSETSETSET
        (11) 

 

 

Random walk was also analysed using the previous day's SET Index (SET(t–1)), as 

shown in equation (12).  

 

)1()( tt SETSET
           (12) 

 

Test Data for January 2004–December 2004 (244 Days) 
 

The investigated time series ran from January 2004 to December 2004. It 

contained 244 days of test data. The data period used in this experiment was the 

same as in Chaigusin et al. (2008b). The results are shown in Tables 2 and 3 and 

are used to plot the graph of the function with the lowest MAPE in Figure 4. 
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Figure 4. SET Index Comparison Graph for January 2004–December 2004. 

 

Test Data for 9 August 2005–December 2005 (100 Days) 
 

The investigated time series ran from 9 August 2005 to December 2005. It 

contained 100 days of test data. The data period used in this experiment was the 

same as in Tunsenee (2006). The results are shown in Tables 4 and 5, and the 

graph of the function with the lowest MAPE is plotted in Figure 5. 
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Figure 5. SET Index Comparison Graph for 9 August 2005–December 2005. 

 

 

 
Figure 6. SET index comparison graph for January 2005–March  2009. 
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Test Data for January 2005–March 2009 (1040 Days) 

 

The investigated time series ran from January 2005 to March 2009. It contained 

1040 days of test data. The results are shown in Tables 6 and 7, and the graph of 

the function with the lowest MAPE is in Figure 6. 

 

Results comparison 

 

As shown in Table 8, the results of the test data for the period of January             

2004–December 2004 were obtained by calculating the MAPE of the proposed 

function (5), the simple moving average (11), and the previous day's SET Index 

(12), while the results of the three layers, four layers and five layers were taken 

from Chaigusin et al., (2008b). The results of the comparison show that the 

proposed function is the best prediction function for the SET Index in this time 

period with the lowest level of MAPE. 

 
Table 8 

MAPE Comparison for the Period January 2004–December 2004 
 

Method MAPE (%) 

Proposed function (1 Year) 1.0964 

Proposed function (2 Years) 1.0916 

Simple Moving Average (11) 1.2795 

Previous Day’s SET Index (12) 1.1505 

Chaigusin et al. 2008b (Three layers) 1.2659 

Chaigusin et al. 2008b (Four layers) 1.1472 

Chaigusin et al. 2008b (Five layers) 1.1458 

 

As shown in Table 9, the results of the test data for the period 9 August 2005–

December 2005 were measured by calculating the MAPE of function (5), the 

simple moving average (11), and the previous day's SET Index (12), whereas the 

results of Tunsenee (2006)'s neural network and ARIMA with EGARCH-M 

model were taken from his research. The comparison results show that the 

proposed function is the best prediction function for forecasting the SET Index in 

this time period because it has the lowest MAPE. 
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Table 9  

MAPE Comparison for the Period of 9 August 2005–December 2005 
 

Method MAPE (%) 

Proposed Function (1Year) 0.5713 

Proposed Function (2Years) 0.5729 

Simple Moving Average (11) 0.7053 

Previous Day’s SET Index (12) 0.5795 

Tunsenee (Neural Network) 1.2956 

Tunsenee (ARIMA with EGARCH-M Model) 0.5972 

 

The test data for the period of January 2005–March 2009 were measured by 

calculating the MAPE of the proposed function [equation (5)](5), the simple 

moving average (11) and the previous day's SET Index [equation (12)](12) as 

shown in Table 10. The results show that the proposed function is the best 

prediction function for the SET index in this time period with the lowest MAPE as 

well. 

 
Table 10 

MAPE Comparison for the Period of January 2005–March 2009 
 

Method MAPE (%) 

Proposed Function (1Year) 0.9820 

Proposed Function (2Years) 0.9826 

Simple Moving Average (11) 1.1752 

Previous Day’s SET Index (12) 0.9916 

 

Results Analysis 
 

According to Tables 8 and 10, the first period, January 2004–December 2004 (244 

days), exhibited a greater degree of error based on all methods than the third 

period, January 2005–March 2009 (1040 days). The amount of error derived using 

the previous day's SET Index in the first period (1.1505) is greater than in the third 

period (0.9916) even though the third period is much longer. This finding 

indicates that in the year 2004, the SET index relied less on the previous day's 

SET Index in the first period than in the third period. Therefore, the accuracy of 

the proposed prediction function depends on the weight of the previous day's SET 

Index (a0). If the weight of the previous day's SET Index (a0) increases, then the 

proposed method will yield good accuracy. However, regardless, the results 

achieved using the proposed method are still more accurate than those derived 

using the previous day's SET Index. 
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CONCLUSIONS 
 

This research has proposed a prediction function for the SET Index. The proposed 

prediction function used previous values for important factors include the Dow 

Jones, Nikkei, and Hang Seng indexes and the MLR to forecast the current SET 

Index. The proposed prediction function was tested for different three time 

periods: January 2004–December 2004, 9 August 2005–December 2005 and 

January 2005–March 2009. The results show that the proposed prediction function 

yields the lowest errors. 

 

The results achieved using different years of training data from 2003 to 

2008 show that there is no significant difference in performance, although many 

crises took place in Thailand during that time, including the coup d'état in 2006, 

anti-government protests and the sub-prime mortgage crisis that occurred in 2008. 

This finding suggests that the data used for training can be obtained from any time 

period between 2003 and 2008 with no significant effect. In addition, the results 

obtained using training data from time periods of different lengths (one year and 

two years) are also not significantly different from one another. Therefore, it 

would seem that the training data time period can be either one year or two years 

long. However, using a two-year period requires more computation time. Thus, it 

is best to use data from one-year periods for the prediction function for the SET 

Index. 

 

The results for the January 2005–March 2009 period indicate that the 

previous day's SET Index(t–1) has greatest effect on the current SET Index(t); the 

other factors are the Dow Jones Index(t–1), Nikkei Index(t–1), Hang Seng Index(t–1) 

and the domestic MLR(t–1). Additionally, the Dow Jones Index(t–1), Nikkei               

Index(t–1), and Hang Seng Index(t–1) has a direct variation relationship to the current 

SET Index(t), whereas the domestic MLR(t–1) has an inverse variation relationship 

to the current SET Index(t). Therefore, this study supports the assumption that the 

previous movements of the SET Index were sensitive to the Dow Jones Index, 

Nikkei Index, Hang Seng Index and domestic MLR. 

 

This paper predicts the closing SET Index by incorporating historical and 

public information. The performance of the proposed prediction function is 

slightly better than that of the method using the previous day's SET Index (based 

on random walk theory). Intraday individual stock price prediction will be the 

challenge for future work to undertake because it will tell us whether or not the 

proposed prediction function can be used to identify undervalued stocks. If it can, 

then this will not support the semi-strong EMH. 
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