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ABSTRACT

Innovating from Chan and Fong (2000), this paper decomposes order imbalance into foreign and domestic order imbalances. Foreign and domestic order imbalances significantly affect the daily variation of returns in the Indonesian Market. The impact of foreign order imbalance is more pronounced in larger-cap stocks, while domestic order imbalance is more significant in smaller-cap stocks. Using both absolute residuals and realized volatility as measures of volatility, this study finds the number of trades to be the primary factor in volatility-volume relations, supporting Jones, Kaul and Lipson (1994). Consistent with previous research in more developed markets, this study also finds that absolute order imbalance does not explain realized volatility.
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INTRODUCTION

The relations between volume and volatility have been extensively studied due to their important implications for market participants, as documented by Karpoff (1987), amongst others. Early empirical work such as Jones, Kaul and Lipson (1994) investigates the volatility-volume association using a sample of NASDAQ stocks. They use absolute return as the measure of daily stock returns volatility and find that daily price volatility can be explained by the daily number of trades and average trade size. They conclude that the number of trades plays a major role, while average trade size plays an insignificant role, in the volatility-volume relation. This finding supports strategic microstructure models in which informed traders engage in stealth trading by breaking up their trades into more frequent smaller trades. Therefore, the effect of number of trades on volatility dominates the impact of average trade size.


In other studies, order imbalance has been considered theoretically and empirically to be one of the factors in volatility-volume relations. Market microstructure theories such as Kyle (1985), and Admati and Pfleiderer (1988) regard order imbalance as a signal of informed trades. These models predict that price volatility may be induced by net order flow because market makers will adjust prices upwards (downwards) when they observe excess buy (sell) orders. Following this prediction, Chan and Fong (2000) examine the roles of number of trades, size of trades, and order imbalance (buyer-initiated versus seller-initiated trades) in explaining the volatility-volume relation for a sample of NYSE and NASDAQ stocks. They find that a substantial portion of daily stock return is explained by order imbalance. Although they do not test the direct impact of order imbalance on volatility, they find that, after filtering the effects of order imbalance on returns, number of trades marginally describes absolute residuals. They conclude that it is order imbalance, rather than number of trades, that drives the volatility-volume relation. Furthermore, contrary to Jones et al. (1994), Chan and Fong (2000) reconfirm the significance of trade size, beyond that of number of trades, in the volatility-volume relation in both markets.

Chan and Fong (2006) re-examine the impact of number of trades, trade size and order imbalance on daily stock return volatility. Differing from Chan and Fong (2000), they use realized volatility instead of absolute return as the measure of daily stock return volatility. They argue that absolute return is a very noisy estimator of true latent volatility. Because daily absolute returns are computed based on opening and closing prices, computed volatility may be very low if the opening and closing prices happen to be very close, even if there is significant intraday volatility. In general, they confirm the conclusion of Jones et al. (1994) that number of trades is the dominant factor in the volatility-volume relation. Neither trade size nor absolute order imbalance provides additional significant explanatory power regarding realized volatility.

Further studies, such as Giot, Laurent and Petitjean (2010), decompose realized volatility relations into a continuously varying component and a discontinuous jump component. Their results confirm that number of trades is the dominant factor in the volatility-volume relation, whatever the volatility component considered. They also reveal that trade variables are only positively related to the continuous component and that absolute order imbalance does not increase explanatory power regarding the volatility-volume relation. Similar to Giot et al. (2010), outside the US market, Shahzad, Duong and Singh (2012) study the volatility-volume relation in the Australian stock market by splitting volume into number of trades and average trade size, and realized volatility into continuous and jump components. Absolute order imbalance is also used as one of the factors affecting volatility. They conclude that the number of trades is the most important variable driving realized volatility and that absolute order imbalance does not seem to affect volatility in the Australian market.

This paper attempts to enrich existing literature in many ways. First, this paper utilises data from the Indonesian Stock Exchange (IDX), which has markedly different market microstructures from the US and even from other emerging markets (Comerton-Forde & Rydge, 2006). Second, this paper measures volatility using both squared residuals (Chan & Fong, 2000) and realized volatility (Chan & Fong, 2006). Third, the structure of IDX transaction data permits the researcher to classify every trade completely as either a buy-initiated or sell-initiated trade, without resorting to the approach of Lee and Ready (1991). Therefore, all trades are clearly classified as buy-initiated or sell-initiated. Finally, this paper decomposes order imbalance into foreign and domestic order imbalances. The IDX data permit the researcher to determine whether the foreign or domestic investor initiates the trade. Hence, it is possible to further classify all trades into foreign buy-initiated, foreign sell-initiated, domestic buy-initiated or domestic sell-initiated. These classifications lead to the possibility of calculating foreign order imbalance and domestic order imbalance. In this paper, order imbalance is calculated as the number of buy-initiated trades minus the number of sell-initiated trades.

FOREIGN INVESTORS IN THE INDONESIA STOCK EXCHANGE

Foreign investors have played important roles in the Indonesian stock market since the Indonesian government removed the foreign ownership restriction on 4 September 1997. Apparently, the presence of foreign investors creates positive wealth effects in the Indonesian market (Hanafi & Rhee, 2004). By the end of 2010, foreign ownership in the IDX was more than Rp 1,184 trillion, or 62% of the market capitalisation. Meanwhile, domestic investors only owned slightly more than Rp 701 trillion, or less than 38% of the market. The dominance of foreign ownership is partly due to the limited number of Indonesian investors. Even as of November 2013, the number of Indonesian capital market investors is only approximately 400,000.1 Since the removal of the foreign ownership restriction, there is no policy to limit foreign ownership in the Indonesian market.

The decomposition of order imbalance into foreign and domestic order imbalances is motivated by the existing literature contrasting foreign and domestic investors in Indonesia. Agarwal, Chiu, Liu and Rhee (2010) find that foreign investors behave differently from domestic investors. Both domestic and foreign investors from a particular brokerage firm tend to herd, but the foreign investors exhibit a greater propensity to herd than do domestic investors.


Not only do they behave differently, but foreign and domestic investors also possess different advantages. Dvorak (2005) finds that local brokerages tend to have better short-term information than foreign brokerages, but foreign brokerages tend to perform better in the end. Moreover, foreign brokerages’ domestic clients tend to earn higher profits than do foreign clients. The higher profit results from the seamless combination of domestic investors’ local information advantage and foreign brokerage companies’ global expertise.

In line with Dvorak (2005), Agarwal, Faircloth, Liu and Rhee (2009) also find that foreign investors in the IDX pay 9 basis points more than domestic investors when they buy, while they receive 14 basis points fewer than domestic investors when they sell. However, in the Indonesian market, foreign investors underperform domestic investors only in non-initiated orders. Foreign investors outperform domestic investors when they place buy- and sell-initiated orders.

Because foreign investors behave differently from domestic investors (Agarwal et al., 2010), and both possess their own advantages (Agarwal et al., 2009; Dvorak, 2005), they may exhibit different trading activities. Each group’s trading activities may lead to diverse order imbalances, which will eventually impact return variations.

IDX MICROSTRUCTURE AND TRANSACTION DATA

Differing from NYSE and NASDAQ, IDX is a purely order-driven market. During this study period, trades were conducted continuously during morning and afternoon sessions from Monday through Friday. The Monday to Thursday morning session lasts from 09:30 until 12:00; the afternoon session continues from 13:30 until 16:00. However, the Friday morning session lasts from 09:30 until 11:30, while the afternoon session spans 14:00 until 16:00. The longer lunch break on Friday is due to the Friday Moslem prayer. IDX applies the pre-opening call session from 09:10 until 09:25 for 45 stocks included in the LQ45 most liquid stocks index. The eligibility of the stocks to be included in the index is reviewed every six months.

The IDX stock trades rely on an automated trading system known as the Jakarta Automated Trading System (JATS), which was first implemented on 22 May 1995. On 2 March 2009, it was replaced with JATS-NextG. Transaction data acquired from IDX consists of the following fields: (1) trading number; (2) trading date; (3) trading time; (4) stock code (which consists of four letters for every stock); (5) trading board (this study only uses transactions on the regular board, which are marked as “RG”); (6) trade price; (7) trade quantity (volume in number of shares); (8) trade value; (9) firm ID (broker’s ID, which consists of two letters); (10) trading account (investor’s account classification: “A” stands for “asing” or foreign, and “I” stands for “Indonesia” or domestic); (11) CP firm ID (counter party broker’s ID); (12) CP trading account (counter party investor’s account classification); (13) buying or selling (identifies whether a particular order number is a “B” for a buy order or an “S” for a sell order); (14) order number.

To classify an order as buy-initiated or sell-initiated, this study sorts the transaction data based on trading number (field [1]), followed by order number (field [14]). The IDX transaction data always show a pair of orders with different order number but the same trading number. An order that is submitted later is assigned a higher order number in the system. After sorting the data in this manner, the next step is to look at field (13) (buying or selling). A trade is buy-initiated (sell-initiated) if field (13) of the higher order number is “B” (“S”). Furthermore, a trade is initiated by a foreign (domestic) investor if field (10) (trading account) is “A” (“I”). The earlier order with lower order number is not a trade classification deciding factor because it enters the system as a limit order and is held until a later order is entered to initiate the trade.

Because of the peculiar IDX transaction data structure, different from previous studies, this research does not follow the Lee and Ready (1991) algorithm to classify trades. Furthermore, this study is able to classify all trades into buy- or sell-initiated and decomposes them further into foreign versus domestic buy- or sell-initiated.

DATA AND METHODOLOGY

This research utilises year 2010 transaction data from IDX. The choice of year 2010 is an attempt to minimise the possible impact of the subprime and Eurozone crises on stock return volatility. We refer to a report by Budipratama (2010) from the most prominent local bond rating agency, stating that in 2010 there is no corporate bond default in Indonesia, while in 2008 and 2009 there are correspondingly one and two occurrences of default.

To be included in the sample, stocks must always be included in the LQ45 index from 4 January 2010 through 30 December 2010 for at least three reasons. First, these stocks tend to have the highest market caps and are more likely to be traded by both foreign and domestic investors. Second, these stocks go through a pre-opening call process, whereas other non-LQ45 stocks do not. Previous studies such as Chang, Rhee, Stone and Tang (2008) have shown that the pre-opening call process affects both intraday and inter-day stock volatility. Third, the eligibility of a stock to be included in LQ45 is reviewed every six months. Hence, to ensure that there is no effect from the inclusion or exclusion of stocks from the index (Liu, 2009), only stocks that are always included in the LQ45 index during 2010 can be included in the sample. The result of these selection criteria is that only 38 stocks can be included in the research sample.

The sample is then divided into five quintiles based on the stocks’ market capitalisation as of 30 December 2010. Quintile 1 is the highest market cap, while quintile 5 is the lowest. Unfortunately, the sample cannot be divided evenly into five quintiles. Hence, the top 14 stocks are evenly allocated to quintiles 1 and 2, while the remaining 24 stocks are evenly distributed to quintiles 3, 4 and 5.

Absolute Residuals

The first part of this study employs a two stage regression methodology following Chan and Fong (2000). The first-stage regression is presented in equation (eq.) (1), where Rit is the daily stock return of stock-i in period-t, and OIit is the daily order imbalance of stock-i in period-t. Order imbalance is measured as buy-initiated frequency minus sell-initiated frequency. As in Chan and Fong (2000), eq. (1) also includes day of the week dummy variables (Dkt) and 12 lag returns (Rit–j) to account for possible return correlations. The residuals (εit) are then saved for the second-stage regression.
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This study also innovates from Chan and Fong (2000) by decomposing daily order imbalance into foreign and domestic order imbalances as presented in eq. (2). Rit is the daily stock return of stock-i in period-t. FOIit is the daily foreign order imbalance of stock-i in period-t. Foreign order imbalance is measured as foreign buy-initiated frequency minus foreign sell-initiated frequency. DOIit is the daily domestic order imbalance of stock-i in period-t. Domestic order imbalance is the difference between domestic buy-initiated frequency and domestic sell-initiated frequency. Similar to eq. (1), eq. (2) also includes day of the week dummy variables (Dkt) and 12 lag returns (Rit–j) to account for possible return correlations. The residuals (ηit) are also saved for the second-stage regression.
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The second-stage regressions are presented in eq. (3) and (4). Both models are the same except for the dependent variables. Eq. (3) utilises absolute residuals [image: art] from eq. (1), while eq. (4) uses absolute residuals [image: art] from eq. (2). NTit is the daily number of trades, and TSit is the daily average trade size. Following Chan and Fong (2000), both models also include a Monday dummy (Mt) and 12 lagged absolute residuals [image: art] in eq. (3) and [image: art] in eq. (4) to account for persistence in volatility. All models are calculated using Ordinary Least Square (OLS) with Newey-West robust standard error.
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Realized Volatility

To measure daily volatility, the second part of this study employs realized volatility, which is also recognised as integrated volatility. Following Chan and Fong (2006), Giot et al. (2010), and Shahzad et al. (2012), realized volatility is calculated as the sum of squared intraday returns. Differing from their research, which utilises 5-minute intraday observation intervals, this study employs a 10-minute intraday sampling frequency.

Although Andersen, Bollerslev and Lange (1999) state that the choice of sampling frequency is often arbitrary and guided by the data availability, this study relies on the work of Henker and Husodo (2010). Employing a volatility signature plot, they find that the average optimal sampling frequency to estimate realized volatility in IDX is every nine minutes. The optimal sampling frequency is expected to achieve measurement efficiency and, at the same time, to minimise market microstructure biases due to price discreteness, bid-ask bounces, and strategic order flows (Andersen & Benzoni, 2008). For simplicity, this study rounds up the observation interval to every 10 minutes. Hence, every Monday-Thursday the daily realized volatility is the sum of 30 intraday squared returns, while every Friday, due to the longer lunch break period, the daily realized volatility consists of 24 intraday squared returns.

To learn the impact of absolute foreign order imbalance (|FOI|it), absolute domestic order imbalance (|DOI|it), number of trades (NTit), and average trade size (TSit) on realized volatility (RVit), eq. (5) is calculated using OLS regression with Newey-West robust standard error. Following Chan and Fong (2006), Giot et al. (2010), and Shahzad et al. (2012), the model includes a Monday dummy (Mit) and 12 lags of the realized volatility variable (RVit-n) to account for volatility persistence.
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RESULTS AND DISCUSSIONS

Figure 1 illustrates the dynamics of daily average realized volatility (Panel A) and total volume (Panel B) of all 38 stocks in the sample during 2010. Panel A shows that daily realized volatility is highest on 4 January 2010. The highest volatility on 4 January is due to accumulated information and inability to trade during the year-end market close. The accumulated information during a trading halt causes volatility jolts when the market opens (Lee, Ready, & Seguin, 1994).

Panel A also portrays a cluster of high realized volatilities in the month of May. During the sample year, the second highest realized volatility is reached on 26 May 2010. On that date, the Jakarta Composite Index (JCI) registers the highest daily return of approximately 7%. High volatilities in May are due to flows of good news pertaining to Indonesian corporations and macro-economic performance. Moreover, the World Bank and International Monetary Fund (IMF) both praise Indonesia for its remarkable economic growth amid the global economic slump. They even predict that Indonesia will achieve high economic growth relative to other Asian countries here.

Panel B depicts the daily total transaction volume of the 38 stocks in the sample during 2010. Transaction volume tends to be low at the beginning and end of the year. In line with realized volatility, transaction volume tends to be relatively high in May. The highest transaction volume of more than 10,380 million shares is reached on 18 November 2010. Further data analysis reveals that 10 November transactions are dominated by Bakrie & Brothers (BNBR) stock, whose transactions totalled more than 7,570 million shares. Inspecting both panels, volatility and volume tend to rise in the same period, although the magnitudes are not necessarily proportional.
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Figure 1. Daily average realized volatility (Panel A) and total volume (Panel B) of the 38 stocks in the sample for the period of 2010



Summary statistics of the variables are presented in Table 1. The daily number of trades varies between stocks. The maximum number of trades is more than 19,000 per day, while the minimum is only 16 per day. The mean number of trades is slightly more than 1,122 per day; the median is approximately 776 per day. The mean trade size is approximately 38,899 shares per trade; the median is approximately 17,366 shares per trade.


Table 1

Daily summary statistics
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Notes: All reported statistics are based on daily observation interval. NT: number of trades; TS: average trade size (transaction volume divided by NT); BF: buy-initiated frequency; SF: sell-initiated frequency; FBF: foreign buy-initiated frequency; FSF: foreign sell-initiated frequency; DBF: domestic buy-initiated frequency; DSF: domestic sell-initiated frequency; |OI|: absolute order imbalance (|BF–SF|); |FOI|: absolute foreign order imbalance (|FBF–FSF|);and |DOI|: absolute domestic order imbalance (|DBF–DSF|).

During the study period, overall buy frequency tends to be higher than sell frequency. The mean of buy-initiated frequency is approximately 596 times per day, while the sell-initiated frequency is approximately 532 times per day. Consistently, foreign and domestic buy-initiated frequencies are also higher than their sell-initiated counterparts. The mean of the foreign buy-initiated frequency is approximately 153 times per day, while the foreign sell-initiated frequency is approximately 135 times per day. The daily domestic buy-initiated mean is approximately 442 times, while the domestic sell-initiated mean is approximately 396 times. The mean of the daily absolute domestic order imbalance is approximately 200, while the daily absolute foreign order imbalance is only approximately 143.

The first-stage regression results based on eq. (1) and (2) are presented in Table 2. The estimation results of eq. (1) show that order imbalance significantly affects all stocks in the sample. All t-statistics in all quintiles are positive and greater than 1.65. This finding is in line with the result of Chan and Fong (2000), which also reveals the significant impact of daily order imbalance on daily stock return. The calculated result of eq. (2) shows that foreign order imbalance and domestic order imbalance also play significant roles in explaining the variation of daily stock return.


Table 2

Summary of t-statistics of eq. (1) and eq. (2) using OLS regressions and Newey-West robust standard errors
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Notes:
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The residuals from eq. (1) and (2) will be saved and used in the second-stage regressions in eq. (3) and (4), respectively. T-stats are in bold print if greater than or equal to 1.65. For brevity, not all t-statistics are reported.


Examining all quintiles closely, one can detect an interesting t-stats pattern. In quintiles 1, 2 and 3, which consist of larger market cap stocks, the t-stats of foreign order imbalance coefficients are all higher than the t-stats of domestic order imbalance coefficients. Meanwhile in quintiles 4 and 5, which consist of smaller market cap stocks, the t-stats pattern starts to reverse. In quintile 4, t-stats of domestic order imbalance are higher than the foreign order imbalance in five out of eight stocks. In quintile 5, the t-stats of domestic order imbalance are higher than the foreign order imbalance in seven out of eight stocks. This pattern perhaps shows that foreign investors are more influential in explaining variations of daily stock returns only in highly liquid, large cap stocks. Perhaps this phenomenon relates to the foreign investor herding behaviour explained by Agarwal et al. (2010). Possibly it is also in line with Agarwal et al. (2009), who reveal that foreign investors perform better than domestic investors only in initiated orders. It may also relate to hot money flows (Guo & Huang, 2010) to the Indonesian market. Hot money tends to seek liquid assets, which can be liquidated quickly if, for some reason, the market turns negative.

The overall average adjusted R2 of eq. (2) is approximately 44%, while the average adjusted R2 of eq. (1) is only approximately 41%. This result shows that the decomposition of order imbalance into foreign and domestic order imbalances provides a better explanation of the variation of daily return. The absolute residuals from the estimation of eq. (1) and (2) are then used as the measure of daily volatility in the second-stage regressions, as presented in eq. (3) and (4).

Table 3 presents summary statistics of the absolute residuals and realized volatility. The mean absolute residuals from eq. (1) and (2) are 1.42% and 1.35%, respectively. The lower mean and coefficient of variation of the absolute residuals from eq. (2) also indicate that order imbalance decomposition adds more explanatory power for daily stock returns. Meanwhile, the mean realized volatility is 0.13%, implying an average daily standard deviation of 3.62% and an annualised standard deviation of 56.61% (there are 245 trading days in 2010). These results are markedly higher than the Dow 30 stocks’ mean absolute residuals of only 1.21% and their annualised standard deviation of 27.5% (Chan & Fong, 2006). For the period of 2006–2010, the Australian market average realized volatility is 0.093%, implying a daily standard deviation of 3.05% and an annualised standard deviation of approximately 47.73% (Shahzad et al., 2012). The IDX’s much higher annualised standard deviation, compared to the US and Australian markets, reflects its character as an emerging market with a high risk-high gain profile, as previously acknowledged in many studies such as Lesmond (2005).


Table 3

Summary of daily volatility statistics
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Notes: Panel A shows summary statistics of absolute residuals: |εitI from eq. (1). Panel B shows summary statistics of absolute residuals: |ηit| from eq. (2). Panel C shows summary statistics of realized volatility (RV), which is the sum of daily 10-minute intraday squared returns. Every Monday–Thursday (Friday) consists of 30 (24) intraday squared returns. Friday lunch break is one hour longer due to Moslem Friday prayer.


The second-stage regression results based on eq. (3) and (4) are presented in Table 4. The results show that number of trades significantly dominates trade size in explaining absolute residuals, and support previous studies such as Jones et al. (1994) and Chan and Fong (2006). Based on eq. (3) the number of trades significantly explains absolute residuals in 32 of 38 stocks, while trade size is only significant in 8 of 38 stocks. Correspondingly, based on eq. (4), the number of trades significantly explains absolute residuals in 34 of 38 stocks, while trade size is only significant in 5 of 38 stocks.

The second part of this study utilises realized volatility as volatility measure. The calculated results of eq. (5) are presented in Table 5. Consistent with previous results, number of trades significantly dominates other factors in explaining realized volatility. Number of trades is statistically significant in 35 of 38 stocks, while trade size is only significant in 9 of 38 stocks. In line with Chan and Fong (2006), Giot et al. (2010), and Shahzad et al. (2012), absolute foreign order imbalance does not explain realized volatility, and absolute domestic order imbalance is only significant in 1 of 38 stocks. The results of several studies, including this one, seem to converge to the inability of absolute order imbalance to explain realized volatility.2 Henceforth, it can be concluded that absolute order imbalance is not a good proxy for the arrival of informed trading as originally intended.

On the other hand, order imbalance is the right proxy for informed trading arrival, and explains the variation of stock returns. Hence, supporting Chan and Fong (2000), this study also finds that one major driving force for the volatility-volume relation is related to the impact of the daily order imbalance on stock returns. Further decomposition of order imbalance into foreign and domestic order imbalances adds more power in explaining variations of stock returns and volatility-volume relation.


Table 4

Summary of t-statistics of eq. (3) and eq. (4) using OLS regressions and Newey-West robust standard errors
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Notes:
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The dependent variables of eq. (3) and (4) are the absolute residuals from eq. (1) and (2), respectively. Mt is Monday dummy, NTit is the number of trades, and TSit is the average trade size. T-stats are in bold print if greater than or equal to 1.65. For brevity, not all t-statistics are reported.


Table 5

Summary of t-statistics of eq. (5) using OLS regressions and Newey-West robust standard errors
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Notes:
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RVit is daily realized volatility measured as the sum of 10-minute intraday squared returns. Mit is Monday dummy, |FOI|it is daily absolute foreign order imbalance, |DOI|it is daily absolute domestic order imbalance, NTit is number of trades, and TSit is average trade size. T-stats are in bold print if greater than or equal to 1.65. For brevity, not all t-statistics are reported.


CONCLUDING REMARKS

This study is divided into two parts based on the volatility measures used. The first part uses absolute residuals, following the two stage regression methodology by Chan and Fong (2000). The second part employs realized volatility, following Chan and Fong (2006), Giot et al. (2010) and Shahzad et al. (2012).

Motivated by previous research contrasting the roles of foreign and domestic investors in the Indonesian market, the first part of the study decomposes order imbalance in the first-stage regression into foreign and domestic order imbalances. The results show that foreign and domestic order imbalances explain the daily variation of returns better than undivided order imbalance. The impact of foreign order imbalance is more pronounced in larger cap stocks, while domestic order imbalance plays a more significant role in smaller-cap stocks. In the second-stage regressions, number of trades consistently dominates trade size in explaining variations of absolute residuals. The first part of the study confirms that foreign and domestic order imbalances are major driving forces for the volatility-volume relation through their impact on daily stock returns. In other words, foreign order imbalance, domestic order imbalance, and number of trades play important roles in the volatility-volume relation.

In the second part of this study, number of trades is again proven to be the dominant factor in explaining realized volatility. Absolute foreign and domestic order imbalances do not seem to play any significant role, while average trade size minimally explains realized volatility. Consistent with previous studies such as Chan and Fong (2006), Giot et al. (2010) and Shahzad et al. (2012), absolute order imbalances do not seem to capture the arrival of informed trading as intended; hence, they do not explain realized volatility variations. Further studies should not use absolute order imbalance as a factor in volatility-volume relations but should instead attempt to find a better measure of informed trading arrival.

NOTES

1.          http://www.beritasatu.com/investasi-portofolio/152296-kalangan-pasar-modal-satu-tekad-dongkrak-jumlah-investor-domestik.html. Retrieved 7 December 2013.

2.          This study also employs non-decomposed absolute order imbalance as a factor and finds consistent results. The results are not reported but are available upon request.
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ABSTRACT

The importance of government bonds in covering shortages in a government’s budget is inseparable from the market players’ role in the government bond market. In this study, we examine whether institutional investors’ behaviour had causal effects on the government bond market index from April 2008 to April 2009. Moreover, we also observe whether foreign, bank, non-bank and central bank investors exhibit similar strategies in their bond trading activities. Granger causality tests and a Vector Error Correction Model (VECM) methodology have indicated that foreign investors become market leaders and tend to hold long-tenor bonds during crises to maintain an optimal level of risk in their portfolio. This also shows that foreign investors tend to hold the fall of index. Another result shows that both foreign and non-bank investors become market leaders who influence the bond market index and have similar trading strategies in the after-crisis period. Meanwhile, the central banks become foreign investors’ and non-bank investors’ trade counterparts to provide liquidity and stabilise the bond price. Moreover, the results indicate that bank investors become the market makers in the bond market.

Keywords: institutional investors, behaviour, Granger causality, VECM, bond

INTRODUCTION

The government plays an important role in maintaining economic growth by issuing government bonds to cover cash shortages in general financing. The growth in the sales of government bonds can be analysed by considering the amount and frequency of such transactions each year. From the increase in transaction frequency and decrease in the amount of government bonds traded since 2007 shown in Figure 1, we can observe the government bond market phenomena from 2007 to 2009.



[image: art]

Figure 1. Government bond transactions from 2005 to 2009



There is a decreasing level of investor’s interest to own government bonds, whereas to bridge the gap in government funding, the government needs to assure that their bonds are bought by investors. The crisis period showed us that there is a decreasing amount of investment in the government bond market and an indication that decreasing bond prices trigger decreasing transaction amounts. Therefore, this research focuses on investor behaviour and strategy in a crisis period.

Transactions involving government bonds are conducted over the counter (OTC), so that the amount a government bond is traded for depends on the bid and ask process that occurs between the seller and buyer. Therefore, the movement of government bond transactions will still depend on the role of the involved market players. To control an efficient, active and liquid government bond secondary market, government requires the description of market players’ trading activities in the government bond market. The majority of market players in the bond market are institutional investors, who control approximately 90% of the shares in the bond market (Indonesia Bond Pricing Agency [IBPA], 2011). There are seven different types of institutional investors, including foreign investors, insurance companies, banks, securities, mutual funds, pension funds and charitable foundations. A variety of different characteristics in bond trading result from having these different types of investors (Ryan & Schneider, 2002). Therefore, the purpose of this study is to examine the impact of institutional investors’ behaviour in bond trading on the government bond market return and how the trading strategies vary among them. Through this analysis, it is expected that we will determine which investors become the market leader as well as the market maker in crisis and normal periods.


Based on the Indonesia Bond Market Directory of 2011, the outstanding amount of Indonesian government bonds held by foreign investors increased from 19.5% in January 2010 to 34% in June 2011 (IBPA, 2011). This increase may indicate that foreign investors’ behaviour influences the bond market’s return and domestic investors’ trading activity. Therefore, this study will examine whether foreign investors and domestic investors exhibit different trading behaviour.

Based on several literature reviews, we found that studies of investor’s behaviour on the government’s bond market have not been conducted before. Although the number of intraday transactions and the bond prices are not as volatile as stock prices, performing a study of investor’s behaviour towards government bonds will enhance the government’s understanding of who played an important role in the government’s bond trading. Data will be relevantly justified in time-series analysis by using bond daily transaction data.

In this study, secondary bond market data are used, and the seven types of investors are classified into four groups, namely, foreign investors, bank investors, non-bank investors and central bank investors. Granger causality tests will be used to examine whether institutional investors’ buying and selling transactions have causal effects on the government bond market’s return. A Vector Error Correction Model (VECM) methodology is also applied to identify any long-term relationship that might exist among institutional investors’ transactions and which might offer insight into their trading strategies. Each group of investors can buy or sell bonds for each different bond tenor. If an investor buys a bond, then other investors can sell that bond. The same investor group (consisting of several companies) can trade bonds among themselves. Thus, we can find that there is an interaction between investors. By using the VECM test, we can find their buy and sell movement. For example, in medium to long tenor bonds in the crisis period, a non-bank investors’ BUY was negatively related to a foreign investors’ BUY. This finding indicates that their trading strategy movement is different. Through this research, we learn about the interaction between institutional investors in government bond trading, and thus the government can understand the dynamics in the government bond market.

The results indicate that foreign investors have become the market leader and are interested in holding long-tenor bonds during crisis periods to maintain an optimal level of risk in their portfolio. Contrary to the declining bond market index during the most recent financial crisis, foreign investors tend to affect the bond market index from the buying side, which indicates that foreign investors arrested the fall of the bond market index during the crisis. A second finding shows that in the pre-crisis, recovery from crisis and post-crisis periods, foreign and non-bank investors became the market leaders. These investors have similar trading strategies during those periods. Meanwhile, central banks have become the counterpart traders against foreign investors for long- and medium- to short-tenor bonds and against the non-bank investors for long-tenor bonds in the post-crisis period. Moreover, the findings also indicate that bank investors became market makers for several tenors in all time periods.

Previous Studies

Several studies that explain the behaviours of both foreign and domestic investors in capital markets have been conducted. A differential reaction has been observed between foreign investors living in Korea who reacted positively during the Asian crisis from 1996 to 1998 and who reacted negatively before the crisis and foreign investors not living in Korea, who reacted positively before and during the crisis (Kim & Wei, 1999). Griffin, Nadari and Stulz (2004) found that the buying activities of foreign investors in smaller countries increase along with the return of investors in bigger countries. Some studies have focused on how information influences investors’ trading decisions. Nam (2004) found that foreign traders in the Korean market between 1992 and 1998 traded based on the available information and not on market noise. Although there are different trading decisions made by foreign as opposed to domestic investors, Choe, Kho and Stulz (2005) found no evidence that foreign investors were better informed than were domestic institutions. Based on these findings, we can confidently assert that there are differences in the trading behaviours of different types of investors.

Investors’ trading behaviours have also been analysed from an Indonesian market perspective. Kamesaka and Wang (2004), using vector autoregression (VAR) analysis, found that foreign investors buying from domestic investors had more positive feedback and realised superior returns than did domestic investors buying from foreign investors. Agarwal, Faircloth, Liu and Rhee (2009) found that foreign investors underperformed domestic investors in the Indonesia stock market. Rhee and Wang (2009) used a Granger causality test to examine foreign holdings and found that they had a negative impact on future liquidity in the Indonesian stock market from January 2002 to August 2007.

Furthermore, some investors were found to have had a strong influence in affecting the movement of the market return. According to Boyer and Zheng (2009), the net purchase of government bonds by foreign investors and mutual funds has had a significant positive effect on stock market return in the US market from 1952 to 2004. Sevil, Ozer and Kulah (2012) determined that stock indexes were influenced by foreign investors and there was a causal effect of their behaviour on the Istanbul Stock Exchange.


Previous studies have shown that foreign investors played an important role in the stock market, while there has also been evidence emphasising that foreign investors have not had an effect on the movement of stock markets, either during crises or during periods of normalcy. Kim, Landi and Yoo (2009) found that the net buying of foreign investors does not affect stock market return but that of domestic institutional investors does, at least in the Korean market. Patnaik, Shah and Singh (2012) examined foreign investors and found that they were not a vector of transmission during the crisis in the Indian stock market from 2009 to 2011.

Data and Methodology

This study uses government bond transaction data culled from secondary market data. The data collected spans April 2008 to April 2009. It is divided into four periods: pre-crisis (from 1 April 2008 to 31 July 2008), crisis (from 1 August 2008 to 28 October 2008), recovery (from October 29, 2008 to 22 December 2008) and post-crisis (from 23 December 2008 to 30 April 2009). The transaction data consists of 37,889 observations, and it is aggregated as 290 daily observations that span 1 April 2008 to 30 April 2009. The date point selection for each period is determined by descriptive analyses of the index data and supported by a Chow breakpoint test. This study uses a Chow test when there is an assumption that the date is known. This assumption is supported by the bond index data plot and event analysis.

The bond data are daily trading records of the Indonesian rupiah value, which is aggregated by each investor group. The transaction data consist of several variables, such as investor group, transaction date, the buy or sell of each investor and transaction amount. The bond market data consists of tenor and government bond market return as INDEX. Bond tenor is divided into four groups: long (above 10 years), medium to long (above 7 years to 10 years), medium to short (above 3 to 7 years) and short (fewer than 3 years). Investors are also divided into four groups: foreign investors, bank investors, non-bank investors and central bank. Foreign investors are investors such as insurance companies and commercial and investment banks that are not based in Indonesia. The bank investors group consists of domestic banks that include both commercial and investment banks. The non-bank investors group is comprised of domestic companies such as insurance companies, mutual funds, securities funds, pension funds and charitable foundations. Domestic investors are still becoming a majority in the government’s bond market. Based on Indonesia Bond Pricing Agency data, the bond ownership of foreign investors was still approximately 17%–19% in 2007–2009. Therefore, to reveal the role of foreign investors as a whole in the bond market, these investors will not be further separated in the present study. Central bank investors only represent the domestic central bank.


In processing the time series, we needed to test stationarity and cointegration data to avoid spurious regression results. First, we tested the stationarity of all variables via the unit root test method. Second, if the variable exhibited stationarity, we then used a Granger causality test on the original data. However, when one of two variables did not exhibit stationarity, we conducted a cointegration test to determine whether the variables were cointegrated (Gujarati, 2004).

The empirical analysis starts by examining the stationary variables using the Augmented Dickey-Fuller (ADF) stationarity test. The ADF test is conducted by testing the hypothesis H0: δ=0 (there are unit root) in the following regression equation (Gujarati, 2004, p. 817):
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where Yt is stationary around a deterministic trend, β1, β2,δ, αi are coefficient, εt is a pure white noise error term, ΔYt–1 = (Yt–1 – Yt–2) and ΔYt–2 = (Yt–2 – Yt–3)

H0 is rejected when the ADF statistic value is less than the critical value, as noted in Table 1. All variables are stationary in the first difference.

We next tested the cointegration of variables using the Johansen cointegration test. To perform this test, the lag-length first had to be determined according to the Schwarz information criterion based on unrestricted VAR estimation. This method showed lag length to be 1. This study used the Maximum Eigenvalue test and the Trace test. Both tests indicated that there was cointegration between variables and therefore a long-term relationship between variables. The results are shown in Tables 2 and 3.


Table 1

Stationarity test by ADF test
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Table 2

Johansen co-integration for Granger causality test
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Notes: * denotes rejection of the hypothesis at the 0.05 level.

** MacKinnon-Haug-Michelis (1999) p-values.


Table 3

Johansen co-integration for VECM test
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Note: * denotes rejection of the hypothesis at the 0.05 level.

** MacKinnon-Haug-Michelis (1999) p-values.

[ ] denotes CentralBank transactions are excluded on pre-crisis (both buy and sell), recovery from crisis (sell). For other periods, CentralBank transactions are included in VECM equation.


This study applied VECM instead of VAR to evaluate the long-term relationship that exists between investors’ transactions. According to our decision to use the Schwarz information criterion as the lag-length selection test, the VECM test is examined by lag 1:
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where Δ is the first difference operator, index denotes government bond index, bb denotes “buy transaction from bank”, bcb is “buy transaction from central bank”, bf is “buy transaction from foreign” and bnb is “buy transaction from non-bank”; Δ is the first difference operator, αt is a coefficient and εt is a random error term. We suppose that there are 3 cointegrating variables, such that: u1,t–1=(Δindext–1 – β1 – β2Δbnbt–1), u2,t–1=(Δbbt–1 – β3 – β4 Δbnbt–1), and u3,t–1=(Δbft–1 – β5 – β6Δbnbt–1).

For each VECM test, the variables for buying transactions and long-tenor bonds in the pre-crisis period are long-tenor index, foreign buy, bank buy, non-bank buy and central bank buy. This test is conducted for each transaction, bond tenor and period. Therefore, there are 32 (2 transaction type × 4 bond tenor × 4 period) instances of the VECM test. The results of these tests will be further explained on the analysis section of this paper.

The Granger causality method was used to determine whether there was a causal relationship between the buying and selling transactions to the bond index. The test involved estimating the following pair of regressions, for example:
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where index denotes government bond index, buy denotes amount of buying transaction, αi and βj are the coefficients, u1t is an error term;
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where index denotes government bond index, buy denotes amount of buying transaction, λi and δj are the coefficients, u2t is an error term.


Those regression models will result in four possibilities (Gujarati, 2004, p. 697). First, when [image: art], the coefficients on the lagged buy are significantly different from zero as a group, and when [image: art], the coefficients on the lagged index are not significantly different from zero. As such there is unidirectional causality from buy to index. Second, when [image: art] and [image: art], then there is unidirectional causality from index to buy. Third, when [image: art] and [image: art], which means both are significantly different from zero, then there is bilateral causality. Fourth, when [image: art] and [image: art], meaning that both are not significantly different from zero, then there is no causality (independence).

The above example mentions the causality between index and buy. In this study, there are 64 instances (4 investor group × 4 bond tenor × 4 period) of the Granger causality test. Based on the lag-length selection test mentioned earlier, the Granger causality test is examined by lag 1. The results are shown in Tables 4 and 5.


Table 4

Granger causality result
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Granger causality test with 5% significance level, if p-value < 5% then reject null hypothesis


Table 5

Granger causality summary



	Bond Index
	Investor

	Period




	Pre-crisis

	Crisis

	Recovery from crisis

	Post-crisis




	Long Tenor
	Foreign
	
	BUY =>INDEX
	BUY => INDEX
	BUY => INDEX



	Bank
	
	
	
	



	Non-Bank
	BUY <==> SELL
	
	INDEX => BUY
	BUY => INDEX ;BUY => SELL



	Central Bank
	
	SELL => BUY
	
	SELL => INDEX



	Medium to Long Tenor
	Foreign
	
	
	
	SELL=> INDEX ;BUY => SELL



	Bank
	
	
	BUY <==> SELL
	SELL=> BUY



	Non-Bank
	
	
	BUY => INDEX ;SELL => INDEX
	SELL => INDEX; BUY => SELL



	Central Bank
	
	
	
	



	Medium to Short Tenor
	Foreign
	
	
	
	BUY => INDEX;BUY => SELL



	Bank
	
	
	
	BUY => SELL



	Non-Bank
	
	
	
	



	Central Bank
	
	
	
	SELL => INDEX



	Short Tenor
	Foreign
	
	
	SELL => INDEX
	SELL => BUY



	Bank
	SELL => BUY
	SELL => BUY
	
	



	Non-Bank
	
	
	
	



	Central Bank
	
	SELL => BUY
	
	INDEX => SELL




Notes: <=> indicates bidirectional causality

=> indicates unidirectional causality

Granger causality test with 5% significance level

RESULTS

According to Figure 2, some breakpoints, which are at extreme points, have been selected to determine the dates. A Chow test was conducted to verify whether the date was significant enough to lead us to reject the null hypothesis. When the result shows the p-value is less than the 5% level of significance, it means the null hypothesis is rejected and indicates that there is a break at the specified breakpoint.
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Figure 2. Government bond index by Chow test



The first breakpoint selected is at the end of July, 2008. At that time, several events occurred that led to crises, such as the increase in the inflation rate in April 2008 and the bankruptcy of Lehman Brothers in June 2008. The second breakpoint selected is 28 October 2008, which represents the lowest point of the index (shown in Figure 2). From August 2008 until 28 October 2008, there were several events including the US bank bailout, the losses in the global financial markets that led many foreign investors who were experiencing liquidity difficulties to withdraw their funds from Indonesia (Central Bank of Indonesia, 2009a), and yields on government bonds declined significantly from the peak period of the global financial crisis in October 2008 (Central Bank of Indonesia, 2009b). The third breakpoint selected was 22 December 2008, which coincides with the apex. During the period from 28 October 2008 until 22 December 2008, several events occurred that led investors to act with caution—namely, the bond market was bullish due to the low inflation environment in Indonesia, which attracted foreign investors to buy government bonds; the Indonesian currency had not yet stabilised (Central Bank of Indonesia, 2009b); and the Indonesian government had made IDR 1 trillion in funds available to Century Bank (Jakarta Globe, 2010).


The post-crisis period extends into late April, 2008, as there was a rescue package worth USD 838 billion dollars that was approved by the US Senate (Central Bank of Indonesia, 2009b) and foreign investors were increasing their bond ownership (Ministry of Finance of the Republic of Indonesia, 2010).

By performing the stationarity test, the null hypothesis of no unit roots for all time series’ variables is rejected at their first difference by using the Augmented Dickey Fuller test, because the ADF values are less than the critical value at a 5% level of significance. For some buying and selling transaction variables, they are stationary at levels while index variables were mostly stationary at first difference. In short, all variables were stationary (no unit roots) at first difference.

The Johansen test allowed us to test all variables’ cointegration with both trace statistics and maximum Eigenvalue statistics. If the values were greater than the critical value at the 5% significance level then the null hypothesis would be rejected. The results indicate that there are one or more cointegrating equations with both variables used in the Granger causality and VECM tests. This indicates that the variables are cointegrated, and we can therefore proceed to estimate them in the VECM.

From the 64 separate Granger causality tests, 29 results reject the null hypotheses (Table 4). The p-values are less than the 5% significance levels. The results are shown by pair-wise analysis between one variable and another for each investor group, each bond tenor and each time period. According to Table 6, there are 46 results that show the value and sign of the correlation between one variable and another. The summary of the VECM results is provided in Table 7.


Table 6

VECM matrix
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Note: () indicates correlation value.


Table 7

Investors’ trading strategies based on VECM result



	Bond Index

	Transaction

	Pre-Crisis

	Crisis

	Recovery From Crisis

	Post Crisis




	Long Tenor
	Buy

	
	Non-Bank and Foreign (D)

	
	Non-Bank and Foreign (S)




	Sell

	
	Non-Bank and Foreign (S)

	



	Medium to Long Tenor
	Buy

	
	Non-Bank and Foreign (D)

	
	



	Sell

	
	Central Bank and Non-Bank (D)




	Medium to Short Tenor
	Buy

	Non-Bank and Foreign (S)

	Non-Bank and Central Bank (D)

	Non-Bank and Central Bank (S)

	Non-Bank and Foreign (S)




	Sell

	
	Bank and Non-Bank (D)

	
	Non-Bank and Bank (D)




	Short Tenor
	Buy

	
	
	Foreign and Bank (D)

	



	Sell

	
	Non-Bank and Central Bank (D)





(S) denotes similar trading strategy based on VECM result

(D) denotes different trading strategy based on VECM result

Pre-Crisis

In the pre-crisis period, there was unidirectional causality from SELL to BUY in short-tenor bonds from bank investors. This indicates that bank’s selling transactions can lead to bank’s buying transactions in the bank group. This describes an active trading environment among banks. Based on Table 5, the Granger causality test for short-tenor bonds occurred only in banks and therefore there was no other investor type that became the banks’ counterpart trader.

The result of the Granger causality test shows bidirectional causality from non-banks’ SELL to non-banks’ BUY and vice versa on long-tenor bonds, which indicates that there was active trading among non-bank investors. Some non-banks sold their bonds and caused a buying reaction from other non-bank investors and vice versa.

The results of the VECM test (Table 6) illustrate the growth of the long-tenor index is followed by banks’ BUY for medium- to long-tenor bonds in the pre-crisis period. This indicates that banks provided positive feedback as traders in the medium- to long-tenor bond market. Furthermore, the non-banks’ buy was positively related to foreign buy with a one-day lag (from the foreign equation), which indicates that the non-bank trading strategy was similar to the foreign investors’ trading strategy.

The pre-crisis period shows that non-bank investors were the market makers in the long-tenor bonds, while bank investors were the market makers in the short-tenor bonds. In addition, non-bank investors exhibited similar trading strategies to foreign investors in the medium- to short-tenor bond market.

Crisis

During the crisis period there were some causality results from foreign, bank and central bank investors. The results of the foreign investor variable showed unidirectional causality from BUY to INDEX in long-tenor bonds. Foreign investors’ buying actions affected the long-tenor bond index, which indicates that foreign investors played an important role in the long-tenor bond market, acting as the market leader. The results for central bank investors indicate that there was unidirectional causality from SELL to BUY for long-tenor bonds. Central bank investors, as a regulator, conducted selling and buying transactions to maintain the price stability of long-tenor bonds during the crisis. For short-tenor bonds, there were two investor groups—bank and central bank—who had the same causality result, which shows unidirectional causality from SELL to BUY.

Based on the VECM results for long-tenor bonds, the reduction of INDEX is followed by the foreign investors’ BUY. If foreign investors purchase more long-tenor bonds, then the index value will decrease which shows that foreign investors are contrarian traders. Non-bank investors’ SELL activities are also correlated negatively to the index, which means that if non-bank investors sell more bonds, the index value will decrease. Non-bank investors’ BUY is negatively related to foreign investors’ BUY transactions. The output confirms the previous VECM result, which found different trading strategies existed between foreign and non-bank investors.

For medium- to long-tenor bonds, the VECM result shows that non-bank SELL activity was negatively correlated to the index. If non-bank investors sell more bonds, the index value will decrease, which indicates that non-bank investors act as positive feedback traders. A secondary finding is that bank investors’ BUY activity was positively related to foreign investors’ BUY, whereas non-bank investors’ BUY was negatively related to foreign investors’ BUY. This means non-bank investors’ trading strategies are different than those of either foreign or bank investors.

The VECM result for medium- to short-tenor bonds shows that the index is positively related to three investor groups—bank, non-bank and central bank. In the bank investor equation, a 1% increase in the bond index is followed by IDR 15.43 trillion from the bank investors’ BUY. In the non-bank equation, a 1% increase in the bond index is followed by IDR 3.15 trillion from the non-bank investors’ BUY. In the central bank equation, a 1% increase in the bond index is followed by IDR 6.99 trillion from the central bank investors’ BUY. These equations demonstrate that bank investors contributed more than did the other two investor types. Both central bank and bank investors have different trading strategies compared with non-bank investors, which can be seen by the fact that central bank investors’ BUY activity is negatively related to non-bank investors’ BUY activity and bank investors’ SELL activity is negatively related to non-bank investors’ SELL activity.

During the crisis period, foreign investors became the market leader and tended to hold long-tenor bonds to maintain an optimal level of risk in their portfolios. Moreover, bank and central bank investors exhibited similar strategies in their short-tenor bond transactions, whereas foreign and non-bank investors exhibited different strategies in their long- and medium- to long-tenor bond transactions.

Recovery

The results from the recovery period show that in the long-tenor bond market, foreign investors became the market leader (unidirectional causality from foreign investors’ BUY to INDEX) and preferred to hold long-tenor bonds. Meanwhile, non-bank investors followed foreign investors’ transactions involving long-tenor bonds (the causality from INDEX to BUY). It is also implied that foreign investors observed a similar trading strategy to non-bank investors, because foreign investors’ SELL was found to be positively related to non-bank investors’ SELL transactions. However, foreign investors and bank investors moved in different directions in short tenor bonds (foreign investors’ BUY was negatively related to bank investors’ BUY).

Non-bank investors became the market leader in medium- to long-tenor bonds from both the buying and selling sides (bidirectional causality from non-bank investors’ BUY to INDEX and SELL to INDEX). In addition, non-bank investors and central bank investors moved in the same direction in purchasing medium- to short-tenor bonds (non-bank investors’ BUY was positively related to central bank investors’ BUY).

Meanwhile, bank investors were the market makers who traded actively for medium- to long-tenor bond markets (bidirectional causality from bank investors’ BUY to SELL and bank investors’ SELL to BUY).


Post-crisis

Based on the results observed for the post-crisis period, both foreign and non-bank investors are market leaders for the long tenor (BUY caused INDEX) and medium- to long-tenor (SELL to INDEX) bond markets. They also have similar buying strategies (foreign investors’ BUY was positively related to non-bank investors’ BUY) for long and medium-to short- tenor bonds.

Central bank investors became the counterpart traders for foreign investors in the long- and medium- to short-tenor markets and for non-bank investors in the long-tenor bond market. Central bank investors’ selling activity affected index while foreign and non-bank investors’ buying activity affected index. Because demand for long-tenor bonds steadily increased, it positively affected the bond price. Central bank investors needed to stabilise the bond price by selling their long-tenor bonds. The VECM result also showed that central bank investors’ observed a different selling strategy than non-bank investors for all tenor bonds except long tenor bonds.

Similar to the recovery period, bank investors became market makers in the medium- to long-tenor (unidirectional causality from bank investors’ SELL to bank investors’ BUY) and medium- to short-tenor (unidirectional causality from bank investors’ BUY to bank investors’ SELL) bond markets. Moreover, bank investors exhibited a different trading strategy on the buying side compared to non-bank investors in the medium- to short-tenor bond market (non-bank investors’ SELL was negatively related to bank investors’ SELL).

CONCLUSION

According to the fall of bond prices during the crisis in 2008 and the factoring of institutional investors as major players in the bond market, the purpose of this study is to examine how strongly institutional investors’ behaviour in bond trading affects the government bond market return and bond trading strategies among the institutional investors. By using Granger causality and VECM tests, we can conclude that the foreign investor becomes the only market leader during the crisis. It shows that the foreign investor is brave enough to influence index movement. Foreign investor buys of long tenor bonds during the crisis provide an explanation that foreign investors tend to hold the drop in the bond index. Another market leader is non-bank investors whose transactions affect the bond index in pre-crisis, recovery from crisis and post-crisis periods. Both foreign and non-bank investors have similar buying strategies in normal crisis, whereas they have different selling strategies in the crisis period.


Meanwhile, bank investors become market makers who tend to trade actively among themselves. Bank investors have different trading strategies than non-bank investors, particularly for selling medium-to short-tenor bonds. In addition, both bank and foreign investors have different strategies in the recovery period for buying activity.

The central bank, who begins to trade actively after the crisis period, becomes a counterpart trader for foreign investors and non-bank investors. Because the Ministry of Finance enters the bond market only by intervention programs in auction, they need the central bank as a regulator, to participate in the bond trading. Therefore, although the central bank plays the role as an “investor” in the bond market, their purpose is different from the other three groups of investors. In several periods, the central bank investor trades actively at specified bond tenors to stabilise the bond price fluctuations. When bond prices decrease due to low demand, the central bank acts to buy those bonds to make sure the price does not go down further. Therefore, a coupon bond is more attractive than the interest rate, which will attract the investors to buy bonds. This action shows that the central bank provides bond liquidity. However, when there is a high demand, bond price is increasing and will cause a higher interest rate. The central bank needs to sell the bond to stabilise bond prices and decrease its interest rate. All of this action shows that the central bank provides bond price stability. The findings in this research can provide some input to government for understanding the market dynamics in bond markets, especially during a crisis. The government can share the knowledge about which foreign investors do not fully withdraw their funds in the market during a crisis with domestic investors. Therefore, domestic investors can be more confident about trading during a crisis and anticipate a more liquid market.
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ABSTRACT

This paper examines share price behaviour surrounding share repurchase announcements in the context of information asymmetry and signalling hypothesis. We use event-type analysis to examine abnormal returns around three related repurchase announcements: announcement of the board’s decision, announcement of shareholder approval and announcement of actual share purchase. The results show that stock prices increase significantly in response to each of the three repurchase announcements, but there is no significant difference in the market reaction to firms that eventually make a repurchase versus firms that do not. We conclude that our results are consistent with the underpricing signalling hypothesis. Our results also show that small firms earn greater abnormal returns than large firms during each of the announcements, lending support to the information asymmetry hypothesis. Our multivariate regressions indicate that firm characteristics such as firm size, return on assets and the market-to-book ratio are found to be significantly related to the announcement-related abnormal returns. Finally, logit and probit results indicate that firms’ repurchase decision depends on firm size, profitability and price changes during announcements.

Keywords: share repurchase, signalling hypothesis, information asymmetry hypothesis, announcement return, Malaysian stock market

INTRODUCTION

Share repurchase has long been a common practice in developed markets and a subject of financial studies. However, there is a noticeable scarcity of research on this topic in the Asia-Pacific markets, perhaps because it is only rather recently that share repurchases began to become important in these markets after the widespread financial liberalisation in the 1990s. For example, Australia allowed repurchases in 1989, Hong Kong in 1991, Korea and New Zealand in 1994, Japan in 1995, and Malaysia in 1997. It is interesting to note that studies of these markets show positive market reactions to repurchase announcements, which is similar to those found for developed markets. Therefore, the existence of regulatory differences and market characteristics between developing and developed markets do not appear to lead to meaning differences in market behaviour with regard to share repurchase signalling.

This study extends the previous studies on share repurchases by studying the Malaysian stock market. Studying the Malaysian market is interesting not only because it is a relatively small and less developed market but also because of its unique repurchases regulations; therefore, such a study may provide additional insights in explaining market behaviour with respect to share repurchase. Specifically, Malaysian regulations require companies to make three announcements related to repurchase – announcement of the board’s decision to repurchase, announcement of shareholder approval and announcement of actual repurchase. The specific objectives of this study are as follows: first, to study the market reaction to each of the three related repurchase announcements; second, to study whether the market is able to differentiate between firms that eventually make a repurchase versus firms that do not; third, to analyse whether market reactions to repurchase announcements are influenced by firms’ specific characteristics; and fourth, to provide an initial assessment of factors that determine the likelihood that a repurchase will occur.

The contributions of this study may be summarised as follows. First, the current study of the Malaysian market represents an out-of-sample study that serves to provide valuable evidence on the market behaviour in a small and developing market. Second, local regulations require firms to make announcements of the board’s decision, shareholders’ approval and the actual repurchase. With these requirements, we are able to study three consecutive repurchase event for each firm. It would be interesting to observe local market reactions to these mandatory announcements. Third, this study provides initial evidence on the factors that may assist in determining whether actual repurchase will occur when a firm make the initial announcement of the board’s decision and subsequently upon shareholders’ approval.

LOCAL REPURCHASE REGULATIONS

In Malaysia, regulations enabling share repurchase came into effect on 1 September 1997. Shareholders’ approval in a general meeting is required before a company can engage in share repurchase activities. The exchange listing rules require companies to make an immediate announcement to the stock exchange upon the board’s decision to engage in share repurchases and upon shareholders’ approval in a general meeting. The approval is valid for a year or until the next shareholders’ annual general meeting. The actual purchase of shares, if it occurs, is not a single-day event; rather, it is spread over a period of time and may even be extended to more than a year. Companies are allowed to repurchase a maximum of 10% of the number of shares outstanding. Companies that purchase less than 10% in a year must obtain an extension of the approval in the following general meeting.

The source of funds rules state that repurchases can be funded only by retained earnings and/or the share premium account; they may also be funded by other sources but only if sufficiently backed by retained earnings and the share premium account. Local regulations also require that repurchases be made in the open market. The listing rules for the disclosure requirement state that firms making repurchases are required to disclose the details of such transactions, such as the repurchase price and volume, to the exchange no later than 6.30 p.m. on the day that the repurchase was made. The rules further stipulate that a listed firm may purchase its own shares only at a price that is not more that 15% above the average market price for that security as calculated over the last five market days immediately prior to the purchase date. The repurchased shares may be cancelled, retained as treasury shares, or partly cancelled and partly retained. The treasury shares may be used subsequently for stock dividend distribution or an employee share option scheme or may be resold to the market.

LITERATURE REVIEW

Existing studies of share repurchases in general find a positive market reaction to repurchase announcements. These studies include Dann (1981), Vermaelen (1981), Comment and Jarrell (1991), Ikenberry, Lakonishok and Vermaelen (1995), Chan, Ikenberry and Lee (2004), and Grullon and Michaely (2004). In theory, the positive price reaction may arise for various reasons, such as gaining a tax advantage when used as a dividend substitution, increasing leverage and signalling the undervaluation of companies’ equity. Other repurchase motives are less frequently mentioned: taking advantage of investing in own shares because of undervaluation, distributing excess cash as an effort to prevent take-over attempts and absorbing the dilution of shares as a result of exercising share options.

Dittmar (2000) studies various motives for share repurchase and concludes that the most relevant motives are taking advantage of share undervaluation and distributing excess cash. Jagannathan, Stephens and Weisbach (2000), and Jagannathan and Stephens (2003) study the nature and usage of repurchase and find that repurchase and dividends are independently used by firms at different times in the business cycle and by different firm characteristics. In terms of repurchase versus dividends, Dittmar (2000) finds that repurchase does not replace dividends, but Grullon and Michaely (2002) find evidence in support of the dividend substitution hypothesis. In subsequent studies, Skinner (2008), and Von Eije and Megginson (2008) examine the U.S. and European markets, respectively, and both find an observable trend among companies utilising share repurchase in replacing dividends as a form of cash distribution to shareholders.

Despite the various motives, signalling has emerged as one of the most prevalent explanations and has likely been the most widely studied explanation. The repurchase signalling hypothesis is motivated by information asymmetry between a firm’s management and investors at large, where management is assumed to have superior information regarding the firm’s value compared with outside investors. Based on this premise, a firm’s decision to buy back shares may be taken as a signal that its management believes that shares are undervalued. Announcement of repurchase would therefore be expected to result in a positive reaction from the market. In fact, many empirical studies find evidence in support of the signalling hypothesis: Vermaelen (1981); Ikenberry et al. (1995); Grullon and Michaely (2004); Chan et al. (2004); and Firth, Leung and Rui (2010). These studies find that share repurchase announcements result in an increase in stock prices. Dann, Masulis and Mayers (1991), and Ikenberry, Lakonishok and Vermaelan (2000) suggest that undervaluation is observed in poor price performance prior to repurchase. Comment and Jerrell (1991), Stephens and Weisbach (1998), Kahle (2002), Hatakeda and Isagawa (2004), and Chan et al. (2004) use multivariate analysis and find a negative relationship between the announcement of abnormal returns and pre-announcement abnormal returns.

It may be argued that small firms would confront more serious information asymmetry than large firms would. Smaller firms disclose less information to capital markets and are less researched by institutional investors, rating agencies and equity analysts. It therefore follows that the effect of share repurchase announcements should convey more undervaluation information to investors in the case of smaller firms. This hypothesis is supported by Firth et al. (2010), who find a negative relationship between firm size and repurchase announcement returns. In addition, Vermaelen (1981), and Hatakeda and Isagawa (2004) conclude that smaller firms are more likely to be mispriced than larger firms; hence, the market reaction to repurchase announcements should be greater for small firms than for large firms.

Firms with a low market-to-book-value (MTBV) ratio are generally considered undervalued and more likely to pursue share repurchase. The market assumes that a repurchase made by low-MTBV firms signifies undervaluation. This assumption is supported by Dittmar (2000) and Firth et al. (2010), who find a negative coefficient for MTBV when regressed against repurchase announcement returns. Share repurchase decisions also depend on the return on assets (ROA). Firm with high profitability are expected to have more investment opportunities. A high-ROA firm is more likely to use its cash for real investment, whereas a low-ROA firm may be more likely to invest in its own shares (i.e., share repurchase). This hypothesis also finds support in the works of Hatakeda and Isagawa (2004), Grullon and Michaely (2004), and Koerniadi, Liu and Tourani-Rad (2007).

Previous studies on share repurchases may be classified into two types: research that studies the announcement of a repurchase programme and research that studies the announcement of actual repurchases made by firms. Researchers who study the announcement effect of a repurchase programme in the US market include Dann (1981), Ikenberry et al. (1995), and Chan et al. (2004). In general, these studies find announcement of abnormal returns to be positively significant, ranging between 3.0% and 3.5%. In Australia, Otchere and Ross (2002) find an abnormal return of 4.3%; Lee, Jung and Thornthon (2005) find 2.7% for Korea; Zhang (2002), and Hatakeda and Isagawa (2004) find 4.6% and 2.1%, respectively, for Japan; Huang and Zhou (2007) find 3.4% for China; and Koerniadi et al. (2007) find 3.3% for New Zealand. Therefore, the collective international evidence clearly demonstrates the existence of a positive market reaction to repurchase announcements.

Researchers who study actual repurchases include Vermaelen (1981) in the US market, Zhang (2005), and Firth and Yeung (2005) for the Hong Kong market, McNally, Smith and Barnes (2006) for the Canadian market, Huang and Zhou (2007) for the China market, and Ginglinger and Hamon (2007) for the French market. In general, these studies find the abnormal returns surrounding repurchase days to be between 2.5% and 3.5%, except for the Hong Kong market, for which the abnormal return is much lower, at less than 1.0%. Collective evidence from previous studies appears to indicate that markets react to both the announcement of a repurchase programme and the announcement of actual repurchase of shares.

Subsequent studies on repurchases tend to be more focused on specific issues and implications of repurchase. For example, Hong, Wang and Yu (2008), and De Cesari, Espenlaub and Khurshed (2011) examine the issue of whether repurchases are used to stabilise firm stock prices. Hong et al. (2008) state that share buyback has little evidence in support of the price stabilisation hypothesis, whereas De Cesari et al. (2011) argue otherwise, finding that firms often buy their own shares after price drops and that these transactions produce short-term price stabilisation. A buyback of firm shares can successfully reduce short-term price instability, thereby smoothing price discovery. Price stabilisation helps firms ensure that their market price fully reflects the information available to investors on the market.

For the Malaysian market, we find only two locally published studies on share repurchase: Lim and Bacha (2002), and Isa, Ghani and Lee (2011). Lim and Bacha study market reactions to repurchase announcements in the early years of share repurchase implementation from 1997 to 2001. Lim and Bacha find positive abnormal returns for the announcements of shareholders’ approval and for actual repurchase announcement. Isa et al. (2011) examine share price reactions surrounding the announcement of actual share repurchases over the period from 2001 to 2005 and find significant abnormal market reactions to the announcement. Our study extends the previous local studies in two major respects. First, our study covers a much longer period, from 1997 to 2007, thus significantly extending the data of the previous studies. Second, the current study extends the analysis beyond the scope of the previous studies.

DATA AND METHODOLOGY

Data

Our sample consists of all repurchase announcements and actual purchases made between 1 September 1997 and 31 December 2007. Repurchase announcement dates and daily share repurchases are obtained from the Malaysian stock exchange website (www.bursamalaysia.com). Other information, such as daily stock prices, the market index, firm market value, PER, ROA and the MTBV ratio are obtained from the Bloomberg database.

Table 1 provides a yearly distribution of the sample, categorised by whether a repurchase was made after the announcement, beginning from 1997, the year in which share repurchase was allowed, until 2007. The table shows that firms are cautious in the beginning, likely needing time to assess the situation and the implications of share repurchase. The first two years also coincided with the 1997–1998 Asian financial crisis, which severely affected Malaysia; therefore, firms may be extremely cautious in spending cash to repurchase their shares in the declining market. However, beginning in 1999, more firms participated in repurchase programmes, with the peak occurring in 2005 and 2006. For the observed study period, we collected a total of 289 usable repurchase announcement data on the first 2 announcements. Of this total, approximately half or 143 companies (49.5%) made the actual repurchase, whereas 146 (50.5%) did not follow up with a repurchase within the approval period. The large number of no-purchase firms is quite surprising, given that obtaining shareholders’ approval is a costly endeavour.


Table 1

Distribution of companies making repurchase announcements by year over the period from 1 September 1997 to 31 December 2007



	Year

	Announced and purchase (N)

	Announced and no purchase (N)

	N-total




	1997

	2

	0

	2




	1998

	1

	3

	4




	1999

	11

	11

	22




	2000

	8

	4

	12




	2001

	7

	25

	32




	2002

	10

	9

	19




	2003

	9

	13

	22




	2004

	19

	11

	30




	2005

	36

	29

	65




	2006

	22

	30

	52




	2007

	18

	11

	29




	Total

	143

	146

	289





Methodology

Univariate analysis

Our analysis is conducted in three stages. The first stage is a univariate analysis in which we use the standard event study methodology to analyse market reactions to the three announcements. The first announcement is the company’s decision to repurchase shares, the second announcement is the shareholders’ approval of the repurchase programme in a general meeting, and the third is the announcement of the actual repurchase of shares. The second stage is a multivariate analysis in which we run multiple regressions to check the robustness of our univariate results. The third stage is experimental in nature, aiming to analyse the factors that may influence firms’ buyback decisions.

The standard event study methodology is used to examine the stock return behaviour surrounding the share repurchase announcement, day 0. We estimate that a period of 20 trading days before and after day 0 is a suitable period in which to capture price movements resulting from the announcement, making the event window 41 days. This choice of event window is similar to that in Hatakeda and Isagawa (2004), Zhang (2005) and Koerniadi et al. (2007). The predicted stock return for a firm for a day in the event period is the return given by the market model on that day using these estimates. That is:


[image: art]

where,

ARi = the abnormal return on firm i at time t in the event period

Rit = the actual share return on firm i at time t in the event period

Rmt = the return on the market index (Rm) at time t in the event period (i.e., the FTSE Bursa Malaysia Kuala Lumpur Composite Index is used as a proxy for market return)

[image: art] and [image: art] = the market model parameters estimated over a 100-day period prior to the event window, from day −120 to day −21.

We adopt the method of Boehmer, Musumeci and Poulsen (1991) to derive the standardised abnormal returns that account for event-induced variance. Abnormal return ARi, in the event window is standardised by the time series standard deviation of ARi in the estimation period of day −120 to −21. The standardised abnormal returns (SAR) are defined as follows:
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where

SARi,t = standardised abnormal return for firm i for day t, t = −20 to +20,

si = the standard deviation of stock i, where
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ARi,t = abnormal return for firm i on day t, t = −20 to +20, where
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The Boehmer et al. (1991) t-test is constructed by dividing the average SARit (denoted by ASAR) by its cross-sectional standard deviation:
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where
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where st = cross-sectional standard deviation at time t.

The cumulative average standardised abnormal return (CASAR or simply CAR) from t1 to t2 is estimated as follows:
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The t-test statistic for the CAR for standardised residual cross-sectional is calculated as follows:
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Multivariate analysis

To complement the univariate analysis, we examine the relationship between the repurchase abnormal returns and firm characteristics in the form of a multiple regression. We run three regressions using the two-day announcement returns as the dependent variable. The regression equations are as follows:

Regression 1: Announcement of the board’s decision

CAR(0,1) = α1 + β1(PRE) + β2(SIZE) + β3(PER) + β4(MTBV) + β5(ROA) + β6(ACTPUR) + ε

Regression 2: Announcement of shareholders’ approval

CAR(0,1) = α1 + β1(PRE) + β2(SIZE) + β3(PER) + β4(MTBV) + β5(ROA) + β6(ACTPUR) + β7(FAAR) + ε


Regression 3: Announcement of actual repurchase

CAR(0,1) = α1 + β1(PRE) + β2(SIZE) + β3(PER) + β4(MTBV) + β5(ROA) +β6(ACTPUR) + β7(FAAR) + β8(SAAR) + ε

where

CAR (0,1) = the combined announcement return over days 0 and 1;

PRE = the pre-event abnormal return, measured by CAR (−20, −1), used as a proxy for stock undervaluation. This coefficient is predicted to be negative;

SIZE = measured by the log of the prior month’s market value. This variable is used as a proxy for information asymmetry. The coefficient is predicted to be negative;

PER = the price-earnings ratio is measured at the month end prior to the announcement. PER may be regarded as a relative measure of share valuation. A stock with high PER may be considered relatively overvalued, whereas a low-PER stock is considered undervalued. The coefficient is predicted to be negative;

MTBV = the ratio of market to book value is measured using the month-end prices prior to the announcement. This variable is used as a proxy for the general perception of market valuation. A high ratio indicates an overvaluation, and a low ratio indicates undervaluation. The coefficient is predicted to be negative;

ROA = the return on assets, measured by net income divided by total assets at the end of the month prior to the announcement. ROA is used as a proxy for the availability of alternative investment opportunities. A high-ROA firm is more likely to use cash for real investments, whereas a low-ROA firm is more likely to repurchase shares. This coefficient is predicted to be negative;

ACTPUR = a dummy variable to denote that the firm actually purchases its shares after the initial announcements. The variable takes the value of 1 if a repurchase is made and 0 otherwise. If the market is able to correctly anticipate an actual repurchase, then this coefficient should be positive. Conversely, a substantial price increase during the initial announcements may lead to a no-purchase decision by firms. In this case, the dummy variable may show a negative coefficient. The variable may also be insignificant, which means that the market is unable to anticipate whether actual repurchase will occur; and

FAAR, SAAR = the first and second announcement returns, respectively, CAR (0,1).


Repurchase prediction

Following Hatakeda and Isagawa (2004), and Firth and Yeung (2005), we attempt to conduct an initial analysis of the factors that may influence the likelihood of a firm to make an actual buyback. The following question will be answered: what is the likelihood that an actual purchase will occur, given the information available during the initial announcements? For this analysis, we run the following logit and probit regressions, with a binary dependent variable of firms’ decision to repurchase or not repurchase.

At the time of the first announcement (i.e., the board’s decision):ACTPURi = a + b1 ROAi + b2 SIZEi + b3FAARi + b4FPREi + ε

At the time of the second announcement (i.e., shareholder’s approval):ACTPURi = a + b1 ROAi + b2 SIZEi + b3SAARi + b4SPREi + ε

In the above regression, ACTPUR is a zero-one dependent variable that takes the value of 1 for firms making a repurchase and 0 otherwise. ROA, SIZE, FAAR and SAAR are as explained above. FPRE and SPRE are the pre-announcement abnormal returns measured by CAR (−20, −1) for the first and second announcements, respectively.

In these regressions, ROA may be positive or negative. As argued by Grullon and Michaely (2004), Hatakeda and Isagawa (2004), and Koerniadi et al. (2007), low-ROA firms are more likely to repurchase than high-ROA firms are. However, local regulations require that repurchases be made from retained earnings or share premium accounts, which points to a positive coefficient for ROA. As for firm SIZE, because of information asymmetry, we expect that small firms would have a greater likelihood of executing a repurchase, thus yielding a negative coefficient. FAAR and SAAR are the first and second announcement abnormal returns, respectively, CAR (0,1). We argue that a large increase in share prices during the announcement may have the effect of mitigating underpricing, and the firm may no longer need to repurchase shares. The coefficients are expected to be negative. FPRE and SPRE are CAR (−20, −1) and are included to denote share price movements prior to announcements. Similar to announcement returns, the pre-announcement returns are expected to have a negative influence on the likelihood of repurchase.


RESULTS

Price Reaction to the Announcement

First announcement

Table 2(a) presents the abnormal returns surrounding the first announcement of the repurchase programme for the entire sample. This announcement indicates the board’s decision to engage in a share repurchase programme. Panel A of the table shows that the effect of the announcement, as shown by the abnormal return, is 0.42% (significant at the 1% level) on day 0 and 0.25% (significant at the 5% level) on day 1. This result gives us a 2-day abnormal return of 0.66%, which is significant at the 1% level (see Panel B). The results clearly indicate a positive market reaction to repurchase announcements. Although there is a gradual buildup in share prices prior to the announcement, the pre-announcement CAR is insignificant, as shown in Panel B of the table. However, in the post-announcement period, there is a significant uptrend of prices that amounts to 1.65% (significant at the 5% level). The overall gain in companies making a repurchase announcement is 3.33% over the 41-day event window, which is significant at the 1% level.

Our positive announcement day results are consistent with most of the earlier studies, such as Ikenberry et al. (2000), Grullon and Michaely (2004), and Chan et al. (2004). However, the upward trend in share prices in the post-announcement period appears to be inconsistent with the notion of an efficient market. Our explanation is that the market is incorporating not only the announcement effect but also subsequent actions taken by the company in obtaining the approvals for the repurchase programme. Therefore, the continuous upward movement of prices may result from the new information on the subsequent development of the repurchase programme.

It is widely known that repurchase approvals do not guarantee that firms will actually make the repurchase. Our data show that roughly half of the approvals are not followed by actual purchase within the approval period. Because firms are given one year to make the repurchase after obtaining the necessary approvals, it would be interesting to observe whether the market is able to identify which firms will eventually make a repurchase. For this purpose, we divide our sample into two categories: firms that announced and followed by making a repurchase and those that announced but did not make a repurchase.


Table 2(a)

Abnormal returns (AR) and cumulative abnormal returns (CAR) around the announcement date of the board’s decision to repurchase shares: The entire sample (N=289)



	Panel A: Daily AR and CAR



	Day

	AR (%)

	t-test

	CAR (%)




	−20

	0.1328

	0.7529

	0.1328




	−15

	−0.0931

	−0.8031

	0.5030




	−10

	0.0689

	0.4300

	0.9283




	−9

	0.1803*

	1.8458

	1.1086




	−8

	−0.1145

	−0.6540

	0.9941




	−7

	0.1333

	1.0902

	1.1274




	−6

	0.1265

	0.7506

	1.2540




	−5

	0.0947

	0.8535

	1.3486




	−4

	−0.0283

	−0.1904

	1.3203




	−3

	−0.1004*

	−1.7135

	1.2199




	−2

	−0.0615

	−0.4297

	1.1584




	−1

	−0.1427**

	−1.9766

	1.0157




	0

	0.4168***

	2.9774

	1.4326




	1

	0.2453**

	2.0837

	1.6778




	2

	0.0794

	0.5002

	1.7572




	3

	−0.0842

	−0.6205

	1.6730




	4

	0.1667

	1.1247

	1.8398




	5

	0.1621**

	2.0329

	2.0019




	6

	0.1610

	0.9904

	2.1629




	7

	0.1632

	1.2502

	2.3261




	8

	0.2493*

	1.7804

	2.5754




	9

	−0.0698

	−0.6369

	2.5056




	Panel A: Daily AR and CAR



	Day
	AR (%)

	t-test

	CAR (%)




	10
	0.1328

	0.8362

	2.6384




	15
	0.1027

	0.8162

	3.0702




	20
	0.0546

	0.3556

	3.3309








	Panel B: CAR over different intervals



	Interval
	CAR (%)

	t-test




	Day −20 to −1
	1.0157

	1.4595




	Day 0 to 1
	0.6621***

	2.9003




	Day 2 to 20
	1.6531**

	2.3960




	Day −20 to 20
	3.3309***

	2.8880





Note: ***, ** and * denote significance at the levels of 1%, 5% and 10%, respectively.

Table 2(b) shows that the effect of the announcement of the board’s decision is positive and significant for both groups, with the 2-day abnormal returns for the no-purchase group 0.70% higher than the 0.40% found for the repurchase group. However, the difference between them is not significant, as indicated by the p-value. In the pre-announcement days (days −20 to −1), both the CAR for the two groups and the difference between them are insignificant. Interestingly, only the no-purchase group shows significant post-event price appreciation. The overall gains over the event window are significant for both groups. Although the abnormal returns for no-purchase firms tend to be greater than those for purchase firms, the differences are insignificant.


Table 2(b)

Cumulative abnormal returns (CAR) for various sub-windows around the announcement date of a board’s decision to repurchase: Those followed versus not followed by actual repurchase



	Interval
	Announcement and repurchase (N=143)

	Announcement and no repurchase (N=146)

	p-value




	CAR (%)

	t-test

	CAR (%)

	t-test




	Day −20 to −1
	1.0374

	1.1366

	0.8177

	0.8049

	0.6546




	Day 0 to 1
	0.4020*

	1.7477

	0.6988**

	2.2649

	0.3580




	Day 2 to 20
	1.5154

	1.5930

	2.0440**

	2.1622

	0.4141




	Day −20 to 20
	2.9548*

	1.9200

	3.5605**

	2.3435

	0.5858





Note: ** and * denote significance at the levels of 5% and 10%, respectively.

The signalling hypothesis is based on the argument that information asymmetry exists between a firm’s management and investors. Generally, it can be assumed that small firms have greater information asymmetry than large firms because small firms are subject to less media coverage, less scrutiny by analysts and less investment by institutional investors, among other reasons. Vermaelen (1981) suggests that “small firms are expected to signal more information when they repurchase their shares”. A number of studies find a negative relationship between firm size and the abnormal return on the repurchase announcement programme (for example, Stephens & Weisbach, 1998; Grullon & Michaely, 2004; and Chan et al., 2004). Firm size may be regarded as a proxy for information asymmetry, and small firms may be expected to show greater price reactions to repurchase announcements than large firms do.

To analyse the effect of firm size on the announcement, we divide the sample into two groups – small and large firms – based on their month-end market values prior to the board announcement. To provide further insight, we examine the size effect separately for the sample that made the announcement and repurchase versus those that announced but did not repurchase. Table 2(c) shows that the 2-day market reaction to the board’s decision announcement is positive and significant for both the small and large firms and for both the purchase and no-purchase subsamples. It is interesting to note that in terms of magnitude, small firms’ CAR are greater than those for large firms for all windows, which is consistent with the information asymmetry hypothesis. This finding applies to both the purchase and no-purchase groups.


Table 2(c)

Cumulative abnormal returns (CAR) for various subwindows around the announcement date of the board’s decision to repurchase: Small versus large firms



	Panel A: Announcement followed by repurchase



	
	Small firm size (N=72)

	Large firm size (N=71)

	



	Interval
	CAR (%)

	t-test

	CAR (%)

	t-test

	p-value




	Day −20 to −1
	1.1687

	0.9487

	0.5272

	0.5272

	0.4964




	Day 0 to 1
	0.4576**

	2.0800

	0.3315**

	2.0716

	0.3272




	Day 2 to 20
	2.2921*

	1.8519

	1.2143

	0.8249

	0.0441**




	Day −20 to 20
	3.9183*

	1.9209

	2.0729

	1.1516

	0.0661*




	Panel B: Announcement but not followed by repurchase



	
	Small firm size (N=73)

	Large firm size (N=73)

	



	Interval
	CAR (%)

	t-test

	CAR (%)

	t-test

	p-value




	Day −20 to −1
	1.4808

	1.0888

	0.4502

	0.4722

	0.5360




	Day 0 to 1
	0.9402**

	2.0064

	0.4904*

	1.9231

	0.4424




	Day 2 to 20
	1.8098

	1.4953

	0.7087

	0.6620

	0.0849*




	Day −20 to 20
	4.2309**

	2.0341

	1.6493

	1.0611

	0.0687*





Note: ** and * denote significance at the levels of 5% and 10%, respectively.


Second announcement

As noted previously, after making the first announcement, regulations require companies to obtain shareholders’ approval in a general assembly, and this approval must be immediately announced to the market. Our sample shows that all repurchase proposals from the first announcement successfully obtained the approval of shareholders. Although it may appear to be a mere formality, shareholder approval is required before a company is allowed to actually make a share purchase. The announcement of shareholder approval marks the date that a company has acquired the right to buy back, which may be exercised at an appropriate time.

Table 3(a) presents our results pertaining to share price behaviour surrounding the announcement of shareholder approval. The table shows that there are significant market reactions to the announcement on day 0 and day 1 of 0.50% (significant at 1% level) and 0.28% (significant at 10% level). Panel B of the table shows that the combined 2-day abnormal return is 0.78% (significant at the 1% level). Similar to the first announcement, there is an insignificant price increase prior to day 0 and a significant price increase in the post-announcement period. The total increase for the second event window is 2.97% (significant at the 5% level). Our findings of positive announcement returns and positive post-announcement returns are similar to the results obtained by Lim and Bacha (2002) and Zhang (2002).

Since there is hardly any surprise for the shareholder approval, the positive market reaction to the approval announcement is somewhat counterintuitive. However, we may justify the positive effect of the second announcement as the value of the right that the company has acquired from its shareholders. Armed with this right, the company may exercise the right, that is, buy back its shares if and when it deems buyback appropriate.

Similar to the first announcement, we divide the sample into those firms making and not making repurchases and analyse the market reaction surrounding the approval announcements. The results are shown in Table 3(b). We find that the behaviour of the abnormal returns for the second announcement is remarkably similar to that for the first announcement. The 2-day announcement returns are positive and significant for both groups. The pre-event abnormal returns are insignificant, and only the no-purchase group shows a significant post-event abnormal return. The overall event window returns are significant for both groups. Similar to the first announcement, we find that abnormal returns for the no-purchase group appear to be greater than those for the purchase group, but again, none of the differences are significant.


Our results in this section are remarkably similar to those of Lim and Bacha (2002), and Hatakeda and Isagawa (2003), who conduct similar analysis of the period surrounding the announcement of repurchase approval. Both of these studies divide their sample into repurchase and non-repurchase subsamples, and both studies find qualitatively similar results; the two subsamples show a positive price reaction to the announcement, and the difference between the announcement returns is insignificant.


Table 3(a)

Abnormal returns (AR) and cumulative abnormal returns (CAR) around the announcement date of shareholders’ approval of repurchase: The entire sample (N=289)



	Panel A: Daily AR and CAR



	Day
	AR (%)

	t–test

	CAR (%)




	−20
	0.1530

	0.1872

	0.1530




	−15
	0.2022

	1.5568

	0.7151




	−10
	0.0989

	0.6619

	0.9414




	−9
	−0.1028

	−0.7467

	0.8385




	−8
	0.0553

	0.3819

	0.8939




	−7
	−0.0246

	−0.1839

	0.8693




	−6
	−0.1261

	−0.7818

	0.7432




	−5
	−0.0941

	−0.6385

	0.6491




	−4
	0.1117

	0.8114

	0.7608




	−3
	−0.1412

	−0.9797

	0.6196




	−2
	0.0993

	0.7108

	0.7189




	−1
	−0.0123

	−0.1057

	0.7066




	0
	0.5016***

	3.1482

	1.2082




	1
	0.2828*

	1.7678

	1.4911




	2
	−0.1747

	−0.9467

	1.3164




	3
	0.0449

	0.2765

	1.3613




	4
	0.1161

	0.7234

	1.4774




	5
	−0.0023

	−0.0142

	1.4751




	6
	0.1785*

	1.7853

	1.6536




	7
	0.1173

	0.6379

	1.7709




	8
	0.1311

	0.9507

	1.9020




	9
	0.1180

	0.8374

	2.0200




	10
	0.0450

	0.2847

	2.0650




	15
	0.2214

	1.1020

	2.7565




	20
	0.1109

	0.6560

	2.9732




	Panel B: CAR over different intervals



	Interval
	
	CAR (%)

	t–test




	Day −20 to −1
	

	0.7066

	0.7080




	Day 0 to 1
	

	0.7845***

	3.2392




	Day 2 to 20
	

	1.4821**

	2.0114




	Day −20 to 20
	

	2.9732**

	2.2198





Note: ***, ** and * denote significance at the levels of 1%, 5% and 10%, respectively.


Table 3(b)

Cumulative abnormal returns (CAR) for various subwindows around the announcement date of the shareholders’ approval of repurchase: Those followed versus not followed by actual repurchase



	Interval
	Announcement and repurchase (N=143)

	Announcement and no repurchase (N=146)

	p-value




	CAR (%)

	t-test

	CAR (%)

	t-test




	Day −20 to −1
	0.6868

	0.4549

	0.7284

	0.5690

	0.7131




	Day 0 to 1
	0.5365*

	1.7306

	0.6924**

	2.2214

	0.3830




	Day 2 to 20
	1.2917

	1.1015

	1.7366**

	1.9758

	0.5704




	Day −20 to 20
	2.5150*

	1.6766

	3.1573**

	1.9669

	0.5564





Note: ** and * denote significance at the levels of 5% and 10%, respectively.

Our results of the lack of difference in abnormal returns between firms that announced and repurchased and those that announced and did not repurchase may be justified as follows. Approval for repurchase gives management a call option on the company’s shares. To repurchase or not repurchase depends largely on price movements after approval – a substantial decline in share prices may prompt management to exercise the option, whereas a price increase may merely pull shares out of the exercised price range. Consistent with this explanation, we observe in Tables 3(b) and 2(b) that the no-purchase groups generally tend to generate higher abnormal returns than the purchase group over the event period.

As for the signalling hypothesis, supporting evidence includes the existence of a general price decline over a period of time, followed by the announcements of the board’s decision and shareholders’ approval. Although there is no evidence of a price decline over the 20-day period prior to the announcement, companies’ decision may have been based on long-term price trends that may have occurred long before the announcements were made. When share prices are on an extended downward trend, management may be worried that their shares would continue to be seriously undervalued by the market. Obtaining shareholders’ approval to repurchase shares therefore reflects desire of firms to have a tool that enables them to take quick action when share prices worsen. Our evidence of significantly positive market reactions to both the repurchase announcements constitutes supporting evidence of the signalling hypothesis.

Table 3(c) shows the results of our size analysis for the shareholders’ approval announcement. The results are strikingly similar to those of the first announcement; in particular, the abnormal returns for small firms are generally larger than those for large firms for all windows, which is consistent with the information asymmetry hypothesis. Our results for the size analysis are consistent with those of Ikenberry et al. (1995), Zhang (2002), and Firth and Yeung (2005).


Table 3(c)

Cumulative abnormal returns (CAR) for various subwindows around the announcement date of the shareholders’ approval of repurchase: small versus large firms



	Panel A: Announcement followed by repurchase



	Interval
	Small firm size (N=72)

	Large firm size (N=71)

	p-value




	CAR (%)

	t-test

	CAR (%)

	t-test




	Day −20 to −1
	0.9796

	1.0885

	0.2925

	0.3250

	0.3259




	Day 0 to 1
	0.5465**

	2.7324

	0.3291*

	1.7742

	0.3834




	Day 2 to 20
	1.4618

	1.6243

	0.9031

	1.0035

	0.0591*




	Day −20 to 20
	2.9879*

	1.6600

	1.5248

	1.6051

	0.0730*




	Panel B: Announcement but not followed by repurchase



	Interval
	Small firm size (N=73)

	Large firm size (N=73)

	p-value




	CAR (%)

	t-test

	CAR (%)

	t-test




	Day −20 to −1
	1.0016

	0.5146

	0.4281

	0.5148

	0.2744




	Day 0 to 1
	0.7240**

	2.0687

	0.5015**

	1.9975

	0.2899




	Day 2 to 20
	1.7006*

	1.6591

	0.7209

	0.5726

	0.0839*




	Day −20 to 20
	3.4262*

	1.7046

	1.6505

	0.9773

	0.0418**





Note: ** and * denote significance at the levels of 5% and 10%, respectively.

Third announcement

Repurchase rules stipulate that approvals are valid for one year, after which new approvals must be obtained. As discussed previously, given the one-year validity period, there exists a great deal of uncertainty at the time of the announcement as to whether an actual purchase of shares will occur. The previous section showed that there are significant market reactions on the announcements of the board’s decision and shareholders’ approval. However, because of the associated uncertainty, we expect there to be another reaction from the market upon the announcement of the actual purchase of shares. Actual repurchase may be regarded as a confirmation that shares are indeed undervalued, thereby giving an unambiguous signal to the market. Firms making repurchases normally do so in a series of transactions over a period of time. However, the first purchase is the act that resolves this uncertainty. In this section, we analyse market reactions to the first purchase made by firms after obtaining shareholders’ approval. The results are presented in Table 4(a).

Table 4(a) shows that the two announcement days of day 0 and day 1 are positive and highly significant. The combined 2-day abnormal returns amount to 1.80% (significant at the 1% level). Another feature of our results is that share prices appear to be rather unstable in the pre-purchase period, with more incidents of negative daily abnormal returns than positive returns, indicating a general decline in share prices. This finding augurs well with the signalling hypothesis. However, there is another explanation for the consecutive negative returns in the days immediately before repurchase. Although repurchases are made in the open market through regular stock brokers, purchase prices are regulated. A firm may not make a buyback at a price greater than 15% of the previous 5-day moving average. Thus, if the market price of a share is on an uptrend for 5 consecutive days, such that the last price is greater than the moving average by more than 15%, then a buyback cannot occur. The implication of this rule is that in general, a purchase can be made only during stable or declining market prices. The empirical implication of this price rule is that it would be unlikely to observe a positive daily average abnormal return in each of the five days prior to the repurchase day.

In the post-event period, prices continue to rise to record a positive abnormal return of 3.44% (significant at the 1% level). Because we examine only the market reaction to the first purchase, we reason that market adjustment may continue as a result of subsequent repurchases made by a firm. Considering the general pre-purchase price decline and the positive market reaction to the actual purchase, our evidence is clearly consistent with the signalling hypothesis. Our findings regarding the price reaction to actual repurchases are consistent with most previous studies, such as Vermaelen (1981), Zhang (2005), Lim and Bacha (2002) and Isa et al. (2011).


Table 4(a)

Abnormal returns (AR) and cumulative abnormal returns (CAR) around the first actual repurchase date: The entire sample (N=143)



	Panel A: Daily AR and CAR



	Day

	AR (%)

	t−test

	CAR (%)




	−20

	−0.1291*

	−1.8446

	−0.1291




	−15

	−0.1049

	−0.5455

	−0.4472




	−10

	−0.1934**

	−2.1494

	−0.6236




	−9

	−0.1651*

	−1.8341

	−0.7887




	−8

	0.1465

	0.7788

	−0.6422




	−7

	0.1737

	0.8882

	−0.4685




	−6

	−0.1115

	−0.4827

	−0.5801




	−5

	0.1245

	0.5894

	−0.4556




	−4

	−0.1442

	−0.7163

	−0.5998




	−3

	−0.1466

	−0.6128

	−0.7464




	−2

	−0.0693

	−0.3129

	−0.8157




	−1

	−0.2827**

	−2.3559

	−1.0984




	0

	0.9173***

	3.6728

	−0.1811




	1

	0.8809***

	3.7474

	0.6998




	2

	0.3652*

	1.7384

	1.0650




	3

	0.3164*

	1.7197

	1.3815




	4

	0.1945

	0.9559

	1.5760




	5

	−0.0975

	−0.5527

	1.4785




	6

	0.1326

	0.6838

	1.6111




	7

	0.3010*

	1.7707

	1.9121




	8

	0.2263

	1.1539

	2.1384




	9

	0.2149

	1.0627

	2.3532




	10

	0.2625**

	2.0067

	2.6157




	15

	0.1992

	1.0093

	3.2694




	20

	0.2607*

	1.8622

	4.1419




	Panel B: CAR over different intervals



	Interval
	
	CAR (%)

	t−test




	Day −20 to −1
	
	−1.0984

	−1.1202




	Day 0 to 1
	
	1.7982***

	4.5906




	Day 2 to 20
	
	3.4421***

	3.7319




	Day −20 to 20
	
	4.1419***

	2.8629





Note: ***, ** and * denote significance at the levels of 1%, 5% and 10%, respectively.


To provide more insight into our results, we divide the actual purchase sample into two groups based on their market values. The results are shown in Table 4(b). The results show that the purchase day return, CAR (0,1), for small firms at 2.45% is significantly greater than that for large firms, at 0.98%. The post-purchase day returns and the entire event window returns for small firms are also greater than those for large firms. It is also interesting to note that small firms show a greater price decline in the pre-purchase period and a greater price increase during the announcement and in post-announcement periods, and these findings are consistent with the information asymmetry and signalling hypothesis.


Table 4(b)

Cumulative abnormal returns (CAR) for subwindows around the actual first repurchase date: Small versus large firms



	Interval
	Small firm size (N=72)

	Large firm size (N=71)

	p-value




	CAR (%)

	t-test

	CAR (%)

	t-test




	Day −20 to −1
	−1.1084

	−0.8638

	−0.5843

	−0.4743

	0.6465




	Day 0 to 1
	2.4537***

	2.9547

	0.9807**

	2.2282

	0.0639*




	Day 2 to 20
	3.1889**

	2.5713

	2.3173**

	1.9875

	0.3235




	Day −20 to 20
	4.5343**

	2.0278

	2.7137

	1.4410

	0.3498





Note: ***, ** and * denote significance at the levels of 1%, 5% and 10%, respectively.

Comparing the price reaction of the first two announcements with that of the actual purchase, we find that the market reaction to the actual purchase is greater than the reaction to any of the repurchase announcements. For example, the 2-day abnormal returns, CAR (0,1), for the first and second announcements for firms that announced and made repurchases [Tables 2(b) and 3(b)] are 0.40% and 0.54%, respectively, whereas that for the actual purchases [Table 4(a)] is 1.80%. Similarly the abnormal returns for the entire window, CAR (−20,20), are 2.95% and 2.52% for the first and second announcements, respectively, whereas the return is 4.14% for the actual purchase announcement. Similar behaviour is also observed in the size subsamples; both the small and large firms show that the actual repurchase announcement generates greater market reactions than each of the prior repurchase announcements. This observation indicates that the signalling effect is stronger for the actual repurchase of shares than the initial repurchase announcements.


Multivariate Analysis

The results of the regression are presented in Table 5. For the first regression (on the announcement of the board’s decision), except for the pre-event abnormal return (PRE), all other variables are significant with the expected signs. The results indicate that the event-period return is significantly related to SIZE, PER, ROA and MTBV. However, the 20-day pre-announcement returns appear to be unrelated to the announcement returns. The ACTPUR coefficient is found to be negative. This result is consistent with the univariate analysis that indicates lower abnormal returns for the purchase group compared with the no-purchase group. This finding is also consistent with the explanation that a large price increase may have taken the shares out of the under-pricing zone.

The second regression is on the announcement of shareholders’ approval. The results are more or less similar to those in the first regression. Significant negative relationships are observed between the announcement return and the SIZE, ROA and ACTPUR variables. However, the coefficients for PRE, PER and MTBV are insignificant. The results also show that the abnormal return is unrelated to the first announcement abnormal return. It is possible that the market may be treating the second announcement as a separate event. The insignificance of our PRE coefficient is consistent with Zhang’s (2002) finding. Zhang’s regression results indicate that the announcement abnormal return [CAR (−1,2)] is uncorrelated with the pre-announcement returns [CAR(−24, −1)].

The third regression is on the announcement of actual repurchases. The results indicate a positive intercept that is higher than the intercept of the first two regressions, indicating a greater actual purchase effect. The results also show a significantly negative relationship between the announcement return and PRE (the pre-purchase abnormal returns), which is consistent with the univariate results. This finding is consistent with the signalling hypothesis and largely indicates that companies time their repurchases after a period of price decline. This result is consistent with those of Stephens and Weisbach (1998), Hatakeda and Isagawa (2004), and Firth and Yeung (2005). As for other variables, the actual repurchase returns show negative relationships with SIZE, PER, ROA and the MTBV ratio, and this finding is consistent with our expectations. The repurchase announcement return is also found to be negatively related with SAAR, the approval announcement abnormal returns. The negative coefficient for ROA is consistent with the findings of Hatakeda and Isagawa (2004) and Koerniadi et al. (2007), who conclude that investors perceive that low-ROA firms have limited profitable investment and prefer to buy back shares. The negative coefficient for MTBV is consistent with the findings of Firth et al. (2010).


Table 5

Regression results on the determinants of the announcements and actual share repurchase abnormal returns



	Variables
	Regression 1

	Regression 2

	Regression 3




	Announcement of board’s decision

	Announcement of shareholders’ approval

	Actual repurchase




	Constant
	0.0690***(0.0004)

	0.0774***(0.0084)

	0.1521***(0.0039)




	PRE
	0.0288(0.1558)

	0.0117(0.4415)

	−0.0550*(0.0958)




	SIZE
	−0.0023**(0.0224)

	−0.0027*(0.0789)

	−0.0056**(0.0488)




	PER
	−0.0003*(0.0774)

	−0.0002(0.1940)

	−0.0006*(0.0574)




	ROA
	−0.0007*(0.0786)

	−0.0011**(0.0113)

	−0.0012**(0.0378)




	MTBV
	−0.0049**(0.0411)

	−0.0031(0.2195)

	−0.0063**(0.0231)




	ACTPUR (dummy)
	−0.0114**(0.0185)

	−0.0098*(0.0573)

	



	FAAR, first announcement,CAR (0,1)
	
	−0.0447(0.4962)

	−0.0582(0.5445)




	SAAR, second announcement,CAR (0,1)
	
	
	−0.2168**(0.0209)




	Adjusted R-squared
	7.10%

	5.18%

	23.19%




	F- statistic
	4.23***

	2.98***

	6.34***




	N
	255

	255

	125





Notes: Dependent variable is CAR (0,1). PRE is the pre-event abnormal returns measured by CAR (−20,−1), SIZE is the natural logarithm of the market capitalization, PER is the market value per share divided by the earnings per share at the end of the month prior to the event date, ROA is return on assets, measured as the net income divided by total assets at the end of the month prior to the event date, MTBV is market to book value ratio measured at the end of the month prior to the event date, ACTPUR is a dummy variable, which takes the value of 1 if the firm actually repurchases shares after announcement, and 0 otherwise. The numbers in parentheses are p-values. ***, ** and * denote significance at the levels of 1%, 5% and 10%, respectively.

Overall, our multivariate analysis results are consistent with the univariate analysis and with the signalling hypothesis. First, the results indicate the existence of a positive announcement effect for all three announcements studied, with the actual purchase announcement generating a greater effect than the board and approval announcements. Second, there is a negative relationship between pre-purchase abnormal returns and the purchase announcement abnormal return. Third, there is a negative relationship between abnormal returns and firm size, which is consistent with the information asymmetry hypothesis. Fourth, the negative relationships between abnormal returns and PER, ROA and MTBV ratio indicate that signalling effects are greater for firms that are perceived to be undervalued by the market.

Factors Influencing Repurchase

Our univariate analysis appears to suggest that firms making repurchases generate lower abnormal returns than firms that do not make repurchases (see Tables 2 and 3). Although the differences are statistically insignificant, this insight may be important information for the market to anticipate whether a repurchase will actually occur. As discussed earlier, we test the predictability of a repurchase at the time of the first two announcements using logit and probit regressions.

Table 6 presents the logit and probit regression results. Regression 1 is for the board announcement, and Regression 2 is for the shareholders’ approval announcement. Our results in Table 6 indicate that all independent variables are significantly related to the dependent variables. For Regression 1, the results indicate that at the time of the board’s announcement, which may be several months before the first repurchase is made, the explanatory variables are already significantly related to the repurchase likelihood. All dependent variables are significant, which means that they play significant roles in determining the likelihood of repurchase. ROA has a positive influence on the repurchase likelihood, which is consistent with the local regulations that require repurchases to be financed by retained earnings. SIZE has a negative influence, and both the announcement returns (FAAR) and pre-announcement returns (FPRE) show a negative influence on the repurchase likelihood. Similar results are found for the announcement of shareholders’ approval. Our results for ROA and pre-announcement returns are similar to those obtained by Hatakeda and Isagawa (2004). Firth and Yeung (2005) also show a negative relationship on the pre-announcement returns.

These important findings indicate that when holding other things constant, a small firm has a greater likelihood of exercising a buyback than a large firm and is thus a relatively more profitable firm. In addition, price increases during the initial announcements and during the month before the announcement are inversely related to the repurchase likelihood, which is consistent with the hypothesis that prior price increases mitigate the necessity of repurchase.


Table 6

Logit and Probit Regressions on the likelihood of an actual repurchase



	Variables
	Logit model

	Probit model




	Regression 1

	Regression 2

	Regression 1

	Regression 2




	Coefficient

	Coefficient

	Coefficient

	Coefficient




	Constant
	2.6956**

	3.1590**

	1.6835**

	1.9669**




	ROA
	0.0491**

	0.0405*

	0.0297**

	0.0247*




	SIZE
	−0.1538**

	−0.1770**

	−0.0960**

	−0.1100**




	FAAR [CAR(0,1)]
	−9.8943**

	
	−6.0730**

	



	FPRE [CAR (−20,−1)]
	−2.7407**

	
	−1.6540**

	



	SAAR [CAR(0,1)]
	
	−8.2656**

	
	−5.0469**




	SPRE [CAR (−20,−1)]
	
	−2.6749**

	
	−1.6365***




	LR statistic
	22.12

	23.40

	22.09

	23.43




	McFadden R-squared
	0.062

	0.044

	0.063

	0.063




	N
	255

	255

	255

	255





Notes: Regression 1 is for the announcement of board’s decision and Regression 2 is for the announcement of shareholder approval. The dependent binary variable takes the value of 1 if a firm makes an actual repurchase and 0 otherwise. SIZE is the natural logarithm of the market capitalization, ROA is return on assets, measured as the net income divided by total assets at the end of the month prior to the event date, FAAR and SAAR are first and second announcement abnormal return respectively, CAR (0,1). FPRE and SPRE are the cumulative abnormal returns in the pre-announcement period, CAR (−20.−1) for the first and second announcement respectively. ***, ** and * denote significance at the levels of 1%, 5% and 10%, respectively.

CONCLUSION

This study examines the market reaction to three related share repurchase announcements in the Malaysian stock market over the period from 1997 to 2007. Using the market model to calculate abnormal returns based on an event study methodology, we find that the results are generally consistent with previous studies in other countries despite the legal and institutional uniqueness of the local market. The most important finding is that our results indicate a positive market reaction to each of the three related events studied: the board’s decision announcement, the shareholder approval announcement and the actual repurchase announcement. Our results may be regarded as consistent with the information signalling hypothesis.

Additionally, we find evidence of greater information asymmetry in small firms than in large firms. This finding is indicated by the greater market reaction to repurchase announcements for small firms compared with large firms. Our results of the regression analysis generally corroborate the univariate analyses. We find that abnormal returns during announcements and during actual repurchases are negatively related to firm size, the price-earnings ratio, returns on assets and the market-to-book-value ratio. In general, these results may be interpreted as indicating that firms that are perceived as undervalued by the market are likely to gain the most from repurchasing their own shares. The logit and probit regression analysis indicates an increased likelihood for an actual buyback for small firms, firms with high profits and firms that generate low price changes prior to and during the announcement of the board decision and the announcement of shareholder approval.

There are, however, limitations to our study. Share repurchase has a relatively short history in the Malaysian market, and our sample size is somewhat limited. Although we highlight the signalling motive in our analysis, there may be other reasons for local firms to engage in a repurchase programme. A rather puzzling phenomenon is the large number of firms undergoing the repurchase approval process and not making a repurchase; the market appears to be unable to differentiate between repurchase and no-repurchase firms at the time of the announcement. Further studies are therefore needed to understand firms’ repurchase decisions and to help the market differentiate between firms that are likely to make a repurchase from those that are not.
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ABSTRACT

Shareholding size is a poor proxy for corporate control. At best it reflects an investor’s wealth relative to other shareholders and, most importantly, the distribution of rights to a company’s worth and the related exposure to risk. Shareholding size does not actually show an investor’s strength in corporate control. As an alternative, this paper espouses the merits of the voting power concept and promotes two indices associated with it: the Penrose-Banzhaf index and the Shapley-Shubik index. This paper further introduces a new framework that compares the strength of corporate control against the size of corporate shareholding. Illustrating this idea using a group of government-linked companies (GLCs), this study yielded two possible ways in which the government can consolidate its control.
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INTRODUCTION

This paper begins by posing a question: in corporate analysis, how do you best measure control? As the practice stands, a researcher decides between two choices; corporate shareholding size and voting power. The former is typically used to analyse corporate control. For example, Ishak and Napier (2006), Norman, Mara and Mohamat (2009), and Ting and Lean (2011) have taken this route. Nevertheless, as this study will illustrate, the voting power concept is theoretically superior to corporate shareholding size when analysing corporate control. Studies by Crama and Leruth (2013), Chakravarty and Hodgkinson (2001) and Leech (2002) should be commended for employing the proper line of analysis.

The reason is simply because shareholding size and voting power approaches have different focuses. Shareholding size focuses on an investor’s wealth relative to other shareholders and, most importantly, on the distribution of the rights to a company’s worth as well as its risks. This right can be further classified into rights to the company’s assets (and liability; hence, the risk) and the right to a certain percentage of votes at the company’s meeting, typically known as the shareholder’s cash flow rights and voting rights, respectively (e.g., Becht & Mayer, 2001; Ishak & Napier, 2006). A distinguishing feature over the voting power approach is that this right remains exactly similar to the percentage of shareholding.

The size of shareholding1 does not reflect the degree of shareholder control over corporate matters. In other words, a shareholder can have substantially more or substantially less corporate control than the percentage of shareholding may suggest. Consider the example of a company with three shareholders where the first shareholder owns 70% of the shares, the second shareholder owns 20% and the third shareholder owns the remaining 10% of the shares. If only shareholding size is examined, it would appear that the degree of control for the each of the three investors is in proportion to the percentage of their shareholdings. This can be a confusing situation. In reality, the smallest shareholder will always lose whereas the largest shareholder will always be victorious in a corporate election. The largest shareholder controls the outcome of the annual general meeting and any emergency meetings, venues where key corporate decisions are endorsed. The smaller shareholders become powerless. Therefore, the 7:2:1 ratio does not properly reflect the true distribution of power. The true ratio in a simple majority rule system is 1:0:0.

Now consider a change in the shareholdings distribution. This time the largest shareholder owns 48% of the shares leaving the second and third shareholders each with 26% of the shares. At first glance, the largest shareholder appears to be in clear command of any voting exercise. Nevertheless, the actual power is now spread evenly; 0.5:0.5:0.5. Smaller shareholders can therefore share equal power to that of largest shareholder (later sections will explain the mechanics behind these power spreads).

Two recent news items surrounding Bursa Malaysia-listed companies, Hong Leong Capital Bhd. and MISC Bhd., are legitimate real-world voting exercises in which small shareholders had equal power to that of the larger shareholders. In these cases, the premise was that the minority shareholders were spread somewhat thinly whereas the largest shareholders owned close to 80% and 63% of the shares, respectively, and wished to de-list the companies from the bourse. Resolutions were tabled, and buyout offers of RM1.71 and RM5.30 per share, respectively, were made to entice the remaining shareholders.2


To unsuspecting eyes, the largest shareholders appeared overwhelmingly powerful and the thinly spread shareholders were powerless, until events took their course. Both of the attempts failed. This disappointment was due not least to a dispute over the offer price but also to a much bigger hurdle than that experienced in other resolutions. De-listing, as described in Chapter 16 of the Bursa Malaysia Listing Rules (Bursa Malaysia Berhad, 2001), requires more than 90% approval by the shareholders – a massive hurdle. The two companies needed a big vote of support from other shareholders, and this was not forthcoming. The attempt to take the companies private ended disastrously. The much smaller shareholders managed to scupper the de-listing move in the hopes of achieving a better offer price. The largest shareholders were forced to retreat to their next option.

The outcomes of these corporate events serve as a pointer for corporate analysis: the largest shareholders are not always winners, nor are the smaller shareholders predestined losers. The link between shareholding size and the power that comes with it remains decided by individual situations. The distribution of the former is not a true picture of the latter.

One particular concept that can precisely explain this link is known as the voting power concept – a critical technique that has been used to scrutinise the outcome of institutional votes. Nevertheless, despite its being a recognised technique, the voting power concept has not been widely understood. “Despite the importance of the field, it is a subject that is not studied widely enough, and is poorly understood outside the voting power community” (Das, 2011, p.1). In this respect, this study is expected to contribute to the existing literature on corporate analysis in three ways: first, this study introduces and illustrates the concept of voting power in relation to corporate analysis; second, it introduces a new framework for analysing corporate control; third, it provides information on the extent of government control in government-linked companies (GLCs) using the voting power concept. To the best of the authors’ knowledge, this is the first study to contribute a new analytical framework and means of determining government control over GLCs.

VOTING POWER

The voting power concept is a field within cooperative game theory. This concept has been widely used in political studies and has been used to certain extent to analyse corporate control in developed countries by researchers such as Algaba, Bilbao and Fernandez (2007), Felsenthal, Machover, Leech and List (2003), and Kauppi and Widgren (2006). Nevertheless, the concept has been overlooked by many researchers in Asia, even though this concept is simple to comprehend and is useful for people seriously interested in finding a better technique for the analysis of corporate control.

A large part of the concept of voting power revolves around voting power indices. As the name suggests, these indices refer to the outcome of an election. From a corporate perspective, this includes the Annual General Meeting (AGM) and any Emergency General Meetings (EGMs). The results are recorded in the form of index that ranges from nil to one, representing the probability of winning an election. If the voting power of a shareholder voting is expressed as nil or ‘0’, it indicates that the shareholder has no chance of winning a particular election. On the other hand, if a shareholder’s voting power is represented as ‘1,’ it indicates that the chance that the shareholder will win an election is absolute. In short, ‘0’ means no control, whereas ‘1’ means full control. A score between 0 and 1 means that control is shared between the shareholders.

Historically, the voting power index is accredited to Penrose (1946), who drew attention to an important characteristic of the concept of voting power. Penrose asserted that voting power was not directly correlated to shareholding size because these two factors are in a non-monotonic relationship with each other. Instead, voting power depends on the concept of probability. A voter’s chance of winning is not based solely on the size of his shareholding but is also influenced by the distribution of the remaining shares and the winning quota or majority rule. Consequently, a striking characteristic of the concept of voting power is the non-monotonicity of the resulting index. This index can be used to explain how small shareholders can have voting power that is equal to that of larger shareholders. The following section and Table 1 describe this dynamic in greater detail.

In a company with the following share distribution: ‘A’ – 42.9%, ‘B’ – 47.2% and ‘C’ – 9.9% and where the winning quota is a simple majority (i.e., more than 50% of the votes), ‘C’ enjoys voting power equal to that of ‘A’ and ‘B’ with an index score of 0.5, even though ‘C’ is more than 4 times smaller than the other 2 shareholders (Table 1, Scenario 1). In the second situation, shareholder ‘A’ has increased his shares to 51%; consequently, the voting power of ‘B’ and ‘C’ drops to nil (Table 1, Scenario 2). Finally, if the winning quota is amended from a simple majority to super majority (more than 66.6%), ‘B’s’ voting power reverts to 0.5 (Table 1, Situation 3).

The non-monotonicity of the voting power index emphasises the central point; it is misleading to equate corporate control with the size of share ownership. In Scenarios 1 and 3, the largest shareholders did not enjoy the greatest voting power. In fact, other shareholders have equal voting power. The two most widely used indices, the Shapley-Shubik index and the Banzhaf index, share this attribute.


Table 1

Example-share of right and risk vs. voting power

[image: art]

Note: 1 as measured using the Penrose-Banzhaf index; S/holder – shareholder; O/Ship – ownership.

The Shapley-Shubik Index

The Shapley-Shubik index (1954) remains one of the most widely used voting power indices. Conceptually, the Shapley-Shubik index measures power based on the probability of a player playing a pivotal role in all possible coalitions drawn from a pool that includes all voters. A role is seen as pivotal when the arrival of the shareholder results in the formation of a winning coalition. A shareholder whose vote results in a winning coalition is called a pivotal shareholder.

The role of shareholders in coalitions is an important assumption made by the Shapley-Shubik index (Straffin, 1977). In the context of corporate elections, this assumption is similar to assuming that each shareholder takes a voting turn and that the aggregate is tallied immediately after each turn. Shareholders who vote after a pivotal shareholder are described as dummies because the winning coalition has already been formed and their votes are essentially meaningless. Consequently, in each winning coalition, only one pivot can occur. Therefore, the total number of pivots always equals the number of coalitions, and the sum of the index always reaches unity. In the voting power fraternity, this index is known to be normalised, which is a useful feature because it permits inter-voting body comparisons. This ability eases comparisons just as results that have been transformed into percentages are easier to visualise than results displayed as absolute values.


Table 2 illustrates how each shareholder can play a pivotal role in two coalitions. Six coalitions are shown in Table 2, and the Shapley-Shubik index for each shareholder is 0.33.


Table 2

The Shapley-Shubik Index – determining pivotal shareholders



	Arrivals

	Pivotal shareholder




	1st

	2nd

	3rd




	A

	B

	C

	B




	A

	C

	B

	C




	B

	A

	C

	A




	B

	C

	A

	C




	C

	A

	B

	A




	C

	B

	A

	B





Note: A – 42.9%; B – 47.2%; C – 9.9%. The majority required to win an election is set at greater than 50%.

The Penrose-Banzhaf Index

The Penrose index (1946) is another widely used voting power index. This index defines voting power as the frequency with which a shareholder is an important member or a pivotal player in the number of coalitions involving that shareholder. The idea of order or arrival (as used in Shapley-Shubik) is not used when defining a pivotal voter in this index. In other words, as long as a shareholder is needed to form a winning coalition, that time at which he arrives to vote is irrelevant. In addition, as in the Penrose-Banzhaf index, if more than one shareholder is needed to form a winning coalition, all of the shareholders are defined as important shareholders. Consequently, there can be a greater number of important members than the number of winning coalitions, leading to an index that does not always sum to unity; thus, the index stays in absolute form. In the context of a corporate election, ignoring the order of shareholder arrival is equivalent to assuming that shareholders vote simultaneously.

The Banzhaf index (1965) is closely related to the Penrose index. Although the frequency of a voter playing a pivotal role remains the same, the Penrose index defines the voting power as the number of times that a shareholder plays a pivotal role over the total number of coalitions involving that shareholder, whereas the Banzhaf index defines a pivotal role by examining the frequency of pivots over the total number of pivots. Changing the denominator of the Banzhaf index leads to results similar to those achieved using the Penrose index; hence the name, the Penrose-Banzhaf index. Because the aggregate frequency of pivotal roles remains equal to the total number of pivots, the Banzhaf index is normalised. This normalised form of the index creates a weakness because it fails to reflect the true distribution of voting power in the same way that percentages may hide actual values (Felsenthal & Machover, 2004).

Table 3 illustrates pivotal roles. Each shareholder can be seen as being pivotal on two occasions. The Penrose-Banzhaf index gives each shareholder a pivotal role twice, and each shareholder is involved in four coalitions (i.e., 2n–1). The index for each shareholder is calculated as 2/4 or 0.50. The Banzhaf index uses the two pivotal roles played by each shareholder and their aggregate totals (i.e., six) to determine an index value of 2/6 for ‘A’, ‘B’, and ‘C’.


Table 3

The Penrose-Banzhaf index – determining pivotal shareholders



	Winning coalitions, pivotal shareholder (underlined)




	A

	B

	



	A

	C

	



	B

	C

	



	C

	B

	A





Note: A – 42.9%; B – 47.2%; C – 9.9%. The majority required to win an election is set at greater than 50%.

Table 4 summarises the Shapley-Shubik and Banzhaf indices and the extent of control. In this example, all the voting power indices are less than one, but none are nil. None of the shareholders has absolute control, but none is powerless. Control is shared among the shareholders.


Table 4

Summary of voting power indices and the extent of control



	Shareholders
	Size

	Shapley-Shubik

	Extent of control

	Penrose-Banzhaf

	Extent of control




	A
	42.9%

	0.33

	Shared

	0.50

	Shared




	B
	47.2%

	0.33

	Shared

	0.50

	Shared




	C
	9.9%

	0.33

	Shared

	0.50

	Shared





A similarity between many studies is that the concepts are illustrated in mathematical language, resulting in an abstract discussion of the concepts involved. It is possible, however, to dispense with mathematical language, as demonstrated by Chakravarty and Hodgkinson (2001), and Felsenthal and Machover (2004). This paper adopts a similar approach by keeping the technical aspects to a minimum.


ISSUES RELATED TO THE VOTING POWER CONCEPT AND INDEX

As has been the custom with many concepts, the notion of voting power is not devoid of controversy. A review of the literature points to three main concerns: resistance to the concept, the a-priori boundary, and finally, the intuitive meanings of the index.

Voter’s Behaviour

The concept of voting power has been criticised by Garrett and Tsebelis (1999; 2001) and Albert (2003) as faulty because it fails to imitate voter behaviour. To qualify as a scientific concept, voting power should be able to predict and explain human behaviour and, eventually, should be able to be used to approve or reject a theory. The voting power fraternity allegedly fails to address this matter, and the indices are therefore seen as meaningless.

One of the perceived failures of the concept of voting power is its inability to explain a voter’s preference and policy arrangement. The index only considers two factors, the size of shareholdings and the winning quota, and pays no heed to the fact that voters form coalitions (Garrett & Tsebelis, 1999). Hence, political scientists and constitutional analysis researchers should disregard the voting power index (Albert, 2003). Subsequently, if one accepts this opinion, the voting power concept would have only very limited application in corporate analysis.

Contrary to the views expressed by voting power critics, Machover (2000), Leech (2003) and Felsenthal et al. (2003) defended the concept. Their central argument was based on the usefulness of the voting power concept in its a-priori form, and this form should be based on only two decision rules: a voter’s size (or weight) and the winning quota. The design of the index should ignore the voter’s preference in the same way that institutional constitutions ignore voters’ preferences. In the context of corporate analysis, the company’s constitution or charter indicates the number of votes required for a simple or super majority, regardless of the possible shareholder coalitions. In any event, human behaviour can be extremely unpredictable. A friendly shareholder can, under different circumstances, become a rival. Additionally, voting independently rather than as part of a coalition reflects sovereignty and is the basic right of every voter (Felsenthal et al., 2003). At present, a a-priori formulations based on voter weight and quota are widely accepted.

Another group of sceptics argue from a social perspective. The meaning of power is more extensive and complicated than indicated by the size of a voter’s shareholdings and winning quotas (Napel & Widgren, 2005). A-priori methods, for example, should consider the significance of various employee roles in an organisation (Braham & Steffen, 2002), together with prior discussions, influence over other voters and restrictions on forming coalitions (Holler & Napel, 2004). Currently, the behavioural dimension of social behaviour in the description of a-priori has been lost (Napel & Widgren, 2005). The prospect of a final solution to this question, much like finding a solution to the philosophical debates on the meaning of ‘power’3, remains unlikely.

Rankings and Intuitive Meanings

Indices do not always produce similar rankings due to the varied assumptions entailed in the construction of each index. As an example, in a company with a limited large shareholder but an abundance of small shareholders (Straffin, 1977), an undesirable result based on two different conclusions may appear following two different rankings.

This observation encourages discussion on the merits of each index. An important discussion concerns the intuitive meaning of each index (Felsenthal & Machover, 2001; 2004). When Shapley and Shubik investigated the issue of voting power, they were concerned with the distribution of rewards, and they measured this by adapting a technique termed the Shapley value4 (Felsenthal & Machover, 2004). This technique was later adapted to become the Shapley-Shubik index. The concept of power, as contained within this index, refers to a reward, payoff or prize and has also been referred to as the P-Power (Felsenthal & Machover, 1998). In the Shapley-Shubik index, voting power refers to reward instead of influence. Accordingly, in studies that focus on the distribution of rewards, for example, in corporate take-overs, the Shapley-Shubik index is the best choice. Chakravarty and Hodgkinson (2001, p. 91) stated, “Winning coalitions gain rent and a player who is a pivot, turning a coalition into a winning coalition by her presence, can obtain a share of the spoils for doing so. Perceived in this way, the battle for the control of management is not a battle to monitor the behaviour of management. This index may be appropriate in studying take-over bids, which we do not investigate here”. Take-over bids are examined in Chakravarty and Hodgkinson (2001). In this context, dividend allocations, the issuance of bonus shares and the spoils from liquidation exercises can be taken as extended examples of these rewards.

In contrast, when Penrose and Banzhaf investigated voting power, the focus was on influence, termed I-Power (Felsenthal & Machover, 1998). The winner of an election can influence the policies that will affect the voting body. Accordingly, if influence is more important than reward, then the Penrose-Banzhaf index is a better choice for examining corporate control. In perspective, if the main focus of a study is reward, then the Shapley-Shubik index is a better fit; however, if the focus is influence over a company’s management, then the Banzhaf index is the appropriate choice.

The Shapley-Shubik index, however, does not distribute rewards in a convincing manner (Felsenthal & Machover, 2004). It is erroneous to assume that only pivotal members will gain rewards and that the other members in the winning coalition will receive no reward. In practice, all members of the winning coalition are rewarded, not only the pivotal members. This assumption is “[i] widespread but erroneous” (Felsenthal & Machover, 2004, p. 19).

However, Turnovec, Mercik and Mazurkiewicz (2004) rejected the argument that the Shapley-Shubik index reflects P-Power and call on its supporters to justify the distribution of rewards. The detractors note that the index can also be defined from the perspective of probability, and there is little need to justify this meaning and distribution. It is a matter of probability that a voter will be in pivotal situation whilst in the “process of forming a winning configuration” (Turnovec et al., 2004, p. 5). This index has been successfully used by researchers such as Eckbo and Verma (1993), and Kauppi and Widgren (2004). In some studies, both the Banzhaf and Shapley-Shubik indices were tested for correlation (e.g., Chen [2004]).

Equally, the idea of intuitive meaning has also received support. The meanings of the indices have been discussed, and the concept of I-Power and the Banzhaf index in absolute form are accepted as appropriate by Chakravarty and Hodgkinson (2001) and Algaba et al. (2007). On the other hand, Kauppi and Widgren (2004) preferred the Shapley-Shubik index because the underlying meanings best reflected the subject of their studies.

While not denying that the ideas behind voting power indices originate from probability concepts, this study agrees with the idea that these indices reflect particular underlying meanings. For that reason, if the purpose of voting in an election is to demonstrate influence over a company’s policies, then the Banzhaf index is the most appropriate. This study also concurs with the claim that the Banzhaf index, given that it is normalised by definition, hides voting power distribution and that the Penrose-Banzhaf index is more appropriate for analysing corporate control.

CORPORATE CONTROL OF GOVERNMENT-LINKED COMPANIES

This study illustrates the application of the voting power concept to publicly listed Malaysian GLCs. GLCs were chosen because the issues they face command public attention and are highly politicised. For example, GLCs have been accused of representing the interests of the Bumiputera (Centre for Public Policy Studies, 2006). The board of GLCs appear to predominantly comprise members from the Bumiputera community. GLCs have also been accused of being retirement funds for retired senior politicians and civil servants.5 Questions have been raised regarding the qualifications and experience of politician and civil servants in undertaking these important responsibilities. GLCs are also highly politicised because the public perceives the performance of GLCs as abysmal compared to their competitors. Some popular examples include companies such as Proton Holdings Bhd. and Malaysian Airlines System Bhd.6 The situation is exacerbated by the size and the popularity of these companies. The scientific findings, however, are mixed. The performance of GLCs is worse than the performance of competing non-GLCs (Abdul Razak, Rubi, & Joher, 2011). However, reducing direct government involvement, as recently announced by the Performance Management and Delivery Unit (PEMANDU)7 of the Government of Malaysia, might not be the solution. In fact, the value of a GLC increases with the size of government involvement (Lau & Tong, 2008). If the plan to reduce the amount of shares held in GLCs by the Malaysian government goes through, the pre and post-performance of these companies will become important for understanding the merits of government intervention. Against this backdrop, this study adds to the existing literature on GLCs, albeit centred towards the methodological perspective.

All 12 GLCs listed on the Malaysian Stock market in 2010 were analysed. Shareholding size was determined by examining all shareholdings greater than 1% held by the 30 largest shareholders that were available in the company’s annual report. These shareholders were categorised as belonging to the government of Malaysia, the Bumiputera, other Malaysians and international investors. In this study, all institutional Bumiputera shareholders were categorised as a single group for practical analysis. The corporate shareholding size of each shareholder was then used to calculate the Penrose-Banzhaf index.

This study concurs with Felsenthal and Machover (2001) in that distinctive meaning underlies each index. This study, therefore, adopts the Penrose-Banzhaf index as it best reflects the meaning of power being analysed (in this case, influence over the direction of the company). The alternative approach – which the researchers have chosen not to embrace – is to ignore this concept of meaning consistent with Turnovec et al. (2004). If the concept of meaning is disregarded, either one or both indices can be employed concurrently. Regarding the use of Penrose-Banzhaf index and Shapley-Shubik index, a study may want to test the correlation between the two sets of outcomes, similar to the study undertaken by Chen (2004), in which a high correlation coefficient was observed. This study adopts the opposite approach, in that it employs only a single index; hence the result is a single set of rankings. The need to test for any correlation thus disappears.

Moving to the outcome of the analysis, a full description of the voting power and the corresponding control of the GLCs is listed in Table 5. The analysis serves two aspects of the study: it illustrates the voting power concept and aids in understanding the control of GLCs. The illustration reveals that the size of ownership is not an ideal reflection of control. In GLC 4, the smaller Bumiputera shareholder has a voting power equal to that of the larger shareholders. In GLC 9, the much smaller Bumiputera shareholder has only a 5.2% share but has a voting power almost equal to that of the government, whose shareholding size was almost 8 times larger. In other words, despite their size, these small shareholders have an equal ability to influence the agenda of the relevant GLC as the larger shareholders. Shareholding size is seen as a fragile proxy for corporate control; the voting power index is a superior choice.

From the perspective of GLC studies, the basic discovery is that government operational control strength varies. Seventy-five percent (i.e., 9) were under full governmental control, whereas 25% (i.e., 3) were under a shared form of control. This means that the government (as the largest shareholder) does not necessarily have a free hand in the running of a GLC. In some instances, the government needs help from minority shareholders to exceed the majority voting requirement. This support is vital for the government. To put it the other way, this implies the reality that other shareholders can deny the government’s wishes.

This finding leads to another question; what forms of remedies are available for the government to ease this lack of total operational control in the three companies? Table 5 hints at the answers. The first form of possible remedy is to act through a friendly party. By teaming up with a friendly party with significant stakes, the total size of shareholding is technically increased, hence safeguarding the company’s operation from dissenting groups. This appears to be the remedy adopted by two of the companies. The second largest shareholders in these companies, the Bumiputera, are known to have close relationships with the government (see Centre for Public Policy Studies, 2006). In a separate matter, the Bumiputera are the 2nd-largest shareholder in 8 of the 12 GLCs that enjoy full operational control, thus allowing the government to consolidate greater control over these companies. In essence, a permanent pact with a friendly party appears to be one of the ways to ease this lack of total control, and the friendly party is the Bumiputera.


Table 5

GLCs: Shareholding size, voting power index (the Penrose-Banzhaf index) and control
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Note: The extent of control in bold highlights influential minority shareholders.

The other possible remedy available to the government is based on the natural state of scattered small shareholders. Although the previous form of control may be unsurprising and may be part of a strategic plan (i.e., it is not coincidental that the Bumiputera are the 2nd largest shareholders), the scenarios involving dispersed shareholders are less apparent. Typically, dispersed shareholders find it difficult to cooperate due to various factors such as the usual issues of free-riding by other shareholders, the prohibitive cost of gathering and analysing information, especially regarding the non-institutional investors, and the availability of cheaper and faster options to exit the companies, namely trading-off the shares on the bourse (see Forbes & Watson, 1993). These factors complicate efforts to form a dissenting and informed voting bloc.


This complication is likely to be more pressing in respect of GLC 3 and GLC 9 because they have more minority shareholders that are able to influence the outcome of the voting exercise than GLC 4, as evidenced by the presence of voting power. Precisely, as many as five and four minority shareholders have the ability to influence the outcome of the voting exercise in GLC 3 and GLC 9, respectively (Table 5, Column 6). In contrast, only one minority shareholder has this ability in GLC 4, despite one of the remaining minority shareholders having as much as 7% of the shares in the company (Table 5, Column 6). Articulation among the minority gets more tedious when the number of shareholders increases. Consider the following scenario: a shareholder in a GLC with a single minority shareholder has only herself in a coalition. A GLC with 4 minority shareholders has 8 possible coalitions (i.e., 2n–1, where n is the number of minority shareholders) to choose from, whereas a GLC with 5 minority shareholders has 16 possible coalitions to consider. These minority shareholders are disenfranchised by the circumstances to the benefit of the government.

In short, the strength of control in GLCs varies and, for those GLCs that lack full operational control, the distribution of shareholders first hinted at the existence of a pact between friendly minority shareholders, and second, hinted at the natural consequence of dispersed shareholders as solutions. It is perhaps worth repeating that the Bumiputera is unsurprisingly the 2nd largest shareholder in most GLCs. The dispersed state of ownership among the minority shareholders is less obvious as a likely form of control.

Returning to the discussion of voting power, detailed analyses of GLCs will be less accurate and potentially misleading without the use of the voting power concept. The application of this concept allows a researcher to objectively analyse the strength of control for both the government and minority shareholders.

DISCUSSIONS AND CONCLUSIONS

At the beginning of this paper the following question was posed: how do you best measure corporate control? Much effort has been taken to explain the superiority of the voting power concept over shareholding size. The crucial point is the difference in focus between the shareholding size and control approaches. These approaches are related but focus on two different issues. The former provides us with certain information on a shareholder’s slice of wealth and the related rights and risk but will not necessary provide information on whether that shareholder has control over a company. The best approach to measure corporate control is through the concept of voting power.


Accordingly, this study attempts to promote the wider application of this concept. The explanations and considerations that come into play when analysing corporate control have been presented. The Penrose-Banzhaf index remains the most appropriate index when studying corporate influence because this index clearly reflects this influence. Alternatively, the Shapley-Shubik index is suitable if the focus of a corporate election is to share the spoils of the company, such as when issuing dividends and or bonus shares.

An analysis framework has been developed to facilitate the application of the voting power concept. GLCs were analysed to illustrate this framework, and the results highlighted the different control strengths within the GLCs. The analysis can be weakened if a study groups all GLCs into one group when in reality, some companies require the help of other shareholders to sanction a decision. The “linked” as meant in the term GLCs, varies.

Critics may argue that the voting power concept fails to account for all factors. In the GLC scenarios used in his study, a claim can be made that “golden shares” may influence the state of control, and this is not considered in the voting power concept. Additionally, authorities can assert control over companies through various means from the issuing of licenses to imposing trade restrictions. Voting power allegedly fails to reflect such factors. This claim is unfounded for many reasons, the chief of which is that the entire analysis should be based on an a-priori assumption; i.e., the analysis should only focus on the size of shareholdings and majority rules (Felsenthal et al., 2003). Only these two factors can be precisely identified, and it is often difficult to determine other factors. Additionally, these other factors can be difficult to count and might be constantly changing. It is wiser for the analysis to be restricted to reliable factors and for other factors to be ignored. The fact that a company’s constitution often ignores factors such as the ability to form coalitions, age, gender, preferences and ethnicity, and only focuses on the quota needed to pass a resolution speaks for itself. Consider GLCs; it is true that the government can exercise their power through various means. However, these actions may be counterproductive to the entrepreneurial spirit and investor confidence. Government attempts to control a company are limited. At times, other shareholders (such as foreign investors) may exert greater control than the government, especially when they provide highly sought after technology and much-needed capital. Clearly, the factors that influence corporate control can appear limitless and difficult to predict. The only factors that are reliable for use in an analysis are the size of shareholding and the rules governing the required majority.

Nevertheless, despite the theoretical superiority of the voting power concept over shareholding size, not every study on corporate control should discard shareholding size as an analysis technique. Shareholding size is, after all, simple and practical. For example, exceeding a threshold of 30% ownership triggers mandatory takeover bids of listed companies in many countries. This approach is practical because the predetermined number is easy for investors to understand. The drawback is that it does not necessarily reflect the strength of corporate control. To resolve this issue, a study can employ the voting power concept in tandem with corporate shareholding size. For example, in the study of a GLC by Ting and Lean (2011), the use of this concept allowed researchers to explore the link between corporate control strength and debt structure. The present study proved that government influence on GLCs is present at various degrees. Similarly, the study by Norman et al. (2009) can be enriched by analysing the strength of control exhibited by each category of ownership.

This study is a precursor, hopefully, to the greater application of the voting power concept in corporate analysis and focused on establishing the strength of the voting power concept. GLCs were chosen to illustrate the varying strengths of control and the possible ways in which the government managed to retain control; namely, the use of friendly partners and dispersed minority shareholders. Limitations are unavoidable. For example, how do non-GLCs, which can be equally controversial, compare against GLCs? This study indicates that members of the Bumiputera group are the main coalition partners of GLCs. Is a similar trend exhibited by non-GLCs? Are non-GLCs less reliant on partners to retain corporate control? Is a similar incidence of disenfranchised shareholders a nationwide phenomenon and to what extent is this true?

Ultimately, after the voting power concept has gained traction as a viable method of analysis, the relationship between the relevant indices and a host of other variables, such as capital structure, performance, investments and dividend policy is open for investigation.

To this end, the differences between the voting power concept and the size of shareholding ownership have been discussed. Now the question is; can voting power outperform shareholding size? We believe the answer is a resounding “yes!” However, if disagreements persist, at the very least, the schisms should be acknowledged.

NOTES

1.          The size of shareholdings is also the basis of the Herfindahl index – an index that is defined as the sum of the squared percentage of shareholding; e.g., in a company with 4 shareholders of 40, 20, 20 and 20 percent, respectively, the index, i.e., h = (1 × 0.42) + (3 × 0.22) = 0.28. The median of this index indicates the degree of concentration and is used for cross-industry or cross-country analyses. This index is widely applied. Examples include Chakravarty, Goddard and Hodgkinson (2004), who illustrate how the distribution of block holders and the rate of shareholders participation complicate corporate voting outcome and Van der Elst (2004), who describes the behaviour among selected European countries where company-specific characteristics such as identity of the largest shareholders was concluded as likely to influence rent-seeking behaviour.

2.          See Jayaseelan, R. (2013). Fear factor often used in buyout exercises. Retrieved 22 July 2013 from http://archives.thestar.com.my/services/printerfriendly.asp?file=/2013/2/14/business/12709847.asp&sec=business and The Star. (2013). Petronas offers to take MISC private. Retrieved 22 July 2013 from http://www.thestar.com.my/Business/Business-News/2013/02/01/Petronas-offers-to-take-MISC-private-in-RM88billion-deal.aspx

3.          For example, Morriss (2002) defines power as ‘the ability to do something’ against power ‘over something’, as advocated by Oppenheim (1978).

4.          When each shareholder has equal weight, the application of this definition would produce an exact result. This is known as the Shapley value. The Shapley-Shubik index is a special kind of index because of the unequal weight.

5.          BERNAMA. (2011). PM: Appointment of GLC heads based on competence. Retrieved 9 February 2011 from http://thestar.com.my/news/story.asp?file=/2011/2/9/nation/20110209175312&sec=nation

6.          E.g., Leong, H. Y. (2011). Analysts downgrade Malaysia Airlines. Retrieved 27 May 2011 from http://biz.thestar.com.my/news/story.asp?file=/2011/5/27/business/8768319

7.          PEMANDU. (2011). Corporate Malaysia holds court. Retrieved 13 January 2012 from http://etp.pemandu.gov.my/News_-%E2%97%98-_Events-@-Corporate_Malaysia_holds_court.aspx

REFERENCES

Abdul Razak, N. H., Rubi, A., & Joher, H. A. (2011). Does government linked companies (GLCs) perform better than non-GLCs? Evidence from Malaysian listed companies. Journal of Applied Finance & Banking, 1(1), 213–240.

Albert, M. (2003). The voting power approach – Measurement without theory. European Union Politics, 4(3), 351–366.

Algaba, E., Bilbao, J. M., & Fernandez, J. R. (2007). The distribution of power in the European Constitution. European Journal of Operational Research, 176(3), 1752–1766.

Banzhaf, J. (1965). Weighted voting does not work: A mathematical analysis. Rutgers Law Review, 19(2), 317–343.

Becht, M., & Mayer, C. (2001). Introduction. In F. Barca & M. Becht (Eds.), The control of corporate Europe (pp. 1–13). Oxford: Oxford University Press.

Bursa Malaysia Berhad. (2001). Listing requirements. Bursa Malaysia Berhad: Kuala Lumpur. Retrieved 21 January 2014 from http://www.bursamalaysia.com/market/regulation/rules/listing-requirements/main-market/listing-requirements

Braham, M., & Steffen, F. (2002). A priori voting power in hierarchical organization. Working Paper presented at European Public Choice Society Conference, Aarhus, Denmark, 25–28 September 2002. Retrieved 15 September 2008 from http://www.econ.au.dk/epcs/papers/braham-steffen.pdf

Centre for Public Policy Studies. (2006). Corporate equity distribution: Past trends and future policies. Centre for Public Policy Studies Working Paper. Kuala Lumpur: Centre for Public Policy Studies. Retrieved 22 June 2007 from http://www.cpps.org.my/downloads/D_%20Corporate_Equity_Distribution.pdf

Chakravarty, S. P., & Hodgkinson, L. (2001). Corporate governance and shareholder franchise. Journal of Management and Governance, 5(1), 83–97.

Chakravarty, S. P., Goddard, J. A., & Hodgkinson, L. (2004). Shareholders and corporate elections. Journal of Management and Governance, 8(2), 187–97.

Chen, Y. (2004). Essays on voting power, corporate governance and capital structure. PhD dissertation, Goteborg University, Sweden.

Crama, Y., & Leruth, L. (2013). Power indices and the measurement of control in corporate structures. International Game Theory Review, 15(3), 1–15.

Das, S. (2011). An analysis of the intrinsic differences between the commonly applied voting power techniques. Symposium working paper on Voting Power in Practice, presented at the Centre for Philosophy of Natural and Social Science, London School of Economics, 20–22 March 2011. Retrieved 14 July 2012 from http://www2.lse.ac.uk/CPNSS/projects/VPP/VPPpdf/VPPpdf_Symposium2011/VPinPSymposium2011_programme.pdf

Eckbo, E. B., & Verma, S. (1993). Managerial ownership, voting power and cash dividend policy. Journal of Corporate Finance, 1(1), 33–62.

Felsenthal, D. S., & Machover, M. (1998). The measurement of voting power. Cheltenham, UK: Edward Elgar.

Felsenthal, D. S., & Machover, M. (2001). Myths and meaning of voting power: Comments on a symposium. Journal of Theoretical Politics, 13(1), 81–97.

Felsenthal, D. S., & Machover, M. (2004). A priori voting power: What is it all about? Political Studies Review, 2(1), 1–23.

Felsenthal, D. S., Machover, M., Leech, D., & List, C. (2003). In defence of voting power analysis. European Union Politics, 4(4), 473–497.

Forbes, W., & Watson, R. (1993). Managerial remuneration and corporate governance: A review of the issues, evidence and cadbury committee proposals. Accounting and Business Research, 23(91A), 331–338.

Garrett, G., & Tsebelis, G. (1999). Why resists the temptation to apply power indices to the European Union. Journal of Theoretical Politics, 11(3), 291–308.

Garrett, G., & Tsebelis, G. (2001). Even more reasons to resists the temptation of power indices in the EU. Journal of Theoretical Politics, 13(1), 99–105.

Holler, M. J., & Napel, S. (2004). Local monotonicity of power: Axioms or just a property? Quality and Quantity, 38(5), 637–647.

Ishak, Z., & Napier, C. (2006). Expropriation of minority interests and corporate diversification in Malaysia. Asian Academy of Management Journal of Accounting and Finance, 2(1), 85–113.

Kauppi, H., & Widgren, M. (2004). What determines EU decision making? Needs power or both? Economic Policy, 19(39), 221–266.

Kauppi, H., & Widgren, M. (2006). Voting rules and budget allocation in the enlarged EU. European Journal of Political Economy, 23(3), 693–706.

Lau, Y. W., & Tong, C. Q. (2008). Are Malaysian government-linked companies (GLCs) creating value? International Applied Economics and Management Letters, 1(1), 9–12.

Leech, D. (2002). Shareholder voting power and ownership control of companies. Homo Oeconomicus, 23(3), 345–373.

Leech, D. (2003). The utility of voting power approach. Economic Working Research Paper no. 678. UK: School of Economic, Warwick University.

Machover, M. (2000). Notions of a priori voting power: Critique of Holler and Widgren. Homo Oeconomicus, 16(4), 415–425.

Morriss, P. (2002). Power – A philosophical analysis (2nd ed.). Manchester: Manchester University Press.

Napel, S., & Widgren, M. (2005). The possibility of preference-based power index. Journal of Theoretical Politics, 17(3), 377–387.

Norman, M. S., Mara, R. C. A. R., & Mohamat, S. H. (2009). Ownership structure and intellectual capital. Asian Academy of Management Journal of Accounting and Finance, 5(1), 1–29.

Oppenheim, F. E. (1978). ‘Power’: One more visit: A response to Terence Ball. The Journal of Politics, 40(3), 619–621.

Penrose, L. S. (1946). Elementary statistics of majority voting. Journal of Royal Statistical Society, 109(1) 53–57.

Shapley, L. S., & Shubik, M. (1954). A method for evaluating the distribution of power in a committee system. The American Political Science Review, 48(3), 797–792.

Straffin, P. D. (1977). Homogeneity, independence, and power indices. Public Choice, 30(1), 107–118.

Ting, I. W. K., & Lean, H. H. (2011). Capital structure of government-linked companies in Malaysia. Asian Academy of Management Journal of Accounting and Finance, 7(2), 137–156.

Turnovec, F., Mercik, J. W., & Mazurkiewicz, M. (2004). I-Power and P-Power: Shapley-Shubik and/or Penrose-Banzhaf? 3rd Annual Workshop on Voting Power and Procedure, London School of Economy, London, 17–19 August 2004. Retrieved 6 September 2008 from http://grammatikhilfe.com/CPNSS/research/projectsCurrentlyOnHold/VPP/VPPpdf/VPPpdf_Wshop2004/turnovec.pdf

Van der Elst, C. (2004). Industries-specificities and size of corporation: Determinants of ownership structures. International Investors Review of Laws and Economics, 24(4), 425–446.






ASIAN ACADEMY of MANAGEMENT JOURNAL of ACCOUNTING and FINANCE



DEFAULT RISK ANALYSIS IN MICRO, SMALL AND MEDIUM ENTERPRISES: DOES DEBT OVERHANG THEORY OCCUR?

Imam Wahyudi

Department of Management, Faculty of Economics and Business, University of Indonesia, Depok 16424, West Java, Indonesia

E-mail: i_wahyu@ui.ac.id

© Asian Academy of Management and Penerbit Universiti Sains Malaysia, 2014

ABSTRACT

This paper intends to analyse the default risk in micro, small and medium enterprises (MSMEs) and its relation to new debt opportunities, debt overhang theory and growth intention. The results confirm that cash flow, capacity and leverage are the major determinants of firms’ default, while gross margin and efficiency measure are not significant predictors. By analysing the rating transition behaviour, we found that the further the rating migrates, the smaller the probability of transition and that the probability towards default is greater along with the decreased quality rating. By extending the analysis, we found that the debt overhang theory is not applied in relationships between banks and MSMEs.
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INTRODUCTION

In Organisation for Economic Co-operation and Development (OECD) countries, the percentage of Small Medium Enterprises (SMEs) of total firms in the economy is greater than 75% (Altman & Sabato, 2007). This is also the case for emerging countries, such as Indonesia, where micro, small and medium enterprises (MSMEs) are considered to be the backbone of the economy (Gunawidjaja & Hermanto, 2010). We use the term MSME instead of SME in order to include micro-sized enterprises. In Indonesia, micro-sized enterprises outnumber small and medium-sized enterprises (Center of Statistics Bureau, 2008), therefore constituting most of this sector. The role of MSMEs in the economy is expected to become even more significant in the future, as it gained considerable attention in the New Basel Capital Accord (Altman & Sabato, 2007).


MSMEs not only present a potential market for banks, but they also bring a different kind of risk treatment. For example, the financial information of MSMEs, unlike corporate financial information, is considered to be less reliable because reports are usually unaudited (Gunawidjaja & Hermanto, 2010). Theoretically, this situation is called information opacity (Hyytinen & Pajarinen, 2008). Other factors causing information opacity are a firm’s young age, small-collateralised assets, low technology exposure, and insufficient track record to manage the business (Bartels, 2002).

Information opacity increases the probability of asymmetric information, which causes banks to be more reluctant to fund MSMEs (Akerlof, 1970). Asymmetric information serves as a bank’s rationale in implementing credit rationing (Stiglitz & Weiss, 1981). Thus, banks will ask a higher return to compensate for the increasing likelihood of default due to adverse selection. Imperfect information may also lead the bank to experience adverse selection, especially of MSMEs. To minimise this risk, Bester (1985) suggested using effective screening tools to differentiate clients that will be defaulted or prospectively defaulted after the bank approves their proposal. The problems of information opacity in MSMEs are present not only in the screening process but also in the overall financing period (Figure 1).

Data extracted from Indonesian Banking Statistics (SPI). Macroeconomic data such as inflation, exchange rates and domestic loan rates are obtained from Indonesian Economic and Financial Statistics (SEKI). These reports were published by Bank Indonesia (retrieved at www.bi.go.id). The changes in subsidised oil prices, which are gasoline, kerosene and diesel fuel, were gathered from the Indonesian Ministry of Energy (retrieved at www.esdm.go.id/).

Another challenge is the situation in which an MSME’s individual financing is nominally small but large in number. This condition is often called granularity (Srinivas, 2005), which leads to high monitoring costs for the bank and potentially decreases the bank’s efficiency in the operation. Therefore, the bank requires a tool to monitor MSMEs efficiently (Stiglitz & Weiss, 1981).

The problem of adverse selection and granularity could cause a bank to restrict its funding to MSMEs. Nevertheless, MSMEs are one of the main pillars of economic development, especially in creating economic growth and employment. Observing the employment level and its contribution to the economy, the number of MSMEs in 2008 reached 43.46 million firms (99% of total firms in Indonesia), and MSMEs absorbed approximately 79.01 million workers (99.40% of the total labour force) and contributed to approximately 56.70% of the gross domestic product (Center of Statistics Bureau, 2008). Their unique traits enable MSMEs to be more flexible and adaptable to the dynamics of market demand (World Bank, 2005; Srinivas, 2005; Altman & Sabato, 2007). However, due to both problems (i.e., adverse selection and granularity), banks tend to be discouraged in funding MSMEs despite persistent encouragement from the central bank (see Table 1).

Selection and monitoring systems need information related to the determinants of MSMEs’ default. These determinants have been analysed by researchers such as Edmister (1972), Dietsch and Petey (2002, 2004), Lehmann (2003), Behr, Guttler, and Plattner (2004), Lopez (2006), Altman and Sabato (2007), Agarwal, Chomsisengphet, and Liu (2008), Altman, Sabato, and Wilson (2010), Rikkers and Thibeault (2011), and Gama and Geraldes (2012). Early studies focused only on examining financial ratios (Edmister, 1972). In the 2000s, researchers added soft information as qualitative variables, such as banks’ relationships with debtors (Lehmann, 2003), credit history (Behr et al., 2004; Altman et al., 2010), a firm’s type of legal entities (Behr et al., 2004), credit structures and entrepreneurs’ profiles (Lopez, 2006). Nevertheless, all of those studies only observe the impact and significance of the default predictor and do not extend their research by incorporating MSMEs’ unique behaviour as well as banks’ distinctive treatment of MSMEs. For example, we found the total debts in several MSMEs to be bigger than their total assets, but they are still given new credits or credit extension from their banks. Another example is that when its gross profits are low, an MSME extends its investment into the future, which is unlikely for a corporation.
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Figure 1. Banks’ channelling schemes and potential problems




Table 1

Credit channelling in MSME from Indonesian banking, 2000–2011
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To analyse the determinants of default by MSMEs, we try to extract valuable information from unaudited financial statements. To reduce the effect of manipulation in financial statements, we use non-operating expenses to measure financial performance, such as gross profit, fixed assets, total debt and operating cash flow. A firm’s growth will be calculated based on the fundamental assumption that an MSME should reinvest all of its earnings. Therefore, MSMEs that were proven to take portions of their earnings for owners’ personal use will be excluded from the model. In the first stage, we will use a Logit model to examine significant factors affecting MSMEs’ occurrence of default. Factors presumed to be default determinants are gross margin, inefficient operation, potential growth and cash flow from operation. Then, these findings are validated with an instantaneous hazard rate model. The hazard model is applied to evaluate the accuracy and validity of a bank’s internal rating system, with an additional role of providing effective and efficient monitoring tools. The hazard model gives another advantage of calculating the probability of default for the purpose of assessing the additional capital that is required by regulators.

In the next stage, we will confirm various relationships that cannot be explained by classical corporate finance theory. We will estimate the model to observe the impact of leverage and investment in MSMEs’ performance. Usually, an increase in leverage should respond positively to the increase in future operating cash flow (Ross, 1977; Ravid & Sarig, 1991; Shenoy & Koch, 1996). However, the increase in leverage is seen as a positive signal of the growth of future cash flows. Whenever the cash flow in the next period does not change or even decreases, the signal is not proven. If the firm were a public firm, its stock price would fall (Battacharya, 1979; Allen & Faulhaber, 1989).


Table 2

Bank financing to MSMEs in Indonesia, 2000–2011
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Note: Financing data are based on the economic sector and displayed in billion Rupiah. Data were gathered from the Indonesian Banking Statistics (SPI) published by Bank Indonesia (retrieved at URL: www.bi.go.id).


Then, to analyse why banks still intend to give new credit or credit extensions despite an MSME having total debts greater than its total assets, we will use the theory of debt overhang (Stiglitz & Weiss, 1981; Tirole, 2006) to explain this phenomenon. In addition, the factors of entrepreneurs (which are risk acceptance and obsession after a positive net present value [NPV] project), firm growth and financial distress will be analysed.

LITERATURE REVIEW

Micro, Small and Medium Enterprises (MSMEs)

There are several definitions of MSME businesses. Based on the Regulation of Ministry of Finance no. 571/KMK 03/2003, a small enterprise is a business that has a yearly gross revenue not more than Rp. 600 million. Based on Government Regulation no. 10/1999, a medium business is business with a net wealth ranging between Rp. 200 million to Rp. 10 billion. According to UU no. 20/2008, micro, small and medium enterprises are defined as in Table 3.


Table 3

Definition of micro, small and medium enterprises



	Category of business
	Net worth (excluded land and building used to business)
	Annual revenue



	Micro enterprise
	Maximum Rp. 50 million
	Maximum Rp. 300 million



	Small enterprise
	Rp. 50 million – Rp. 500 million
	Rp. 300 million – Rp. 2.50 billion



	Medium enterprise
	Rp. 500 million – Rp. 10 billion
	Rp. 2.50 billion – Rp. 50 billion




Note: The criteria of these nominal values could be changed in accordance with the economy’s development and would be regulated by President’s Decree.

In Indonesia, MSMEs have significant roles in the economy. Since the World Bank referred to 2005 as the International Microcredit Year, the microcredit sector in Indonesia has been skyrocketing. From total financing of Rp. 716,792 billion in July 2006, direct financing of MSMEs has accounted for at least Rp. 377,224 billion, except in channelling programs and credit cards (Bank Indonesia, 2007). Boosts in microfinance enable MSMEs to access external capital from microloans.

MSMEs have proven their resilience to crises. The simple form enables MSMEs to quickly alter their business terms based on the dynamics of the economy (Altman & Sabato, 2007; Srinivas, 2005). Resilience to crises was shown by the non-performing loan (NPL) indicator, where the NPL of corporate financing is higher compared with that of MSMEs (Bank Indonesia, 2007). At least two factors affect the resilience of MSMEs to market shocks. First, the business of MSMEs is more diversified, which leads to lower risk in an MSME’s financing portfolio. Second, profit margins of MSMEs are usually higher than corporate profit margins, implying a better repaying ability. Statistically, MSMEs proved to be able to survive during the Indonesian financial crisis of 1997–1998. During that time, many banks diverted their funding strategies from targeting the corporate segment to MSMEs (see Tables 1 and 2).

Table 1 summarises the credit channelling by MSMEs from Indonesian banks during 2000–2011 along with macroeconomic data such as inflation, exchange rate, and domestic loan rates as well as changes in subsidised oil prices. In 2005, many fundamental changes occurred in the market such as a doubling of the domestic fuel price, a high volatility of the exchange rate and high inflation. The changes of subsidised oil prices are highlighted because they indicate the increase in the overall fuel cost. That year was a difficult period for business activities, including banking. Despite this, the credit absorption capacity of MSME remains good and higher than the previous period, which was Rp. 354,908 billion (see Tables 1 and 2).

Factors Affecting an MSME’s Credit Risk

Debt overhang theory, credit rationing and credit risk

Debt overhang (or being over debt capacity) often serves as a rationale for banks to implement credit rationing (Stiglitz & Weiss, 1981). Firms experience debt overhang when they are unable to raise new financing for a profitable project (Tirole, 2006). This happens when future income and current fixed assets have been forfeited, and the firm cannot obtain “debt forgiveness” from existing creditors. Under this condition, a bank will not add credit, even if firms are willing to pay higher rates (Stiglitz & Weiss, 1981; Tirole, 2006). Moreover, an increase in leverage will be followed by default risk (Cai & Zhang, 2011; Dimitrov & Jain, 2008). Because they are limited in terms of adding new debt, firms with high leverage will have a reduced ability to take positive NPV investment projects in the future (Mura & Marchisa, 2010; Cai & Zhang, 2011). Thus, leverage will have a negative impact on future investment and growth (Aivazian, Ge, & Qiu, 2005). Further, Tirole (2006) explained that debt overhang occurs when firms cannot raise new debts for a profitable project if they have already committed future income linked to existing assets and if they cannot renegotiate some “debt forgiveness” or more generally “claim forgiveness” or “claim dilution” with initial investors/creditors.


Firm growth, investment and profitability

Along with pecking order theory, Lang, Ofek and Stulz (1996) found a negative relationship between leverage and growth in large and established manufacturing firms. Positive earnings growth will generate higher cash flows in the future. Because debt is the residual function of internal funds, having a larger cash flow available leads to a smaller portion of leverage needed for investment. On the other hand, debt is often used as an effective tool to reduce the moral hazard from managers in wasting free cash flow and overinvesting in risky projects. Therefore, leverage will obstruct a firm’s future growth (Lang et al., 1996). A firm’s ability to attain potential projects could be decreased (Mura & Marchisa, 2010). A negative cash flow relationship between leverage and investment was also found by Aivazian et al. (2005). The negative relationship is likely to emerge when managers lower leverage in anticipating future investment, and vice versa (Aivazian et al., 2005). In contrast, higher leverage will cause higher firm profitability. Managers are more controlled in utilising cash flow and choosing projects with positive NPV. Investment decisions by managers will be constrained by the availability of free cash flow, such as pre-commitment to pay principal and interest. As an addition, high leverage is also positively correlated with tax benefits and more cash flow available. However, the negative effect of leverage on growth disappears with the sophistication of the agency control mechanism (such as stock options) to convince external parties that the manager is working to maximise the firm’s value (Francis, Hasan, & Sharma, 2011).

Availability of operating cash flow

Operating cash flow is the measure of an entrepreneur’s ability and experience in managing a business. In financial management, it is renowned that “cash, not profits, is king”. This statement follows Keown, Martin, Petty and Scott (2005). Damodaran (2010) explains two reasons why cash flow is superior to accounting earnings in measuring a project’s return. First, accounting problems are related to the issue of operating expenses versus capital expenditures, noncash charges, and accrual versus cash revenue and expenses. Furthermore, Damodaran (2010) said that accounting earnings, especially at the equity level (net income), could be manipulated at least for individual periods through the use of creative accounting techniques. Second, cash flow is the answer to liquidity problems. Earnings cannot be used as a payment for goods and services delivered; all of them require cash. Operating cash flow provides various types of information, such as the availability of liquid funds for running a business, a firm’s ability to meet operational expenses, sufficient funds to repay liabilities and an internal fund’s adequacy in supporting business expansion. In addition, banks may use the increase in operating cash flow as a positive signal for a firm’s success in utilising financing funds.


Debt capacity, firm size and composition of assets

Fixed assets as a measure of firm size are associated with a firm’s capacity to generate revenue and cash flow. Naturally, creditors will analyse a firm’s asset composition to foresee their ability to repay debt in the future. When a firm has larger tangible fixed assets, they have more available assets to be collateralised. A firm’s debt capacity should be in accordance with a firm’s ability to generate cash flow and the availability of collateralised assets. Frequently, larger firms tend to be more diversified. Therefore, they are more resilient to the environmental dynamic risk, which affects their performance. This situation leads to larger firms being more difficult to bankrupt, even with high leverage. Myers and Majluf (1984) stated that greater intangible assets owned by firm could cause greater asymmetric information and a higher cost of equity, which encourages increased leverage. Unlike tangible assets, intangible assets do not have markets where investors or creditors could compare their prices. Their value is defined historically based on cost disbursed, which of course is undisclosed for the market. In this case, the debt ratio will be positively correlated with the proportion of fixed tangible assets (Shenoy & Koch, 1996). Instead, by selling secured debt, a firm can increase the value of equity by taking over the welfare of existing unsecured creditors (Myers & Majluf, 1984; Myers, 1984).

Leverage, default risk and financial constraints

An increase in leverage is often perceived as a positive signal that a firm is still growing and prospective. The profitability of a firm with high leverage will increase in the future as long as it runs a project with positive NPV. However, Cai and Zhang (2011) found that in several circumstances, returns from the project, after fulfilling any debt obligations, are lower than the hurdle rate asked by the investor. Furthermore, an increase in leverage will also be followed by default risk. A manager that is motivated to use debt will also be barred by financial constraints and debt capacity. In financially healthy firms, the increase in leverage is still compensated by the rise of the firm’s value (profitability), which is higher than the increase in the potential of financial distress and bankruptcy risk. On the other hand, in financially constrained firms (such as those in high default risk), the increase in leverage will positively affect a firm’s likelihood to default (Cai & Zhang, 2011) and negatively affect a firm’s return (Dimitrov & Jain, 2008). As an addition, high leverage in the present will potentially reduce a firm’s ability to take on prospective projects in the future (Mura & Marchisa, 2010). Debt usage is constrained by financial constraints such as financial distress, friction in accessing capital markets and the cost of bankruptcy risk. The larger the debt ratio, the greater the financial leverage, and firms are more sensitive to volatility of operating income (Cai & Zhang, 2011). Fazzari, Hubbard, Petersen, Blinder and Poterba (1988) provided evidence that a financing hierarchy is almost always present in firms that are identified as financially constrained firms. As leverage increases, debt capacity is reduced, and thus, the market will respond negatively to the increase of a firm’s default risk. The firm will face funding restrictions (Boyle & Guthrie, 2003; Gatchev, Pulvino, & Tarhan, 2010). Moreover, Boyle and Guthrie (2003) stated that investment timing would face capital market friction, which will restrict investment alternatives. Alti (2003) found that a small and young firm with high growth and a low dividend payment ratio tends to have higher investment sensitivity to cash flow. Young firms face the uncertainty of future growth, and this uncertainty will be answered along with cash flow realisation in which new information is provided.

METHODOLOGY

Data and Description of Variables

The data used in this study include the financial statements of MSMEs and ratings provided through internal rating systems. Financial statement data are available annually from 2003 to 2007. Ratings data were obtained on a monthly basis from January 2005 to December 2008. There are 2,172 sample firms. After treating for missing variables, an unbalanced panel of 5,501 observations from 2,172 firms and 4 years of a sample period remain for Logit model estimation. There are 100,317 observations available from unbalanced panel data from 2,172 firms and 47 months for hazard model estimation.

Based on the Decree of Directorate of Bank Indonesia no. 31/147/KEP/DIR/1998, there are five categories of ratings: the L (current), DPK (special mention), KL (substandard), D (doubtful) and M (loss). In this decree, Bank Indonesia stated that financing is considered defaulted when three conditions are met. First, when there is an unpaid sum in principal and/or interest and/or other charges for 90 days, even though the productive assets are not overdue. Second, when the payment of principal and/or interest and/or other charges is not met and the productive assets are overdue. Third, when conditions other than the principal and/or interest payment cannot be met. This definition is also stated in the regulation of Bank Indonesia no. 7/2/PBI/2005 about a bank’s asset quality, especially on article 34(2). The Basel committee on banking supervision (2004) categorised a credit as defaulted when (i) a bank takes the obligor as unable to pay the credit obligation in full term without legal action, such as confiscation, and (ii) when the obligor has passed 90 days from the past due loan. In this study, financing is categorised as defaulted when it is in the category of M (loss), although it occurred only once in the year. However, in practice, not all firms that fall into rating M are actually defaulted. It is likely that despite the firm currently being in category M, the ratings improve significantly in the next period.

In analysing the determinants of an MSME’s default, we utilise several variables taken from financial statements, which are the gross profit margin (GPM), the ratio of operating expenses to revenues (BOPO), operating cash flow (CASHFLOW), and a firm’s capacity (CAPACITY) and leverage (LEVERAGE). We prefer to use the gross profit margin as profitability measures compared with other accounting metrics such as ROA and ROE. In addition, the gross profit is an appropriate proxy for measuring a firm’s ability to obtain safety margins. Positive gross profit indicates that the firm is still worth maintaining. Therefore, despite being in default rating, as long as it has a positive gross profit, banks may restructure or extend the financing period. Meanwhile, the bank expects a firm’s operating performance to improve in the future, such as through a tight efficiency policy. In contrast, when gross profit is consistently negative over the last three years, the financing should be terminated immediately. Capital recovery should be made through the liquidation of collateral assets or from a guarantor.

Even if a firm’s gross profit is positive, it does not necessarily mean that the firm has a sufficient ability to pay. An adequate margin to restore the bank’s capital and sharing return depends on the firm’s efficiency in managing its business. In this study, the measure used is the BOPO, where a smaller BOPO indicates that a firm is more efficient. CASHFLOW is calculated as [EBIT + DEPR – TAX + DLWC]. EBIT is earnings before interest and tax expenses. It is also called operating income. DEPR is the sum of depreciation, amortisation and depletion expenses. TAX is calculated from the effective tax rate (tax payment divided by earnings before tax expenses) multiplied by EBIT. DLWC is the decrease in net working capital calculated as:
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where CA is current assets and CL is current liabilities.

To capture the variation in cash flow among different firm sizes and to avoid bias in the estimation model as well as minimise potential problems of heteroscedasticity, we will divide CASHFLOW by total assets.

The firm’s CAPACITY is calculated as the proportion of tangible fixed assets to total assets. This measure could reveal various significant explanations. First is the firm’s capacity to generate current income. Second is the firm’s ability to expand and scale up the business’ capacity in the future. Third is financing (debt) capacity. Along with an increasing number of collateralised fixed assets, a firm’s ability to obtain additional funds through financing will also increase. The bank as a creditor will measure the recovery rate of capital given based on the amount of tangible fixed assets that can be collateralised. Lastly, LEVERAGE is calculated as the ratio of total debts to total assets. This variable is used to control debt capacity as well as to observe the effect of leverage on a firm’s default risk. Long-term debt is a part of a firm’s strategy and lies within a strategic area. It is different with the short-term liabilities that usually arise spontaneously along with a firm’s operating activities. However, the sum of both will be total debts that must be paid by the firms and should be at least equal to the liquidation value of the firm’s assets. Table 4 summarises the variables used in this research.


Table 4

Definition of variables and measurement



	Variable
	Proxy
	Code
	Measurement



	Profitability
	Gross profit margin
	GPM
	[Revenue – cost of goods sold]/revenue



	Efficiency
	Ratio of operating expenses to revenue
	BOPO
	Operating expenses/revenue



	Liquidity (cash availability)
	Operating cash flow
	CASHFLOW
	[EBIT + depreciation, amortisation and depletion expenses – effective tax payment + decreasing in net working capital]/total assets



	Capacity
	Proportion of tangible fixed assets to total assets
	CAPACITY
	Tangible fixed assets/total assets



	Leverage
	Debt ratio
	LTDR
	Total debt/total assets




Model Specification

Logit regression model

This study employs Logit regression models to examine various determinants of default in MSME. Logit regression models are established through non-linear regression techniques categorised as Limited Dependent Variables Regressions (LDV). In this study, the dependent variable is the probability of default or no default. One should note that the dependent variable is an observed variable, allowing only the probability of 1 or 0. Because there are only two possible events, default (1) and no default (0), then the probability of the occurrence of default (or no default) follows a binomial distribution. By using metric variables as explanatory variables in this study, the Logit regression model specification can be written as follows:
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where logit(pi) is natural logarithm of the ratio between the probability that firm i experiences default (pi) and the probability that firm i does not experience default (1 – pi), where it is linearly related with f(Xi). Xi is a set of explanatory variables, which in this model are GPMi, BOPOi, CASHFLOWi, CAPACITYi and LEVERAGEi and can be written as follows:
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where b is constant and e is error terms that is distributed according to a standard logistic distribution (e ~ Logistic[0,1]).

By mathematical derivation, the following is obtained:
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Parameters in f(Xi) cannot be estimated using a least-squares method, as in a classical regression, because the Logit model is a non-linear model. To estimate the parameters in a Logit model, the maximum likelihood method is a better estimator than the least-squares method.

Reduced-form model

When an internal rating system is developed, hazard models as a type of reduced-form model can be used as an efficient monitoring tool. The transition rating model using the parameter hazard rate (λ) has improved over time. It is formulated from two theories: the probability theory (Markov chain) and survival analysis. Various studies have been conducted to improve the use of the hazard model, especially in the credit risk model, such as Aalen and Johansen (1978), Andersen, Hansen and Keiding (1991), Kavvathas (2000), Bangia, Diebold, Schuermann, Kronimus and Schagen (2002), Lando and Skodeberg (2002), and Jafry and Schuermann (2004). This model is divided into two categories: discrete time and continuous time. Essentially, the Markov chain framework assumes that the matrix transition is constant. In other research, Aalen and Johansen (1978) develop the hazard model by assuming that parameter λ is time invariant. This model follows a first-order Markov framework. A homogeneous-continuous time assumption is used to transform a matrix generator into a rating transition probability matrix. A matrix generator is built from the recapitulation of transition ratings during the observation period for each firm. This matrix is calculated as:
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where λij ⩾ 0 for i ≠ j and λii = – ∑j ≠ i λjj. Both conditions are necessary in order to ensure that the sum of a row in the generator matrix is one. This reveals that the rating transition is single stochastic, in which amount of firms migrating to another rating is equal to firms out of the origin rating. [image: art], where λij is the instantaneous hazard rate from state i to state j, Nij(T) is the sum of the total transition from state i to state j within period [0,T], and Yi(s) is the sum of firms on rating i at time s.

In this study, it is assumed that the rating transition follows an exponential distribution, which has a memory-loss property. Using a Laplace transformation, a transition matrix is generated as follows:
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Note that the transition probability pij(t) is for a quarter ahead. The transition probability for a year ahead where T = 4t could be calculated by replacing the data duration from quarterly to annually. Another method is by converting P(t) to P(T = 4t) without incorporating original data. Assuming that the transition probability is equal to [P1(t) = P2(t) = P3(t) = P4(t) = P(t)] and independent across years and quarters, P(T = 4t) is generated by multiplying the monthly transition probability of k-months, Pk(t), in one year (k = 1, 2, 3, 4), written as:
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The extension of the hazard rate model

The extension model is used to assess the determinants of the default rate. This model was developed by Loffler and Posch (2007). They introduced the model from the Poisson distribution and proved that Poisson is the valid approximation of the binomial case (see the Logit model in the section Model Specification). By assuming that the transition to default λi varies according to the set of explanatory variables through the relations, the following could result:
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The exponential function on the right side of the equation assures that the expectation of the instantaneous hazard rate toward the default value is always non-negative. The equation above can be rewritten as:
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ANALYSES AND DISCUSSION

Descriptive Statistics and Correlation Analysis

Table 4 shows the descriptive statistics for every firm’s profitability, efficiency, cash flow, capacity and debt usage (leverage) over the entire sample. The sample includes 2,172 firms with 5 years of data except for CASHFLOW (4 years of data were available). Table 5 implies that the data on each firm are highly varied, shown by a standard deviation that is similar to the average value. By using the ratio to define exogenous variables, we could reduce the variation among firms, although not entirely perfectly. Table 6 also indicates the presence of an extreme value for each variable by looking at the maximum values. However, the value is still reasonable and can be explained by observing the firm’s practice. For example, the value of BOPO is 1.603, which implies that general, administrative and operational expenses are equal to 1.603 times the firm’s revenue. Perhaps the firm’s revenue is very low in that year, but at the same time, operating expenses are very large. Similarly, the value of LEVERAGE is 1.866. Firm debt in terms of both operating and financing liabilities exceeds its total assets. This output indicates that the firm has experienced “debt overhang”. Debt overhang explains why a bank would not extend credit or grant a new credit even if the firm were willing to pay higher rates and why loan markets are personalised and clear through quantities, i.e., credit limits, as well as through prices, i.e., interest rates (Tirole, 2006).

Furthermore, we analyse the correlation of explanatory variables to detect multicollinearity. Table 6 shows the correlation between exogenous variables. All bivariate correlations are below 0.3 (absolute) except the correlation between GPM and BOPO (which is 0.686). As described in the introduction section, one of the characteristics of MSMEs is their flexibility and speed of adjustment to the market’s dynamics. In the case of corporations, the correlation between GPM and BOPO is usually low. It is harder for corporations to reduce (or increase) operating expenses when market demand falls (or rises). They have been operating at the most efficient level. Large capacity measured in terms of total fixed assets, total revenue or the number of employees causes a corporation to be more resistant to any changes in the market. Corporations tend to focus on their strategic planning and its implementation rather than paying attention to short-term dynamics of the environment. In contrast, MSMEs can easily add employees or perform subcontracts and outsource to meet the rising market demand. When the market is slow, MSMEs can easily reduce the operational burden, and in extreme conditions, MSMEs are easily able to change their core business. Given that the correlation between GPM and BOPO is under 0.75, these two variables can still be included in the regression model. Gujarati (2004) suggested a rule of thumb that if the pair-wise or zero-order correlation coefficient between two regressors is high, for example, more than 0.8, then multicollinearity is a serious problem. However, high zero-order correlations are a sufficient but not necessary condition for the existence of multicollinearity because it can exist even though the zero-order or simple correlations are comparatively low (for example, less than 0.50).

The Determinants of Default by MSMEs

The estimation result of the binary Logit regression model is shown in Table 7. The dependent variable used is the probability, given the current condition, that firm will default (or not) in the next year. This is a binary variable that takes a value of 1 when a firm defaults and 0 otherwise. Various numerical factors that are assumed to be the determinants of default are: GPM, BOPO, CASHFLOW, CAPACITY and LEVERAGE. Given that the correlation between GPM and BOPO is relatively high, 0.686 (see Table 6), a robustness test is performed to the model specification. The original model includes both variables (GPM and BOPO) because the correlation level is still below 0.75. To observe the multicollinearity effect, a regression is conducted on the two other models by inserting GPM and BOPO one by one. The results showed that robustness in the two models does not provide a significant impact on the overall estimation results. In addition to GPM and BOPO, all of the variables, namely CASHFLOW, CAPACITY and LEVERAGE, significantly affect the tendency of firms to default next year. As expected, GPM and BOPO are not major determinants of firms’ default. An entrepreneur’s persistence and flexibility in managing business enable an MSME to withstand the default risk, despite its gross profit margin being negative and the core business being inefficient.


Table 5

Descriptive statistics



	Variable
	GPM

	BOPO

	CASHFLOW

	CAPACITY

	LEVERAGE




	Measurement of distribution characteristics from 2,172 firms over December 2003–2007



	Observations
	7,669

	7,669

	5,501

	7,672

	7,672




	Mean
	0.174

	0.067

	0.219

	0.366

	0.269




	Median
	0.150

	0.046

	0.184

	0.358

	0.261




	Standard deviation
	0.108

	0.071

	0.218

	0.184

	0.159




	Skewness
	1.880

	4.385

	1.790

	0.269

	1.033




	Kurtosis
	6.669

	46.077

	8.573

	−0.314

	4.778




	Identification of extreme values appearance



	Minimum
	−0.518

	0.000

	−0.887

	0.000

	0.000




	Percentile 10th
	0.069

	0.014

	0.019

	0.126

	0.068




	Percentile 20th
	0.092

	0.021

	0.058

	0.202

	0.143




	Percentile 30th
	0.111

	0.028

	0.105

	0.260

	0.187




	Percentile 40th
	0.133

	0.037

	0.146

	0.309

	0.224




	Percentile 50th
	0.150

	0.046

	0.184

	0.358

	0.261




	Percentile 60th
	0.174

	0.057

	0.229

	0.407

	0.296




	Percentile 70th
	0.200

	0.074

	0.282

	0.460

	0.334




	Percentile 80th
	0.239

	0.098

	0.346

	0.523

	0.384




	Percentile 90th
	0.300

	0.141

	0.462

	0.616

	0.462




	Maximum
	1.000

	1.603

	2.163

	0.992

	1.866





Notes: The sample includes 2,172 MSMEs in Indonesia from December 2003 to 2007. Data are obtained from firms’ annual unaudited financial reports. The summary statistics are the values at the end of fiscal year 2007. MSME is defined as a firm with maximum total assets of Rp. 10 billion (see Government regulation no. 10/1999). GPM is the gross profit margin calculated as the gross profit divided by total revenue. BOPO is the ratio of operating expenses including general, administrative and operational expenses and divided by total revenue. CASHFLOW is the operating cash flow calculated as [EBITt + (depreciation, amortisation and depletion expenses)t – (effective tax rate × EBIT)t + (CA–CL)t–1 – (CA–CL)t] divided by total assets. CAPACITY is the firm’s capacity, calculated as the proportion of tangible fixed assets to total assets. LEVERAGE is defined as the ratio of total debts to total assets. Descriptive statistics for each variable are the average, median, standard deviation, skewness, kurtosis, minimum, maximum and percentage values.


Table 6

Correlation analysis between variables



	Variable
	GPM

	BOPO

	CASHFLOW

	CAPACITY

	LEVERAGE




	GPM
	1.000

	0.686

	0.078

	0.139

	−0.051




	BOPO
	0.686

	1.000

	−0.082

	0.024

	0.140




	CASHFLOW
	0.078

	−0.082

	1.000

	0.116

	0.074




	CAPACITY
	0.139

	0.024

	0.116

	1.000

	−0.252




	LEVERAGE
	−0.051

	0.140

	0.074

	−0.252

	1.000






Table 7 shows that CASHFLOW, CAPACITY and LEVERAGE positively and significantly affect the likelihood of a firm to default next year. Cash flow availability is required to ensure business sustainability, pay operating liabilities, purchase raw materials, increase business capacity or expand business into other areas. It is similar with CAPACITY. Firms should have a space to grow. Cash flow availability from operations must be supported by the adequacy of a fixed asset’s capacity, especially for expansion in the current business. When a firm’s capacity is limited, the cash flow generated might be an idle fund, which does not increase the firm’s profitability and ability to repay financing funds in the future. If a firm has larger tangible fixed assets, it has a wider capacity to use debt. At least, a firm has adequate assets as collateral that are ready to be liquidated when operating cash flow is insufficient to repay its liability to a bank. However, it is noteworthy that the greater the leverage, the greater the default risk faced by the firm. The firm will bear a high leverage cost, and when it exceeds the firm’s ability to generate earnings, it may push the firm to default.

Observing the direction of the regression coefficients, all coefficients from the three variables, namely CASHFLOW, CAPACITY and LEVERAGE, are positive. This implies that these variables positively influence a firm’s probability of default. In corporate finance theory, an increase in leverage will be followed by default risk (Dimitrov & Jain, 2008; Cai & Zhang, 2011). Furthermore, if a firm is financially healthy, an increase in leverage is offset by raising the firm’s value, which is higher than the increase in the probability of financial distress and bankruptcy risk. Otherwise, for financially constrained firms, an increase in leverage will be followed by a decrease in the stock price or firms’ return. Furthermore, high leverage in the present time could reduce a firm’s ability to take on prospective projects in the future (Mura & Marchisa, 2010).

Unlike CASHFLOW and CAPACITY, LEVERAGE should contribute positively to default. These two variables should have a negative effect on the probability of default. One of the possible explanations of this phenomenon is that MSMEs might be mistakenly using an unmatched financing method. Nevertheless, Table 7 shows that the results of the regressions vary among groups of total assets. T-test statistics on the difference of each coefficient variable are significant at 1%, except for CAPACITY (significant at 5%). This indicates that the determinants of risk and its behaviour differ for firms based on their asset size. Interestingly, bias in this behaviour is present for 3 medium asset groups, while the coefficient sign in the 2 smallest asset groups and 5 biggest asset groups follow the behaviour of the general sample. Bias in the coefficient sign occurred in the GPM, BOPO and LEVERAGE variables, while the remaining variables are the same.


Table 7

Determinants of the likelihood of default by MSMEs
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Notes: The Logit model specification used is logit(pi) = ln[pi/(1–pi)] = f(Xi) and pi = 1/(1+exp[−f(Xi)]), where f(Xi) = b0 + b1GPMi + b2BOPOi + b3CASHFLOWi + b4CAPACITYi + b5LEVERAGEi + ei. The model is estimated using Maximum Likelihood and Newton-Raphson methods. Quasi-Maximum Likelihood (QML) (Huber/White) is used to check the robustness of standard errors and covariance. The numbers of observations used are 5,500 from 2,044 firms and a 4-year sample period. For robustness, samples are grouped into 10 deciles based on total assets. Then, the model is re-estimated for each decile. The number in brackets shows standard error. *** indicates significance at 1%, ** indicates significance at 5% and * indicates significance at 10%. The goodness-of-fit tests used are the Likelihood Ratio (LR) test, Hosmer-Lemeshow (H-L) test, and Andrews test. H0 on the LR test stated that the model is not fit, while H0 on the H-L test and Andrews test stated that the model is fit.


Rating the Transition Behaviour of MSMEs

The second stage is to examine the rating transition behaviour. The hazard model assumes that firms within similar ratings would have identical behaviour and probability of rating transitions in the next period. Firms with similar ratings are categorised as one cohort. By assuming that their rating movement is not affected by their experience of rating movement in the past (i.e., the memory-loss property) and independent from one firm to another, the rating transition intensity rate Λ(t) is obtained as follows in Table 8. Table 8 (Panel A) explains the frequency of firms with each rating within a specified time. The number in each cell implies a firm’s transition from the original rating to the destination rating. For example, among 78.219 firms that were once rated as L, only 1 firm migrates to category M (loss). It also shows that none of the firms had actual defaults, as none of the firms migrated from M to NR. All of the firms that fall into the M rating remained in M or upgraded in the next period. Table 8 (Panel B) shows the average of quarterly rating transitions, revealing that the transitions did not occur instantly but shifted gradually from one rating to another, showing that no firm has an M rating except for those coming from a D rating.

In Table 8, the sum of a row should equal one to ensure the single stochastic condition on rating transition intensity. The number of firms migrating to another rating except the original rating should equal the number of firms coming from the initial rating. Based on historical data, we found that none of firms at rating L and DPK directly descended to rating M (default). Firms from these two ratings only downgraded to the nearest rating. This is different for firms that are already categorised as default (M). There is empirical evidence that they can experience an upgrade directly from M to L or DPK. From a risk management perspective, banks should focus on the downgrade behaviour. When a financing portfolio tends to downgrade, banks need to immediately evaluate and monitor their financing policies regardless of whether the rating downgrade is caused by an MSME’s business factors, extreme changes in market conditions, or weak selection and monitoring systems that banks applied.

By conducting a Laplace transformation on the matrix generator, we obtain the transition probability matrix as shown in Table 8 (Panel C). In contrast with Table 8 (Panel B), it was found that pL,M and pDPK,M are positive. However, the data show that no firms with rating L and DPK transitioned to M in the following month. This indicates that firms gradually shift from L and DPK into M in the quarter. For example, a firm that is rated as L dropped to DPK in the next month, plunged again to KL in the next month, and finally remains in M at the end of the quarter.


Table 8 (Panel C) also shows the nature of monotonous behaviour. It means that the probability of a firm with a rating L to stay in rating L is 0.929, while the probability of a firm with a rating L to migrate to the lower rating of DPK is 0.059, which is bigger than the probability of a firm with a rating L to move to ratings KL (0.006) and D (0.004). Overall, the further the rating, the smaller the probability of transition, for example: pL,L(0.929) > pL,DPK (0.059) > pL,KL (0.006) > pL,D (0.004) > pL,M (0.001). In addition, the probability of default is greater along with the decreased quality rating, i.e., pM,M(0.985) > pD,M (0.586) > pKL,M (0.342) > pDPK,M (0.042) > pL,M (0.001). This finding supports previous results from Kavvathas (2000), Bangia et al. (2002), Lando and Skodeberg (2002), and Jafry and Schuermann (2004).

To calculate the additional minimum capital that is required by regulators, one needs to measure the transition probability matrix of one year ahead. This matrix can be calculated by multiplying the transition probability matrix P(t) in Table 8 (Panel C) by itself 4 times. The probability of firms with a current rating i to default in the next year is shown in Table 8 (Panel D).

The Extension Model: Determinants of Default Rate Variation Across Time

In the Logit model, information about transition rates and the probability of movement in the next quarter is ignored. Likewise, in hazard models, the variety of information related to a firm’s performance and individual characteristics is also ignored. Therefore, in the extension model used, both the transition rate (λi) and various determinants of default (GPM, ROA, CASHFLOW, CAPACITY and LEVERAGE) are used together.

The estimation results of the model parameters in equation 9 are shown in Table 9. The findings in Table 9 are similar to those in Table 7. CASHFLOW, CAPACITY and LEVERAGE positively and significantly affect a firm’s transition rate from the “performing” category (i.e., L and DPK) to the “less performing” category (i.e., KL, D and M). GPM and BOPO positively and insignificantly contribute when included altogether in the model. Both significantly contribute when entered separately. Interestingly, both also positively affect the firm’s tendency toward default. When GPM and BOPO increase, the transition rate towards KL, D and M ratings is accelerated. These variables cannot be explained by general corporate finance theory but need to be inspected for each individual case, for example, in the case when the BOPO coefficient is positive. Positive operating cash flows are used to increase capacity. The increase in capacity is responded to negatively by revenue and positive operating expenses.


Based on Table 9, there are no variations of the coefficient signs of various asset groups except for 3 variables: GPM, BOPO and CASHFLOW. Nevertheless, Table 9 also shows significant differences in the coefficient values of the smallest and biggest assets except CAPACITY. It shows that despite the coefficient sign being the same, the impact of factors on a firm’s likelihood of default is based on the asset size.

The Impact of Leverage and Investment on an MSME’s Performance

Therefore, in order to explain the impact of leverage and investment on an MSME’s performance, the operating cash flow will be regressed on leverage, along with GPM, BOPO and CAPACITY. The estimation results of these parameters are shown in Table 10.

Table 10 supports prior findings. GPM has a positive and significant coefficient when separated from the BOPO. This indicates a positive relationship between them, which is gross profit and operating cash flow, and is in line with theory in finance. BOPO is also statistically negatively related to operating cash flow. Larger gross profit and smaller operating expenses lead to an increase in cash flow available from operating activities. Interestingly, the data show a negative impact of leverage (LEVERAGE) and investment (CAPACITY) in the prior period to the firm’s current performance (CASHFLOW). The increase in leverage is not accompanied by an increase in operating cash flow. In the context of signalling theory, an increase in leverage should respond positively to the increase in operating cash flow in the next period (Ross, 1977; Ravid & Sarig, 1991; Shenoy & Koch, 1996). However, the increase in leverage is seen as a positive signal of the growth in cash flows in the future. Whenever the cash flow in the next period does not change or even decreases, the signal is not proven. If the firm is a public firm, its stock price would fall (Battacharya, 1979; Allen & Faulhaber, 1989).

For a bank as a creditor, this condition should be a negative signal that an MSME is not efficient in managing its business. In addition, we found that current investment has a negative impact on firm’s performance. Supposedly, investment in fixed assets increases business capacity and ultimately increases a firm’s operating cash flow. When the impact is negative, it indicates that the firm is not prepared to increase its capacity. Increasing revenue insufficiently offsets additional operating expenses. As a result, this discrepancy will lower a firm’s profitability and availability of operating cash flow.


Table 8

Rating transition analysis

[image: art]

Notes: There are 100,317 data points from 2,172 firms in 48 months of observation. Left and right censoring is applied by adding “not rated” (NR). Panel A shows the frequency of the firms in each rating. Panel B shows the matrix generator (Λ). The spontaneous transition rate (λij) is calculated as the average of 16 quarters during the period January 2005 – December 2008. The instantaneous hazard rate from state i to state j, λij is defined as Nij(T)/(∫0TYi(s)ds) for i ≠ j and must be λij ≥ 0, where Nij(T) is the total sum of the transition from state i to state j within period [0, T], and Yi(s) means the sum of firms with rating i at time s. The λii is defined as −Σj ≠ iλij. These two conditions are necessary to ensure that sum of the numbers in a row is one. Panel C shows the probability matrix transition one quarter ahead. This matrix, P(t), is calculated using a Laplace transformation: P(t) = exp(Λt). Panel D shows the probability of default one year ahead, estimated by P(T)=[P(t)].4


Debt Overhang Hypothesis: New Debt and Future Investment Opportunities

To test the impact of debt overhang, we will examine how leverage change affects future investment (see also Cai & Zhang, 2011). In this paper, future investment will be measured by the investment rate and capital expenditure, while R&D expenditure is not used because none of the MSMEs has it. The investment rate is calculated as the percentage change in total assets. Capital expenditure is calculated as the ratio of delta fixed assets divided by total assets of the previous period. We also added a measure of investment, i.e., delta net working capital divided by the total assets of the previous period to examine the presumptions in Table 7 that the new debt is not used to finance investment but working capital. The three measures of future investment will be regressed on current leverage increase (DLEV) along with return on equity (ROE), GPM, BOPO, CAPACITY and CASHFLOW. However, ROE is often misunderstood when total equity and net income are both negative. To control these conditions, ROE is only calculated for MSMEs that have positive total equity.

Table 11 reveals several significant pieces of information. It shows that ROE affects future investment positively and significantly at 10%. This indicates an entrepreneur’s aggressiveness to invest as long as the business returns are positive. Interestingly, the GPM actually discourages future investment. The same response occurs when the MSME’s operation becomes more efficient. A firm does not use this moment to increase its business capacity, but instead, it restricts future investment on total assets (Regression 1), fixed assets (Regression 2) and working capital (Regression 3). The firm will increase future investment when the availability of operating cash flow is rising, but only in terms of the net working capital (Regression 3) and not fixed assets (Regression 2). This implies that the internal funds generated from operating activities tend to be used to expand the business scale and not to increase the business capacity. It is supported by the negative relationship between current installed capacity and future investment.


Table 9

Determinants of default rates across time and firms
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Note: This table shows the result of the estimation model: lnλi = b0 + b1GPMi + b2BOPOi + b3CASHFLOWi + b4CAPACITYi + b5LEVERAGEi + ei. The dependent variable is lnλi, where λi is an instantaneous hazard rate of default, which is taken from the average transition per quarter to KL, D and M in Table 7 [except λii is recalculated as Nij(T)/[∫0TYi(s)ds], where Nij(T) is the sum of the total transitions from state i to state j within period [0,T], and Yi(s) means the sum of firms with rating i at time s] and multiplied by 4. The model is estimated using OLS with White robust standard errors. The sample consists of 4,460 observations from 1,898 firms from December 2004 to December 2007. For robustness, the sample is grouped into 10 deciles based on debt usage. The numbers in parentheses indicate the standard errors. *** indicates significance at 1%, ** indicates significance at 5% and * indicates significance at 10%. Goodness of fit was tested using an F test and Ramsey RESET(1) test. H0 of the F test states that the coefficients of all variables included in the model simultaneously are zero. H0 of the Ramsey RESET(1) test states that the coefficients of the added variables are jointly zero.


Interestingly, current capacity and leverage negatively (and significantly) affect the future investment in fixed assets (Regressions 1 and 2). When installed fixed assets as well as current leverage are large, MSMEs tend to limit future investment. Higher leverage encourages MSMEs to reduce future investment, which is consistent with the findings in Table 7. One of the possible explanations for this is that when a firm’s leverage is high, the firm tends to be constrained in obtaining additional external funds (via financing facilities/credit) from creditors (Tirole, 2006) and the firm’s ability to take on favourable projects in the future decreases (Mura & Marchisa, 2010; Cai & Zhang, 2011). Firms invest solely in net working capital when their leverage is high (Regression 3). This indicates that banks tighten policy mechanisms to control MSMEs in using their funds. Firms should invest in order to optimise their unutilised capacity through working capital. The findings in Table 11 also support this argument, where BOPO positively affects future investment in working capital (Regression 3). This restriction is reasonably applied, as banks still consider that MSMEs are inexperienced in making appropriate capital spending policy. The firms invest in total assets when they operate inefficiently (higher BOPO) and unprofitably (lower gross margins). On the contrary, when firms operate efficiently and able to generate higher gross margin, they reduce future investment.

This result, which is a negative relationship between current leverage and future investment in fixed assets, can be explained by the “debt overhang” theory. Banks would restrict additional financing to MSME when a firm’s leverage is high. Banks consider that firms have reached their limit in terms of their ability to receive additional credit/financing. The additional credit/financing would only cause the firm’s financial distress. A firm’s ability to generate profit is not enough to offset the increasing financial expense and only increases the firm’s likelihood of default. This condition is revealed in a negative relationship between leverage change and future investment (Cai & Zhang, 2011).


Table 10

The impact of leverage and investment on firm performance
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Note: This table shows the estimation model: CASHFLOWi(t) = b0 + b1GPMi(t) + b2BOPOi(t) + b3CAPAClTYi(t–1) + b4LEVERAGEi(t–1) + ei(t). All variables use a similar definition as in section 3, except that GPM is weighted with total assets. The model is estimated using OLS with White robust standard errors. The amount of available cross-sectional data is 5,478 observations from 2,038 firms over 4 years (i.e., 2004–2007). The use of lagged variables causes 2,172 firms to be ineligible for inclusion in the dataset. The numbers in parentheses indicate the standard error. *** indicates significance at 1%, ** indicates significance at 5%, and * indicates significance at 10%. Goodness of fit is tested using an F test and Ramsey RESET (1) test. H0 of the F test states that the coefficients of all variables included in the model simultaneously are zero. H0 of the Ramsey RESET (1) test states that the coefficients of the added variables are jointly zero.


However, the findings in Table 11 show different results. The DLEV coefficient indicates a positive sign, although not significantly, in all three regressions. This means that an MSME has yet to experience debt overhang. Firms without financial constraints could easily access external funds from financial markets (i.e., bonds) or banks (i.e., credit) to finance investment in fixed assets (Regression 2) and net working capital (Regression 3). Thus, it can be concluded that although a bank implements restrictions on MSMEs in using their funds, banks do not apply “credit rationing” on MSMEs when they request additional funds to finance their investments. There are several reasons for a bank to retain typical firms and keep extending their funding, including the following: well-established relationship lending, an entrepreneur as a community leader as a bank’s liaison to the community, and that their characters are essentially good and credible. Obviously, this must be under strict supervision from the bank in order to ensure that the realisation of funding allocation is matched with their proposal being approved, either in the case of normal credit/financing or debt restructuring.

Leverage Effects: Debt Overhang, Financial Distress and Firm Growth

As discussed earlier, when leverage increases, debt capacity will be reduced, the market (investor) or bank will respond negatively to increasing default risk, and financially constrained firms will face even more restrictions in future financing (Boyle & Guthrie, 2003; Gatchev et al., 2010). This is called debt overhang (Tirole, 2006). Debt overhang theory predicts that firms with higher financial distress or those facing financial constraints tend to experience debt overhang (Cai & Zhang, 2011).

To examine this theory, we first sort and categorise the sample into 5 groups based on debt usage in capital structure (leverage) at the beginning of the year. Then, the samples in each group are ranked based on their measure of financial distress, which is firm’s tendency to fall into a default rating category (which are KL, D and M) during the year, and then the sample is divided into five sub-groups. Panel A in Table 12 shows the average value of debt change calculated for each sub-group. The results do not support the debt overhang theory, as shown in Table 11. In fact, we found a positive relationship between leverage level and debt change, which is stronger as an MSME faces financial difficulty in paying its obligations to the bank. For the unweighted method, in the smallest class of financial distress, the debt change difference between the highest and lowest leverage is 0.14 and significant at 1%. Interestingly, this difference is not linear with financial distress, and it even forms a curve pattern, in which the debt change difference is high when the financial distress faced by the firm is lowest and highest and low between two extreme points of financial distress, which are 0.12, 0.10, 0.12 and 0.13, and all are significant at 1%. Based on Panel A of Table 12, MSMEs experienced negative debt change when the current leverage was very low and positive when leverage was high. This indicates the positive behaviour of MSMEs that when leverage is low, they are motivated to pay off their debts. In contrast, when leverage is high and debt change is positive, it indicates two things. First, it indicates that an MSME is experiencing financial difficulties and it encourages the bank to inject new debt. Second, an MSME is focused on increasing its debt and utilising its leverage benefit. This second condition arises when business opportunities are abundant and the management is simultaneously in the best form in running the business and generating profit. Findings for the weighted method are almost the same, except with regard to the magnitude and curve pattern on the debt change differences between the highest and lowest leverage, which are 0.13, 0.07, 0.12, 0.10 and 0.10, where all are significant at 1%.

Panel B in Table 12 shows a positive relationship between leverage and firm growth. Firm growth is calculated as ROE multiplied by the retention rate, which is the portion of net income earned and reinvested in the current year. As young firms, all net income should be reinvested. However, many firms take out the net income for personal withdrawals. To control the personal withdrawal from internal funds, the sample includes only firms that reinvest all of their net income earned in the current year or for which the retention rate is 100%. The results support the findings in Panel A of Table 12 that a firm’s motivation to increase debt when leverage is high is driven by the firm’s focus on obtaining positive NPV projects and eventually increasing the firm’s profitability. Firm growth increases along with the increase in leverage and debt change. These findings also confirm that the debt overhang theory does not apply to MSMEs. In the unweighted method, the difference between the top and bottom groups of leverage levels tend to increase along with the increasing debt change, which are 0.04, 0.06, 0.08, 0.04 and 0.10 with a significance level of 5%, 1%, 1%, 10% and 1%, respectively. The same findings were also found in the weighted method except in terms of magnitude, the difference in the values of both groups, and their significance, namely 0.03, 0.05, 0.05, −0.00 and 0.05 with a significance of 10%, 5%, 1%, not significant and 5%, respectively.


Table 11

Relationship between leverage change and future investment



	Explanatory variables
	Y1 = investment rate

	Y2 = capital expenditure

	Y3 = delta net working capital




	DLEV
	0.03 (0.08)
	0.08 (0.07)
	0.01 (0.03)



	ROE
	0.12(0.07)*
	0.07 (0.04)*
	0.01 (0.02)*



	GPM
	−0.41(0.14)***
	−0.09 (0.09)**
	−0.19 (0.06)***



	BOPO
	0.65 (0.22)***
	0.14 (0.13)**
	0.27 (0.08)***



	CASHFLOW
	0.03 (0.06)
	−0.04 (0.03)
	0.13 (0.03)***



	CAPACITY
	−0.08 (0.04)*
	−0.00 (0.03)*
	−0.01 (0.02)*



	LEVERAGE
	−0.17 (0.05)***
	−0.10 (0.03)***
	0.07 (0.03)**



	Constant
	0.23 (0.03)***
	0.09 (0.02)***
	0.03 (0.01)**



	F-statistic
	4.74***
	2.41**
	10.40***



	Ramsey RESET statistic
	6.55**
	3.15*
	0.12




Note: Debt overhang appears when there is a negative impact of debt change and future investment activities. Future investment is measured with three measures: investment rate, capital expenditure and delta net working capital. The investment rate is calculated as the percentage of total asset change in the current year. Capital expenditure and investment on working capital are weighted with total assets. The remainder of the variables use similar definitions as in section 3, except GPM, which is weighted with total assets. The model is estimated using OLS with White robust standard errors. The amount of available cross-sectional data is 3,450 observations from 1,615 firms over 4 years (i.e., 2004–2007). The use of lagged variables causes 2,172 firms to be ineligible for inclusion in the dataset. The numbers in parentheses indicate the standard error. *** indicates significance at 1%, ** indicates significance at 5%, and * indicates significance at 10%. Goodness of fit is tested is using an F test and Ramsey RESET(1) test. H0 of the F test states that the coefficient of all variables included in the model simultaneously are zero. H0 of the Ramsey RESET(1) test states that the coefficients of the added variables are jointly zero.

Findings in Panels A and B of Table 12 are also supported by Panel C of Table 12. Firm growth is sorted by the leverage level and internal funds provided from business operations. The results showed that firm growth increases with leverage and operating cash flow. In this context, an increase in leverage responded positively to the increase in cash flow, and this increase in cash flow is used effectively to enhance firm growth. That is the reason why MSMEs continue to increase their debt (the results are shown in Panel B) even though their debt accumulates rapidly. The differences in firm growth between the top and bottom groups of leverage are negative when operating cash flow is very low. Note that high leverage leads to large financial costs, lower operating cash flow would cause firm’s capital to be eroded, and accumulated internal funds are used to finance the operating expenses and financial costs, ultimately decreasing firm growth. The differences in firm growth between the top and bottom groups of leverage in the smallest group of internal funds is −0.02 and not significant for the unweighted method and −0.04 and significant at 5% for the weighted method.


Table 12

Leverage effects on debt overhang, financial distress and firm growth
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Note: The data consist of observations of 1,615 firms over 4 years (i.e., 2004–2007). Leverage is calculated as the ratio of debt to total assets. Financial distress is calculated as the total firms having financial problems in paying debt to bank each month for a year. The difficulties in payment are stated with ratings KL, D and M. Debt change as the measure of debt overhang is calculated as the percentage of debt changes in the current year. Firm growth (g) is calculated as g = ROE × retention rate. Refer to the MSME’s characteristics; the sample used includes firms that reinvested all of their net income. Internal funds are calculated from operating cash flow weighted by total assets. Debt capacity is measured using the proportion of collateralised assets (tangible fixed assets) to total assets. First, the sample is ranked based on the leverage level and grouped into five groups at the beginning of the year. Then, for each leverage group, the sample is ranked and grouped into five sub-groups based on financial distress (Panel A), debt change (Panel B), internal funds (Panel C), and debt capacity (Panel D). For each sub-group, the average debt change is calculated based on the availability of observations and may differ for each measure. T-test statistics are shown in parentheses; ***, ** and * indicate significance at 1%, 5% and 10%, respectively.


Panel D of Table 12 confirms the relationship between leverage, debt overhang and debt capacity. The results showed that debt change increases along with the leverage level (consistent with Panel A) and the amount of debt capacity. In each group of leverage, debt change is positively related to debt capacity. As in Panel A, the relationship between leverage, debt overhang and debt capacity is not linear. Debt change is high when debt capacity is lowest (which is 0.14 for the unweighted method and 0.13 for the weighted method, and both are significant at 1%) or highest (which is 0.14 for the unweighted method and 0.10 for weighted method, and both are significant at 1%) and decreases when between the highest and lowest debt capacity.

CONCLUSIONS AND MANAGERIAL IMPLICATIONS

As a model selection and monitoring system, the accuracy of the Logit and hazard rate models strongly depends on the validity and reliability of internal rating systems. As we discussed, MSMEs’ financial statements are unaudited, and their information is presumed to be opaque. Therefore, we should take care when taking any information from their financial statements, for example, when choosing earnings: gross profit, EBIT or net income. In this case, we should use gross profit or EBIT. First, these measures refer to a firm’s core business. Second, financial manipulation is more difficult to perform. If it is performed, a bank could detect it easily. Third, even with the simplest form of accounting, these measures are easily obtained. Fourth, the values of these measures do not usually fluctuate across time and among peer groups. If gross profit or EBIT in some firms deviate too much from their peer groups, it could be presumed that fraudulence is present in financial reporting unless special events occur, such as a large expansion in fixed assets. Similar to gross profit and EBIT, banks can optimise information on working capital, short-term operating liabilities and tangible-fixed assets.

From the Logit model, a bank may use profitability measures (i.e., gross profit margin), operation efficiency (i.e., the ratio of operating expenses to revenue), operating cash flow, a firm’s capacity (i.e., portion of tangible-fixed assets to total assets) and leverage (i.e., ratio of total debts to total assets) as a predictor of MSMEs’ default a year ahead. Various robustness models have shown consistent results. In fact, the findings of the models complement each other. These findings also indicate that the internal rating system in banks truly reflect MSMEs’ financial conditions.

In managing businesses, entrepreneurs’ inability to deal with greater capacity will lead to a situation in which investment in tangible fixed assets is insufficient in order to significantly increase the operating cash flow. Moreover, rising business capacity only increases operating expenses and financial cost and cannot increase revenue significantly, which will lead to decreased firm profitability. Naturally, it may occur when a firm is owned and managed solely by an entrepreneur. The firm’s organisational structure, internal control, and delegation of tasks and responsibilities have not been well established. An increase in production capacity should be followed positively by an increased intensity of marketing and sales activities. Because every management function such as finance, marketing, production, etc. is conducted independently, boosting a firm’s sales is limited. The focus of entrepreneurs becomes fragmented. At the same time, they should pursue targets in sales, production and profit margins to provide sufficient funds to repay their obligations. These situations are presumed to be major factors causing firms to be unable to optimise their additional capacity to increase earnings.

Lastly, there is also a negative impact of capital structure policies (debt ratio) and investment (firm capacity) in the prior period to current firm performance (operating cash flow). In signalling theory, the increase in leverage should respond positively to the increase in future operating cash flow. The increase in leverage is often regarded as a positive signal of future firm performance. In the case of public firms, their stock prices would fall when this signal is not proven. For a bank as a creditor, this condition should be a negative signal that an MSME is not efficient in managing its business. Supposedly, investment in fixed assets could increase a firm’s business capacity and will eventually increase operating cash flow. Because the effect is negative, firms are not ready to receive additional capacity. Additional operating expenses and financial costs generated are not fully offset by a significant increase in revenue. As a result, the gap will only lower a firm’s profitability and the availability of operating cash flows.
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ABSTRACT

The stock market can reflect the economy of a country. The movement of the stock market index may imply the economic condition in general. The 1997 Asian Financial Crisis and the 2008 Global Economic Crisis are examples of share depressions that impacted countries’ inflation, unemployment rates and gross national product (GNP). This study investigates how oil and gold prices impact the stock exchange using a linear vector error correction model (VECM) and a Markov switching vector error correction model (MS-VECM). The results show that oil and gold prices affect the stock market returns for the four selected countries, namely Malaysia, Singapore, Thailand and Indonesia. The MS-VECM is able to capture every change in the transition probabilities of the financial time series data and is more reliable than the linear VECM for examining the effect of oil and gold prices on the stock market.

Keywords: vector error correction model, Markov switching model, stock market, oil price, gold price

INTRODUCTION

A stock market is a public entity and is an important component of the capital market that is used to execute various functions and services for investors and for the trading of companies. A stock market is also an investment intermediary that facilitates the economic and industrial development of a country. Oil, which is the most important limited resource, and gold, a common precious metal for jewellery and a popular investment commodity, are also included in this study to examine their effect on stock market changes.

Historical evidence shows that an increase in oil prices leads to higher taxes and therefore causes a decline in economic activities, thereby having a detrimental effect on the stock market. Jones and Kaul (1996) revealed that oil price has a significant negative effect on the stock markets of the United States, the United Kingdom, Japan and Canada during the post war period.

In addition, Papapetrou (2001), and Basher and Sadorsky (2006) verified the importance of oil prices on changes in the stock market because higher production costs dampen cash flows. This effect may indirectly cause a decline in stock prices because an increase in oil prices is always related to inflationary pressures. These pressures, in turn, may have a detrimental effect by causing an increase in interest rates due to the control of the central bank. The growth of interest rates then leads to a fall in the stock market because higher interest rates make bonds look more attractive than stocks. In addition, although oil producers earn more money when the oil price is higher, more companies worldwide consume oil than produce oil; thus, a negative relationship is reported between oil prices and the stock market index.

Gold is a popular investment commodity. Gold is also included in this paper to capture its effect on stock market returns in Malaysia, Singapore, Thailand and Indonesia. The linear vector error correction model (VECM) and the Markov switching vector error correction model (MS-VECM) are applied to examine the financial relationship between these variables. The performance of the VECM and the MS-VECM are compared so that the greatest significance and the most reliable outputs are obtained. Researchers such as Hache and Lantz (2011), Bilgili, Tuluce and Dogan (2012), and Miao, Wu and Su (2013) encounter problems such as structural changes, missing data and jumps or breaks when analysing financial data. Thus, a linear statistical method and a regime switching model are applied in this study to capture the transition of time series.

Applying the linear and regime switching models, this study seeks to investigate the relationship between three variables, as mentioned above: stock market returns, oil price and gold price. We focus the analyses on four countries, namely Indonesia, Malaysia, Singapore and Thailand. Comparing the results from these two models, our results reveal that the oil price has a negative impact on the stock market while the gold price has a positive relationship with changes in the stock market.

This study contributes to the literature on stock market analyses in two ways. First, our results provide an understanding of the dynamic effects of oil and gold prices on the stock exchange in four emerging markets by considering the impacts of the financial crisis. The regime switching model enables a more accurate interpretation of the impacts of financial crisis shocks on the stock exchange. Second, a comparison of the results from both the linear and the regime switching models provides robustness evaluations of the results obtained.


LINEAR VECM AND MARKOV SWITCHING VECM

The stationary linear combination with integrated order zero is known as cointegrated. Cointegrating relationships between variables are always shown in macroeconomic time series models because the profit of firms should be proportional to the investment in a long-run equilibrium as documented in the theory of competitive markets. Thus, the VECM and MS-VECM, which are able to estimate the cointegrated structure variable and capture the long-run relationship of the variables in the financial model, are proposed to capture the transition of the time series in the model (Lütkepohl & Kratzig, 2004; Lütkepohl 2005).

Although the VECM is an alternative to the vector autoregression (VAR) model for estimating cointegrating relationships with the first-differenced variables and the error correction term to be estimated, it has its limitations: for example, variance and covariance in the VECM are assumed to be constant, and this might influence the reliability of the result. In addition, the VECM has similar characteristics to the VAR model. It is sensitive to the presence of autocorrelation when choosing the number of lags in the model. Thus, the MS-VECM is included in this paper to compare the performances between the models so that the most reliable, valid and significant findings are obtained.

The simple VECM with one integrated order, I(1), is written as


[image: art]

where Δyt is a (M × 1) vector of differenced variable, v(st) is an unobservable regime indicator variable; st ∈ {1,…,N}; α(st) is a (M × r) matrix of adjustment parameters; β is the (M × r) matrix of long-run parameters (cointegrating vectors) with one period lags; εt is error term and the error covariance matrix is assumed to be constant (M = number of variables, r = number of parameters).

The intercept, v, is a function with the underlying state mentioned as follows:
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and it can be decomposed into
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where α⊥′α = 0, β⊥′β = 0 when α⊥ and β⊥ are M × (M – r) matrices. δ(st) is (M – r) lineraly independent but state dependent drift and μ(st) is mean of regime indicator. If each regime is characterised by a particular attractor in the system, the process can be written as:
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If the changes in v(st) are due to a small number of deterministic shifts, which is a common approach in the empirical modelling of financial time series, then it can be captured by including a set of dummy variables in the model. If regime switching is stochastic rather than deterministic, this may provide a biased or inefficient result.

In the MS-VECM framework, the MS-VECM model allows the shocks to each variable in the model to affect the transition probabilities of the phase shifting. The model also accounts for temporary periods that diverge from the long-run relationship. Thus, the MS-VECM plays an important role in capturing the long-run properties of the system.

Moreover, the MS-VECM model proposed by Krolzig (1997) acts as an error correction mechanism in each disequilibrium regime because the regimes are generated by a stationary, irreducible Markov chain. Errors arising from regime shifts can be corrected towards the stationary distribution of the regimes by the MS-VECM.


The transition probabilities, pij (i and j is number of regimes) for the two regime generating process with [image: art] can be summarised in the following matrix:
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If 0 < r <n is the cointegration relationship among variables, ∏(1) is a reduced rank, r, and can be expressed as a two (m x r) matrices product and ∏(1) = αβ′, where β′yt is a cointegrating vector that is a stationary linear combination of the I(1) variables and α is the factor loading matrix. The unobserved state of ξ with I(st = i) = 1 is st = i and zero otherwise. The system can be presented by the following matrix:
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The MS-VECM equation can be denoted as Δyt = Nξt + ∏* (L) Δyt–1 + αzt–1 + εt, where N = [v1  v2], ξt is parameter, Π* (L) is predicted likelihood parameter, zt = β′yt and εt is error term.

The density vectors of the observed time series vector yt conditional on past information, Yt–1 and ξt, are:
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where λ is the parameter vector in the regime. Conditional on the cointegration matrix, the likelihood function model is:
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where the parameter vector θ consists of the parameter vector λ and ρ is the parameter vector. The Expectation-Maximisation (EM) algorithm is also used to estimate the MS-VECM, including the log-likelihood results.

In VECM analysis, a stationary test is vital as a pre-test before implementing the statistical model, VECM. The stationary tests, the Augmented Dickey Fuller (ADF) and Kwiatkowski-Philips-Schmidt-Shin (KPSS) tests, are applied before conducting the analysis. If the variables in the system are non-stationary, we need to transform the series to a stationary series through a differencing process. It is then concluded that the series have a unit root in the system and ordinary regression analyses are not suitable to estimate the relationships between the set of variables in the system. In this case, the VECM is applied to analyse the relationships between variables; the variables are also known as cointegration variables. This study involves 5 steps of analysis before VECM is applied.

The first step of the research design is to undergo a stationary test; the second step is to decide the number of variables in the model; the third step is to transform the data to log form and the fourth step is to decide the number for the lag length. Although there are many approaches that are able to model the VECM, such as determining the number of lags in the error correction term, but they generally follow the same order as the VAR.

The next step is to decide whether we want to include deterministic terms such as dummies, trends and seasonal terms in the model. This step is important prior to starting to model the financial relationship using VECM because deterministic terms may have some properties of the variables. These modelling strategies are same with the MS-VECM; they have been involved in the stationary test, the cointegration test and finally employed in the MS-VECM to capture the oil and gold price effects on the stock market index.


MODEL COMPARISONS

Several information criterion tests are used in this paper to compare the estimates from the linear VECM and the MS-VECM for the oil and gold price effects on stock market behaviour. The Akaike Information Criterion (AIC) Test, the Schwarz Information Criterion (SC) Test, the Hannan-Quinn Information Criterion (HQ) Test and the Log-likelihood Ratio Test are applied to determine the best statistical model for capturing the time series data.

The formulae of the information tests are:

AIC = 2p – 2log(L)

SC = pln(n)-2log(L)

HQ = 2plnln(n)-2ln(L).

Likelihood ratio test: D = 2ln(L1) – 2ln(L0)

where p represents the number of parameters, n is the number of observations and L is the maximised likelihood value.

The AIC test is applied because it is a goodness of fit test for the estimated statistical model. Moreover, the AIC test is a powerful tool for asymptotically estimating the higher lag structure of the time series model. The SC test is a measurement test for model selection to estimate the efficiency of the parametric model, and the HQ test consistently estimates the order of the financial model. In addition, the log-likelihood test is also used in this study to compare the model performance of the linear VECM and the MS-VECM in the data fit.

RESULTS AND DISCUSSION

The monthly index data is obtained from DATASTREAM (Thomson Reuters. Boston, USA). The data range is from December 1989 until May 2012, which provides a total of 270 observations. The dataset are transformed into natural logs to linearise the system or to simplify the data analysis due to the independent properties of units. Moreover, the computed outputs may have many decimal places; therefore, natural logs are taken in the data to avoid cutting off the last few decimal places and thus obtain a more significant result.

Figure 1 shows the plot for oil price (OP), gold price (GP), the Malaysia stock market index (KLCI), the Singapore stock market index (STI), the Thailand stock market index (SETI) and the Indonesia stock market index (JCI) in log form. From the plots, we observed that the series fluctuate and may not be stationary. These series are subject to structural changes and regime shifts.

Figure 2 shows the plots after the series are transformed through a first differencing process. The ADF test and KPSS test assure the stationarity of these series.

In the next step, cointegration tests are applied to examine the cointegrating relationships among the variables OP, GP, KLCI, STI, SETI and JCI.
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Figure 1. All variables in the financial model
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Figure 2. All variables after taking the first differencing process



The Johansen Trace Test and the Johansen Maximum Eigenvalue Test are used to determine the cointegrating rank in the financial time series model. The cointegrating rank is important for normalising the cointegrating coefficients to require a suitable order of variables in the model and to avoid distorted results.

Moreover, the MacKinnon, Haug and Michelis (1999) p-value is used in the Johansen Trace Test and the Johansen Maximum Eigenvalue Test. Results have shown that, at most, one cointegrated vector existed in the model because the trace statistic values and the maximum-eigen statistic values are greater than the 0.05 critical values. In addition, the p-values of the trace test and the maximum eigenvalue test in the hypothesis testing on at most one cointegrating equation are less than 0.05; thus, it can be concluded that there are two cointegrating relationships between the variables in the financial model at a 95% significant level.

Although the Johansen test (Table 1) has proven that two cointegrating relationships exist between the parameters, it does not explain which variables are cointegrated. Thus, a further estimation of the variables in the model is reviewed. The submodels are partitioned according to the commodity price because this study focuses on how the commodity price has affected stock market growth.


Table 1

Johansen test outputs



	Series
	Hypothesis on no. of CE

	Eigenvalue

	Trace statistic

	Maximum-Eigen statistic




	OP, GP, KLCI, STI, SETI and JCI
	None

	0.199733

	136.2312*

	58.59890*




	At most 1

	0.146872

	77.63227*

	41.77642*




	At most 2

	0.077311

	35.85586

	21.16182




	At most 3

	0.040511

	14.69403

	10.87633




	At most 4

	0.013663

	3.817706

	3.618207




	At most 5

	0.000758

	0.199500

	0.199500







	
	0.05 critical value




	
	None

	At most1

	At most2

	At most3

	At most4

	At most5




	Trace statistic
	83.93712

	60.06141

	40.17493

	24.27596

	12.32090

	4.129906




	Maximum-Eigen statistic
	36.63019

	30.43961

	24.15921

	17.79730

	11.22480

	4.129906





Notes: * denotes rejection of the hypothesis at the 0.05 level.

CE – cointegrating equation.

The lag order for the tests shown in Table 2 is selected based on the results of the VAR lag order information criterion selection test. Because the GP and STI, GP and SETI, and GO and JCI series rejected the null hypothesis at a 95% significance level, there are two cointegrating relationships existing between these series.

GP with STI, GP with SETI, and GP with JCI rejected the null hypothesis. Therefore, these variables are tested again using r = 1, recording that these series rejected the null hypothesis when one cointegrating relationship existed in the system. Furthermore, the results have shown that the relationship between GP and JCI rejected the null hypothesis when r = 1. Thus, we concluded that GP and JCI are cointegrated. Changes in the gold price impact changes in Indonesia’s stock market. Therefore, the two regime mean adjusted heteroskedasticity of the Markov switching vector error correction model in the first autoregressive order [MSMH(2)-VECM(1)] is used in this study.


Table 2

Johansen cointegration tests of OP, KLCI, STI, SETI and JCI



	Series
	Hypothesis on no. of CE

	Eigenvalue

	Trace statistic

	Maximum-Eigen statistic




	OP and KLCI
	None

	0.032731

	8.858093

	8.852114




	At most 1

	2.25E-05

	0.005979

	0.005979




	OP and STI
	None

	0.059475

	16.37170

	16.37161




	At most 1

	3.26E-07

	8.71E-05

	8.71E-05




	OP and SETI
	None

	0.011707

	3.334527

	3.144317




	At most 1

	0.000712

	0.190210

	0.190210




	OP and JCI
	None

	0.022854

	6.253878

	6.172930




	At most 1

	0.000303

	0.080949

	0.080949




	GP and KLCI
	None

	0.030955

	11.18557

	8.364224




	At most 1

	0.010550

	2.821341

	2.821341




	GP and STI
	None

	0.038943

	12.60890*

	10.4863




	At most 1

	0.008008

	2.122505

	2.122505




	GP and SETI
	None

	0.108765

	31.45933*

	29.36256*




	At most 1

	0.008189

	2.096769

	2.096769




	GP and JCI
	None

	0.051384

	21.29932*

	14.08453*




	At most 1

	0.026660

	7.214790*

	7.214790*







	 
	0.05 critical value




	None

	At most 1




	Trace statistic
	12.32090

	4.129906




	Maximum-Eigen statistic
	11.22480

	4.129906





Notes: * denotes rejection of the hypothesis at the 0.05 level.

CE – cointegrating equation.

Figure 1 shows that all variables in the financial model experience structural change and exhibit non-stationary properties. Therefore, the mean adjusted MS-VECM model is used to capture the transition of the series. The reasons for choosing the mean varying factor is that the mean value can be adjusted to a new level after a translation from one state to another. Thus, the mean adjustment of MS-VECM is selected to explain the relationship of the financial model. The results are shown in the following table.

The likelihood ratio test of the Markov switching-mean-heteroskedasticity (MSMH)-VECM is χ2(27) = 362.1067, indicating that the model has no misspecification problem. The first regime (st = 1) in MSMH(2)-VECM(1) represented the recession state, and the second regime (st = 2) represented the growth state. The regimes are classified based on the accumulation of the decreasing periods of the oil price, the gold price and the stock index in the first regime and the increasing periods of the oil price, the gold price and the stock index in the second regime.

OP and GP in MSMH(2)-VECM(1) reported positive coefficients in both regimes. This result indicated that the oil price is increasing during the recessionary periods of these four countries’ stock markets. The same conclusion is reported in the study of Sauter and Awerbuch (2003). The gold price presented a higher increasing rate on regime 2. Moreover, although the demand for gold increased in the recessionary period, there is greater demand for gold during the growth period.

All of the variables in the MSMH-VECM reported high volatility and a positive mean in regimes 1 and 2. Thus, it can be concluded that these findings are reliable and significant because these results is closer to the mean.

The transition probabilities of the MSMH(2)-VECM(1) are:


[image: art]

which means that the transition probability from state 1 to state 2 is 0.2770 and from state 2 to state 1 is 0.1186. Regime 2 has higher probability than regime 1. According to Table 3, regime 2 is more prevalent than regime 1 in this case. Moreover, 70% of the time series data are reported in regime 2, which also supports that regime 2 is the dominant state in the model and represents an asymmetric business cycle.

The first panel in Figure 3 is sketched to explain how the inferred regime probabilities switched into the mean growth rate, while the second panel is sketched based on the filtered and smoothed probabilities of regime 1. The third panel shows the filtered and smoothed probabilities of regime 2. The filtered and smoothed probabilities present the optimal inference for the turning point and the state during the recession and growth states.


Table 3

MSMH(2)-VECM(1) outputs

[image: art]

Note: * indicates that the p-value is significant at the 5% level.
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Figure 3. MSMH(2)-VECM(1) probabilities sketched




The smoothed and filtered probabilities in MSMH(2)-VECM(1) exhibit many structural changes during the period from December 1989 until May 2012. Long recessionary periods, including July 1997 until January 1999 and April 1999 until June 2000, are detected when estimating the MSMH-VECM. The short depression periods included February 1990 until May 1990, July 1990 until February 1991, December 1993 until January 1994, March 2001 until September 2001, October 2002, September 2008 until October 2008 and March 2009 until May 2009; these are also presented in the output of MSMH(2)-VECM(1) in the analysis of the relationship model for OP, GP, KLCI, STI, SETI and JCI. This result indicates that MSMH(2)-VECM(1) is able to capture every change in the data series whether it is a short period or a long period shift.

MS-VECM is able to capture every single change of the transition probabilities, but linear VECM is only able to capture a large-scale change in the transition probabilities by providing the R-squared and standard error statistics: this is the advantage of MS-VECM. The regime classification of the transition probabilities and the accuracy of the periods on that regime are shown in Table 4.


Table 4

Regime classifications



	Regime 1
	Regime 2



	1990:2 – 1990:5 [0.9844]
	1990:6 – 1990:7 [0.9254]



	1990:8 – 1990:10 [0.9955]
	1990:11 – 1990:12 [0.8598]



	1991:1 – 1991:3 [0.8329]
	1991:4 – 1993:11 [0.9804]



	1993:12 – 994:1 [0.9752]
	1994:2 – 1997:6 [0.9844]



	1997:7 – 1998:2 [0.9694]
	1998:3 – 1998:3 [0.7122]



	1998:4 – 1998:12 [0.9990]
	1999:1 – 1999:2 [0.8445]



	1999:3 – 2000:2 [0.9778]
	2000:3 – 2000:3 [0.5224]



	2000:4 – 2000:6 [0.9901]
	2000:7 – 2001:2 [0.9696]



	2001:3 – 2001:5 [0.9778]
	2001:6 – 2001:6 [0.8080]



	2001:7 – 2001:9 [0.8729]
	2001:10 – 2002:3 [0.9914]



	2002:4 – 2002:5 [0.7668]
	2002:6 – 2002:8 [0.9821]



	2002:9 – 2002:11 [0.7751]
	2002:12 – 2004:5 [0.9806]



	2004:6 – 2004:6 [0.9999]
	2004:7 – 2004:10 [0.9934]



	2004:11 – 2004:12 [0.8439]
	2005:1 – 2005:6 [0.9852]



	2005:7 – 2005:8 [0.9999]
	2005:9 – 2007:8 [0.9696]



	2007:9 – 2007:10 [0.9928]
	2007:11 – 2007:12 [0.9259]



	2008:1 – 2008:3 [0.8768]
	2008:4 – 2008:7 [0.9346]



	2008:8 – 2008:11 [0.9917]
	2008:12 – 2008:12 [0.5301]



	2009:1 – 2009:5 [0.9026]
	2009:6 – 2010:6 [0.9730]



	2010:7 – 2010:7 [1.0000]
	2010:8 – 2011:7 [0.9722]



	2011:8 – 2011:9 [0.9198]
	2011:10 – 2011:11 [0.8846]



	2011:12 – 2012:1 [0.9908]
	2012:2 – 2012:5 [0.9368]





The results in Figure 4 show that the two regime MS-VECM model is suitable for estimating the variables in the financial relationship model because the fitted and 1-step predicted probabilities for all variables in the system fit to the mean. Based on the outputs in table 3, the signs of the coefficients are summarised, where ↑ means positive or increase, ↓ means negative or decrease and the stocks refer to all four countries’ stock markets. The findings of the examined financial model can be summarised in Table 5.
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Figure 4. MSMH(2)-VECM(1) fit




Table 5

Analysis of the changes in the data series using MSMH(2)– VECM(1)



	Regime 1

	OPt ↓

	    
	GPt ↓

	Stockt ↓

	Recession state




	Regime 2

	OPt ↑

	    
	GPt ↑

	Stockt ↑

	Growth state




	Compare the previous information (st–1) with new information (st)



	OPt–1

	OPt ↑

	GPt ↓

	Stockt ↓




	GPt–1

	OPt ↑

	GPt ↓

	Stockt ↓






Therefore, it can be concluded that an increase in oil price leads to a decline in the stock index, and a rise in the gold price impacts the growth of the stock market. Table 6 reported the findings of the log-likelihood test and the information criterion tests, as discussed in the previous section.


Table 6

Criterion test results on the Markov switching models



	Criterion tests
	Linear VECM

	MSMH– VECM




	Log–likelihood
	2138.44

	2319.49*




	AIC
	−15.49

	−16.62*




	HQ
	−15.15

	−16.13*




	SC
	−14.64

	−15.39*





Note: * indicates better performance for the model.

It is observed that the value of the log– likelihood, AIC, HQ and SC tests between the linear VECM and MSMH-VECM are very close to each other. These values are close because the MS-VECM is derived from the VECM by adding more features to the equation. The small value of the information criterion test statistics means that the model is able to fit the data well and provide more reliable and valid results. Thus, the MSMH-VECM performs better than linear VECM based on the information criterion and log– likelihood ratio statistics.

CONCLUSION

Linear VECM and MS-VECM are used in this paper to examine the financial relationship between oil prices and the stock exchange. Comparisons between these two statistical models are made to determine the best model. The results show that a decrease in the oil price will lead to an increase of the stock market index. This condition is related to tax adjustment. Higher oil prices may lead to higher taxes because the side products of oil become more expensive. Higher taxes and more expensive products indicates lower investment because people have less money to invest, and hence a lower stock index will be observed.

In addition, the gold price is reported to have a positive relationship with stock returns: an increase in the gold price will lead to higher stock returns. This result can be related to the demand for precious metals for investment and also for practical use such as jewellery, medicine, food or as a store for value. In addition, historical evidence has proved that during the Asian Financial Crisis in 1997, the government of Thailand advised its residents to sell gold. Thus, oil and gold prices are factors influencing changes in the stock markets.
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ABSTRACT

This study restates the issue of international portfolio diversification benefits by considering the problem of perfect foresight assumption and constant variance-covariance estimation. Whilst emphasising the role of the asymmetry volatility model in portfolio formation, we also investigate the economic implication of the smooth transition exponential smoothing (STES) method in portfolio risk management. Our results suggest that all portfolios perform better in the ex-post period compared to the ex-ante period. However, investors may not be able to obtain any benefits from diversifying their portfolio in developed stock markets in both ex-ante and ex-post periods. Further investigation on the economic implications of the STES method also show that the STES method does help to cushion losses generated from the international diversification portfolio. Hence, this suggests the use of the STES method in computing and monitoring the risk of an internationally diversified portfolio.

Keywords: international portfolio diversification (IPD) benefits, smooth transition exponential smoothing (STES), ex-post, ex-ante, asymmetry volatility model

INTRODUCTION

There has been a great deal of interest on the benefits of international portfolio diversification (IPD) over the past few decades. It is believed that diversifying domestic portfolios internationally will provide significant risk-reduction benefits. Despite the conclusion of a large amount of literature that looks favourably on IPD benefits (see, for example, Solnik, 1974; Fletcher & Marshall, 2005; De Santis & Gérard, 2009), some studies find that IPD benefits diminish due to increasing correlations among international stock markets (Driessen & Laeven, 2007; Smith & Swanson, 2008). The incorporation of the time-varying conditional correlation model was shown to be important in the IPD benefits computation (see, Guidolin & Hyde, 2008; You & Daigler, 2010). However, most of the literature evaluates the IPD benefits based on the degree of constant correlation (Chiou, 2009; Fletcher & Marshall, 2005; Laopodis, 2005; Markellos & Siriopoulos, 1997).

Apart from the use of the constant correlation approach, the evaluation of IPD benefits based on a portfolio constructed from historical data is a common practice in financial literature. Such perfect foresight is impractical in the real world. The benefits delivered in the portfolio formation period could be different from those in the post-portfolio formation period (Meyer & Rose, 2003).

International diversification benefits may be overstated, especially when a large market disturbance exists after the portfolio has been formed and when the associated risks cannot be accurately forecasted. To our knowledge, no research has explicitly studied the benefits of IPD on an ex-post basis in conjunction with the use of time-varying conditional correlation models, with the exception of Aslanidis, Osborn and Sensier (2009).

This paper examines the persistency of IPD benefits from the ex-ante period to the ex-post period. To incorporate the time-varying variance-covariance feature, this study has adopted the STES method to compute the IPD benefits. The adaptive smoothing parameter of the STES method is able to capture the time-varying conditional correlation. It was proven to be the superior model in forecasting stock market volatility (Taylor, 2004a; Choo, 2008) and monthly portfolio risk (Ung, Choo, Nassir, & Sambasivan, 2010).

PRIOR RESEARCH

Earlier studies conducted on the benefits of IPD can be traced back to the work of Grubel (1968), Harvey (1995), Levy and Sarnat (1970), Markellos and Siriopoulos (1997), Odier and Solnik (1993) and Solnik (1974). These studies conclude that investors can gain from investing in other parts of the world. This viewpoint has also been proven in recent literature, such as Bonfiglioli and Favero (2005), Flavin and Panopoulou (2009), and Rezayat and Yavas (2006). However, another group of studies reaches the opposite conclusion, which includes Click and Plummer (2005), Driessen and Leaven (2007), Shawky, Kuenzel and Mikhail (1997), and Smith and Swanson, (2008). They claim that the reduction of IPD benefits is due mainly to the increasing level of interdependence among international stock markets.


The aforementioned studies used the constant correlation approach to draw their conclusions on IPD benefits. Goetzmann, Li and Rouwenhorst (2005), Longin and Solnik (1995), and Rua and Nunes (2009), among others, have found that correlations between stock markets were time varying. Other studies even documented that correlations tend to strengthen during the bear market periods (e.g., Bartram & Bodnar, 2009; Campbell, Koedijk, & Kofman, 2002; Haas, 2010; King & Wadhwani, 1990; Longin & Solnik, 2001; Yang, Tapon, & Sun, 2006). Thus, investors should carefully monitor the portfolio risk because the IPD benefits are time varying and resulted from the increased market integration (Kearney & Lucey, 2004).

There are studies that explicitly employ a time-varying conditional correlation model to examine the IPD benefits. By using the Multivariate GARCH model, Aslanidis et al. (2009) reveal that US and UK markets provide limited diversification benefits to investors in the ex-post period. Similarly, You and Daigler (2010) also reach the same conclusion with the use of US and European stock markets as their data set. Early studies that examined the ex-post diversification benefits include Eun and Resnick (1988, 1994), and Cumby, Figlewski and Hasbrouck (1994). They reveal that the performances of international portfolios are superior to that of domestic portfolios in the ex-post period. In the synthesis literature, Shawky et al. (1997) reveal the existence of IPD benefits in an ex-post period. Recently, Meyer and Rose (2003) mention that an optimal ex-ante portfolio may be unable to deliver the maximum international diversification benefits to the investors on an ex-post basis. Contrarily, Chiou (2009), and Chiou, Lee and Chang (2009) show that considerable risk reduction is achievable with the Markowitz model in the ex-post period.

EMPIRICAL STUDY

Description of the Study

Daily closing prices of eight international stock indices have been used in this study. These include the Standard and Poor’s 500 (S&P 500, New York), the Financial Times and London Stock Exchange 100 (FTSE 100, London), the Hang Seng Index (HIS, Hong Kong), the Strait Times Index (STI, Singapore), the Nikkei 225 (Tokyo), the Deutscher Aktien Index (DAX, Frankfurt), the European Option Exchange (EOE, Amsterdam) and the Cotation Assistée en Continu (CAC 40, Paris).1 To evaluate the international diversification benefits, the US monthly 3-month T-bill rates will be used as a proxy for the risk-free interest rate. The sample period spanned from early 1995 to the end of 2010.


We split the data into ex-ante (1995–2003) and ex-post (2004–2010) periods to examine the persistency of IPD benefits in the ex-post period and the post-sample forecasting performance of the asymmetry volatility model. Parameter estimates are drawn from 1995 to 2003 for the forecasting method. The remaining periods are used for post-sample forecasting performance evaluation. We focused on the multi-period forecasts (i.e., forecasts produced over a holding period of different lengths in every month) rather than on a one-step-ahead forecast in the forecasting evaluation; in view of the portfolio, rebalance activity is carried out once a month (Akgiray, 1989). The multi-period forecasts of the smooth transition exponential smoothing (STES) method will be discussed later.

Furthermore, the rolling window basis is applied on the parameter estimation in this study. We estimate parameters on R observations running from t – R, t – R + 1, … t. The fixed window size, R, spanned over 96 months, in which our first window is from March 1995 to February 2003. The estimated parameters are used to produce the one-step-ahead forecast on the first day of the following month. The window is then rolled over to include the data in March 2003 for the following parameter estimates. This estimation procedure updates the parameter estimates on a monthly basis such that the latest information set is included. This process provides us with 94 forecasts for every portfolio in the ex-post period.

Minimum Variance Portfolio (MVP) Formation

Benchmark portfolio

The data in the ex-ante period will be used to calculate the variances [image: art] and covariances σij(t) of stock index returns based on conventional formulae, as stated below:


[image: art]

where ri(t) is the return for stock index i at time t,


[image: art]


where N is the number of trading days in a month and [image: art] is the mean return of stock index i for a specific month. The computed variance-covariance matrices will then serve as a basis for the minimum variance portfolio (MVP) formation.

The seven MVPs that combined the US stock market with other developed markets are as follows. These MVPs were based solely on historical data and will serve as the benchmark portfolio.

Portfolio 1: S&P 500 combined with Nikkei 225

Portfolio 2: S&P 500 combined with STI

Portfolio 3: S&P 500 combined with HSI

Portfolio 4: S&P 500 combined with EOE

Portfolio 5: S&P 500 combined with DAX

Portfolio 6: S&P 500 combined with CAC 40

Portfolio 7: S&P 500 combined with FTSE 100

We assumed that short selling is prohibited and that no risk-free asset will be chosen in the portfolio. The MVP formation model is then:


[image: art]

where [image: art] is denoted as portfolio variance and xi is the monthly portfolio composition for stock index i.

The resultant monthly portfolio composition (xi) will be used to compute the monthly portfolio return in the ex-ante period. Portfolio return (rp) is simply the summation of constituent stock index returns [image: art], where ri is the return of stock index i. Given each ex-ante MVP’s risks and returns, a time-series of 96 monthly Sharpe ratios are being calculated. Thereafter, the mean Sharpe ratio as employed by Berger, Pukthuanthong and Yang (2011) is computed for each of the MVPs.


Ex-post portfolio

We recalculate the monthly portfolio risk and return using ex-post data but with an ex-ante portfolio composition. This procedure ensures that ex-post MVPs are being constructed using ex-ante portfolio composition to evaluate the persistency of IPD benefits beyond the portfolio formation period. Similarly, the mean Sharpe ratio is computed for each ex-post MVP, and the value will be compared against that of the ex-ante MVPs to determine the persistency of IPD benefits. A procedure similar to the one stated above is then repeated in conjunction with the use of the STES method in estimating the variance-covariance matrices.

Smooth Transition Exponential Smoothing (STES)

Exponential smoothing is a simple volatility forecasting method. The one-step-ahead variance forecast under this method is an exponentially weighted moving average of past squared shocks. Most of the literature has generally applied a constant smoothing parameter on this method. Nevertheless, some previous studies argue that the smoothing parameter should be allowed to vary over time. The rationale of applying varying a smoothing parameter is that the characteristics of the time series are not static over time. Hence, several adaptive exponential smoothing methods have been developed (see Snyder, 1988; Trigg & Leach, 1967). The smoothing parameter of those adaptive exponential smoothing methods varies according to the value of the tracking signal but sometimes leads to unstable forecasts.

Taylor (2004a, b) has developed a new adaptive exponential smoothing, which is based on the smooth transition model. The STES was found to have a comparatively stable forecast. This new adaptive exponential smoothing is formulated as follows:

one-step-ahead variance forecast

[image: art]

where

[image: art] is the one-step-ahead variance forecast,

α is the smoothing parameter,

[image: art] is the price ‘shock’,

[image: art] is the estimates of variance of the return for stock index i at time t,


one-step-ahead covariance forecast


[image: art]

where

[image: art] is the one-step-ahead covariance forecast,

[image: art] is the estimates of covariance between stock index i and j at time t,

and [image: art] under constraint 0 ≤ αt ≤ 1. The daily residual of a stock index return εi(t) was also considered as price ‘shock’, defined by εt = rt – E(rt|It–1). E(rt|It–1) is the mean term at time t conditional upon It–1, the information set of all observed returns up to time t–1.

β and γ are constant parameters. It is noted that the smoothing parameter αt is a logistic function of a user-specific transition variable, Vt. The smoothing parameter will always be bound between 0 and 1, regardless of the value of the transition variable, because the restriction is imposed by the logistic function. If γ>0, the weight will gradually shift from past shocks to past conditional variances as Vt increases. The transition variable is the crucial component in determining the performance of the STES method. Taylor (2004b) has proven that the daily squared residual [image: art] is more suitable when used as a transition variable compared to the absolute value of the daily residual |εt|. Both [image: art] and |εt| are the ‘size’ of the price shock.

The parameters of the STES methods are obtained via minimising the sum of the in-sample one-step-ahead forecast error:


[image: art]

Following this formula, the in-sample daily squared residual [image: art] acts as a proxy for actual variance. Transition variables Vt of the daily squared residual and daily estimated covariance are used in the variance and covariance forecast, respectively. The daily estimated covariance can be calculated by multiplying the daily residuals of two stock index returns εi × εj. As the Vt changes, the smoothing parameter will vary accordingly. The multi-period forecast of the STES method is the one-step-ahead forecast multiplied by the number of days in a month, k, as shown below:

monthly variance forecast


[image: art]

monthly covariance forecast

[image: art]

Evaluation Criterion

The Sharpe ratio (Sharpe, 1966) is used to evaluate the international diversification benefits. It is a reward-to-variability ratio and measures the excess return (difference between portfolio return and risk-free rate) over portfolio return volatility, which is measured by standard deviation. Hence, a higher Sharpe ratio indicates that larger benefits can be delivered from that portfolio. The formula can be written as:


[image: art]

where

S is the Sharpe ratio,

rp is the portfolio return,

σp is the portfolio return volatility as measured by standard deviation,

with 3-month US Treasury Bill rates (rf) used as a proxy for the risk-free rate to evaluate the international diversification.

EMPIRICAL EVIDENCE

Descriptive Statistics of Data

Table 1 summarises the descriptive statistics of the daily rates of return. The natural log return, as used in this study, is computed based on ln(rt) = ln(Pt/Pt–1). All stock markets have a positive average return, except the Japanese and Singapore stock markets. The return of the U.K. stock market is the least varied with a standard deviation of 1.19%, while Hong Kong has the highest return volatility with a standard deviation of 1.86%. The skewness and kurtosis coefficients clearly show that all return series are asymmetric and leptokurtic. These have been further strengthened by the Jarque-Bera test, which strongly rejects the null hypothesis of a normal distribution.


Table 1

Summary statistics of data on daily rates of return from March 1995 to February 2003



	Index
	Mean (× 10−4)

	Standard deviation

	Skewness

	Kurtosis

	Jarque-Bera (p-value)




	Panel A: Developed markets




	S&P 500
	2.71

	0.0121

	−0.1090

	5.8205

	671.90*




	FTSE 100
	1.06

	0.0119

	−0.2022

	5.1454

	401.18*




	HSI
	0.51

	0.0186

	0.1453

	12.5985

	7584.72*




	NIKKEI 225
	−3.90

	0.0153

	0.1101

	4.7820

	264.91*




	STI
	−2.26

	0.0150

	0.3262

	11.4832

	5963.10*




	CAC 40
	2.18

	0.0153

	−0.1091

	5.1088

	376.79*




	DAX
	1.25

	0.0166

	−0.2622

	5.5585

	572.09*




	EOE
	1.70

	0.0133

	−0.2199

	5.7247

	647.19*





Notes: * Rejection of null hypothesis at 1% level of significance. The Jarque-Bera test is a goodness-of-fit test that tests for the existence of skewness and kurtosis in a distribution. The null hypothesis assumes the data are from a normal distribution.

The average monthly correlations between stock markets from March 1995 to February 2003 are shown in Table 2. It is noted that the correlations of two stock markets formed from the same region are higher compared to that of stock markets in different regions.

The Persistency of IPD Benefits

Investors are concerned with the persistency of international diversification benefits beyond the portfolio formation period. Table 3 summarises the mean Sharpe ratio from different portfolios to reveal whether the diversification benefits found in the ex-ante period will last in the ex-post period. From the results, we find that all portfolios have a negative mean Sharpe ratio in both the ex-ante and the ex-post periods. This result indicates that investors would not be better off with internationally diversified portfolios. The result is consistent with the findings of You and Daigler (2010). Their findings reveal that internationally diversified portfolios had much higher losses against a US portfolio alone. Similar to You and Daigler (2010), as shown in our results, US–Asian portfolios deliver a smaller mean Sharpe ratio compared to US–European portfolios. For example, the mean Sharpe ratio for US–Singapore is −6.39 in the ex-ante period and −3.84 in the ex-post period. On the other hand, the mean Sharpe ratios for US–France portfolios in the ex-ante and ex-post periods are −5.87 and −3.16, respectively.


Table 2

Correlations between the return of developed stock markets from March 1995 to February 2003

[image: art]

Contrary to the results of Meyer and Rose (2003), our results show that optimal portfolio compositions implied in historical data do cushion the loss in the ex-post period. All portfolios deliver a mean Sharpe ratio that is smaller than −6 in the ex-ante period but have mean Sharpe ratios between −3 to −4 in the ex-post period. The differences of our results from the previous literature may be attributable to the different time periods being used for examination (Shawky et al. 1997). The sample period used by Meyer and Rose (2003) was from May 1992 to May 1998 only, whereas our analysis covers from 1995 until 2010. The potential impacts of the 1997 Asian Financial Crisis and of the 2002 bear market, which were excluded in the ex-ante period of Meyer and Rose (2003), have been included in our ex-ante period. Thus, the portfolio compositions obtained in the ex-ante period do take into account the financial crisis risk, and this helps to cushion the loss in the ex-post period even though the subprime crisis is occurring during our ex-post period. Meanwhile, unit trust was used as their data series, which is different from our data series.


Table 3

Mean Sharpe ratios for portfolios formed using the conventional method

[image: art]

Note: The abbreviations for the portfolios are as follows: Portfolio 1 (US and Japan), Portfolio 2 (US and Singapore), Portfolio 3 (US and Hong Kong), Portfolio 4 (US and the Netherlands), Portfolio 5 (US and Germany), Portfolio 6 (US and France) and Portfolio 7 (US and UK).

The Role of the Asymmetry Volatility Model in Portfolio Formation

To evaluate the role of the asymmetry volatility model in portfolio formation, the ex-post IPD benefit is computed using the STES method. Meanwhile, this study enables us to gauge the economic implication of the STES method. Table 4 displays the international diversification benefits in terms of the mean Sharpe ratio computed using the STES method and the conventional method. Although both methods yield negative mean Sharpe ratios, the STES method yields a smaller negative mean Sharpe ratio for all portfolios. Apparently, the STES method does help to cushion some losses incurred from portfolios formed using the conventional method. This result is in accordance with the findings of Aslanidis et al. (2009), which stated that the smooth transition conditional correlation model is able to capture the dynamic co-movement between stock markets and therefore helps to improve the performance of the portfolio and reduce losses.


Table 4

Mean Sharpe ratios based on post-sample weighting computed via the STES and the conventional methods

[image: art]

Notes: Every portfolio being analysed here was formed from two stock markets: Portfolio 1 (US and Japan), Portfolio 2 (US and Singapore), Portfolio 3 (US and Hong Kong), Portfolio 4 (US and the Netherlands), Portfolio 5 (US and Germany), Portfolio 6 (US and France) and Portfolio 7 (US and UK). Equations (1) and (2) were used to calculate the variance-covariance matrix under the conventional approach. The post period sample was from March 1995 until February 2003.


CONCLUSION

Research on international diversification benefits has thus far employed the constant correlation model, which is not supported by empirical evidence and theory. Only a few studies have examined diversification benefits based on time-varying correlations. Furthermore, unrealistic perfect foresight assumptions have been widely applied in this research area with the conclusion that diversification offers benefits; this conclusion has been based on a portfolio formed from historical data, which may not reflect the actual IPD benefits in the future. This paper contributes by addressing the persistency of international portfolio diversification benefits from the ex-ante period to the ex-post period in conjunction with the use of the time-varying portfolio risk forecasting method. We provide a more realistic view on both computational and evaluation issues relating to diversification benefits.

The findings indicate that the diversification benefits disappeared in both the ex-ante and the ex-post periods for all portfolios. Interestingly, all portfolios yield a better performance in the ex-post period compared to the ex-ante period. The combination of the U.S. and Singapore stock markets faces the most severe loss, whereas the portfolio consisting of the U.S. and French stock markets has the smallest loss compared to other portfolios. Nonetheless, these findings are based on the benefits generated from the conventional variance-covariance formulae. The benefits generated from the time-varying portfolio risk forecasting method are worth examining. This study further examines the role of the asymmetry volatility model – STES method – in portfolio formation. By comparing the IPD benefits computed from the STES method to the conventional method, the STES method is shown to cushion losses in portfolios constructed using the conventional method. Therefore, our results suggest the use of the STES method in portfolio risk management to optimally allocate the fund.

NOTES

1.          Data are not adjusted for exchange rates for several reasons. First, studies have proven that exchange rate effects on international diversification benefits, especially on stock markets, are not material and are insignificant (Heston & Rouwenhorst, 1994; Meyer & Rose, 2003). Second, currency risk can be hedged away using derivative instruments, and hedging strategies can reduce portfolio risk (see Soenan & Lindvall, 1992; Dumas & Solnik, 1995; Eun & Resnick, 1994; Bugár & Maurer, 2002). Third, studies that mainly focus on international diversification benefits also ignore currency effects (Aslanidis et al., 2009; You & Daigler, 2010).
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