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ABSTRACT

In this study, we analyse the determinants of dividend policies of information technology (IT) firms listed on the Korean stock market and use a logit regression model to examine Korean IT firms’ propensity to pay dividends based on the life-cycle hypothesis. The analysis yields several findings: first, the firms pay relatively small dividends in the growth stage, which increase over time as their businesses mature. Second, profitability shows a positive correlation with propensity to pay dividends. Third, firms that paid out more dividends in the past continue to pay relatively more dividends. Meanwhile, dividend policies do not show a significant correlation with firm size or growth opportunities. In addition, dividend policies have no relation to the catering incentive (investor fads for dividends) or risk. These observations suggest that Korean IT firms’ propensity to pay dividends is supported by the life-cycle hypothesis and that the declining dividends from the mid-2000s can be attributed to deteriorating profits.
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INTRODUCTION

Since the mid-2000s, Korea’s information technology (IT) businesses have cut back on their dividends. In 2002, 55.6% of IT firms paid out dividends, but in 2006, the ratio fell more than 10% to 45.2% and further dropped to 43.3% in 2010, as described in Figure 1.

The decline in dividends could be attributed to growing investment opportunities, or possibly, there could be other reasons. Many finance scholars advocate a dividend premium hypothesis, which states that a company’s dividend policy is affected by investors’ needs (Fama & French, 2001; Baker & Wurgler, 2004). According to finance scholars, when a company pays out dividends in a slow stock market, it hints at a dividend premium or the possibility of a rising share price. A dividend premium induces companies to pay out more dividends, and investor trends for dividends help to explain the dividend policy changes of managers. However, among Korean IT firms, cumulative returns on stocks began to decline four months after dividend payments, as described in Figure 2. The decline was more pronounced than the decline of non–payers. This suggests that dividends might not be positive signals for Korean IT firms, refuting the aforementioned hypothesis.
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Figure 1. Proportion of dividend-paying IT firms in Korea

Note: The percentage indicates the ratio of dividend payers among all of the IT companies, showing a downward trend.
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Figure 2. Cumulative returns of dividend payers vs. non-payers

Note: Rt+h denotes cumulative monthly returns from t+1 through t+h; the time period is from 1 month to 24 month. Cumulate monthly returns of dividend payers peak at the fourth month and begin to decline afterward. Their decline is more pronounced than non-payers, indicating that dividend payment does not send a positive signal in the stock market.




In Korea, the IT industry has grown along a rather unpredictable, irregular path. It experienced compressed growth over a short period of time, followed by a crash at the end of the boom. Many of the Korean IT firms prospered during the late-1990s, but when the bubble burst in the early 2000s, their growth slowed down significantly. Numerous IT businesses sprouted following the Asian financial crisis, led by a wild wave of “dot-com” businesses. Many of these dot-coms are listed on the KOSDAQ – the Korean equivalent of the NASDAQ. However, their prosperity was short-lived and ended by the early 2010s.

From the mid-2000s, IT firms’ dividends also declined. Was this due to increasing investment opportunities, decreasing investor demand for dividends, or reduced profits from poor business performance? The life-cycle hypothesis could be a good starting point to seek an answer (DeAngelo, DeAngelo, & Stulz, 2006). According to the hypothesis, a company’s optimal dividend policy is determined by the free cash flow demand. During the growth stage of a business, a company accumulates retained earnings rather than paying out dividends, but once the business matures, dividends payments are likely to increase due to less investment opportunities and accumulated profits. Against this background, this paper examines the dividend trends of Korean IT firms based on the life-cycle hypothesis and identifies factors that determine dividends.

Previous Studies

There were distinct changes in the propensity to pay dividends between 1963 and 2000 in US firms. The propensity to pay dividends increased from 1963 through 1966–1968 and decreased from 1967–1969 through 1972–1974; this trend reversed from 1973–1975 through 1977. Since 1978, the propensity to pay dividends has shown a steady decline. Such changes in a manager’s dividend policy are connected to a corresponding fluctuation in catering incentives, stock market dividend premiums. These trends imply that the propensity to pay dividends decreases when dividend premiums decline. When an investor’s demand for payment of dividends is high and stock price premiums in the market are expected, firms may cater, which helps to explain the aggregate rate of dividend initiation and omission (Baker & Wurgler, 2004). Since the study of the original catering theory, which pertains to dividends, was suggested by Baker and Wurgler (2004), further studies extended to other corporate decisions, such as the choice of IPOs, investment levels, sales growth and profit margins of firms, and market’s time varying repurchase premium, have been presented (Aghion & Stein, 2008; Baker, Greenwood, & Wurgler, 2009; Polk & Sapienza, 2009; Jiang, Kim, Lie, & Yang, 2013).


As mentioned earlier, Fama and French (2001), Grullon, Michaely and Swaminathan (2002) and DeAngelo et al. (2006) support the life-cycle hypothesis reflecting a financial life-cycle in which young firms face relatively abundant investment opportunities. Thus abundant investment opportunities lead to the preference of young firms to retain earnings rather than dividends. On the contrary, mature firms tend to pay more dividends because they have higher profitability and fewer positive net present value (NPV) investment opportunities. In light of the life-cycle hypothesis, Denis and Osobov (2008) conducted an empirical analysis of company dividend policies and showed a correlation among the firm size, profitability, growth opportunities, and ratio of retained earnings to equity. The results showed that for a majority of companies based in advanced countries other than the US, larger businesses with higher profitability pay out more dividends. Other than these factors, Malkiel and Xu (2003) claim that an increase in non-systematic risks expands opportunities for future investment, which in turn, leads to smaller dividends. Firms with greater risk are reluctant to distribute more cash to stockholders because risky firms may be thrust into a phase of crisis by this type of decrease in operating cash flow. Similarly, Allen and Michaely (2003) and Hoberg and Prabhala (2009) demonstrated a significant and negative correlation between a company’s risk level and dividends. In addition, a manager’s conservatism regarding the dividends policy helps to explain the decreased cash distribution in the case of increased risk. Managers are reluctant to increase dividends because of an investor’s penalty for decreasing dividends in the future (Litner, 1956; Hoberg & Prabhala, 2009).

Meanwhile, high-tech firms with an abundance of investment opportunities that face dynamic market conditions have a relatively short life-cycle, have to devote capital to new investment projects actively and have a strong incentive to hold cash to maintain their competitive position. To increase profits from intense competition, high-tech firms devote limited resources to new investment projects and are obliged to distribute less cash to stockholders (Carpenter & Petersen, 2002; Chen & Chuang, 2009). Recently, Kim (2013) found that most IT firms in the growth stage have abundant positive investment opportunities and are very short on operating cash flow, such that external financing is required. Since the 1990s, during the time that a high-tech firm’s initial public offerings (IPO) increased because of more precautionary cash holding incentives, the average cash ratio of high-tech firms has been higher than the average cash ratio of manufacturing firms (Bates et al., 2009).

Taking these findings into consideration, this research identifies the firm size, profitability, growth opportunities, ratio of retained earnings to equity and level of risk as potential factors that determine IT firms’ dividend policies. Furthermore, our study will contribute to academic development in that it examines the findings of Fama and French (2001), Grullon et al. (2002), and DeAngelo et al. (2006) and supports the life-cycle hypothesis from the position of high-tech firms, unlike previous literature.

DATA AND METHODOLOGY

Data

The analysis is conducted for the period between 2002 and 2010 for 112 KOSDAQ-listed Korean IT firms. Data on their assets, retained earnings and cash flows are collected from the Korea Listed Companies Association and FnGuide. KOSDAQ is composed of IT firms and non-IT firms. We use the industry classification developed by the Korea Stock Exchange. KOSDAQ IT is composed of the issues related to the IT industry. We exclude the firms in the financial sector, firms that are impaired of capital, and non-IT firms. We also exclude the firms for which the fiscal year does not end in December.

Table 1 describes main variables that are likely to affect dividend policies. As the adopted variables, return on asset (ROA) representing profitability, asset growth (AG), market-to-book ratio (MB) meaning corporate value, cash, percentile representing a firm’s size, and the level of risk (systematic risk and idiosyncratic risk) are adopted. Managers tend to take a conservative dividend policy and are reluctant to raise dividends that may have to be reversed in the future. Thus, risk is a factor that should be seriously considered in the dividend policy of managers (Lintner, 1956; Hoberg & Prabhala, 2009). A manager’s conservative dividend policy has a negative relationship between dividends and risk. Dividend Premium (DP) represents investor demand for dividends and calculates the spread of the log of the market-to-book ratio (M/B) between dividend payers and non-payers. Baker and Wurgler (2004) showed that there is a positive relationship between the propensity to pay dividends and DP.

The explanation also covers the ratio of retained earnings to the book value of common stocks or equity (RTE) as a proxy variable for the life-cycle hypothesis. DeAngelo et al. (2006) argue that RTE is an appropriate measure of a proxy for life-cycle stage because firms with low RTE tend to be in the capital infusion stage and firms with high RTE tend to be in the more mature stage. Additionally, RTE measures the extent to which the firms are self-financing or externally financing.


Table 1

Definition of variables



	Variable

	Definition




	Profitability (ROA)

	Earnings before extraordinary items plus interest expense plus income statement deferred taxes divided by assets.




	Annual asset growth rate (AG)

	Percent growth in assets from year t − 1 to year t.




	Dividend Premium (DP)

	The difference in log book-value-weighted average market-to-book ratio (M/B) for dividend payers and for non-payers as of the December of the year t − 1.




	MB (market-to-book ratio)

	Book assets minus book equity plus market equity all divided by book assets.




	Percentile

	KOSDAQ IT market capitalisation percentile, i.e., the fraction of KOSDAQ IT firms having equal or smaller capitalisation than firm i in year t.




	Cash

	Cash plus cash equivalent to total assets.




	RTE

	Earned equity (retained earnings) relative to total common equity. RTE measures the life cycle stage of a given firm as the extent to which that firm’s equity is earned or contributed. Of course, a firm cannot have a high RE/TE ratio without substantial prior earnings, so RE/TE to some degree reflects profitability.




	Systematic risk (Srisk)

	A firm’s systematic risk is the standard deviation of the predicted value from a regression of its monthly excess stock return on Fama-French 3 factor model (Fama & French, 1993). One firm-year observation of systematic risk is computed using firm-specific monthly stock returns from one calendar year.




	Idiosyncratic risk (Irisk)

	A firm’s idiosyncratic risk is the standard deviation of residuals from a regression of its monthly excess stock return on Fama-French 3 factor model (Fama & French, 1993).





Model

The logit model (see equation [1]) is used to analyse the categorised variables. For the dependent variable DDi,t, 1 is assigned to companies that are dividend payers and 0 to non-payers. ROAi,t is the earnings before interests and taxes (EBIT), an indicator of profitability. AGi,t is an indicator of growth opportunities and it is measured as the change in total assets from the previous period. DPi,t is a dividend premium, and market-to-book ratio (MBi,t) shows the corporate value in the market and it is regarded as growth opportunities with AGi,t. Percentilei,t shows the status of the company in the KOSDAQ market in terms of the aggregate value of listed stocks. It is used to estimate the firm size, and it is based on the previous research by Hoberg and Prabhala (2009). Cashi,t is the ratio of cash and cash equivalent in total assets. RTEi,t is a variable to determine the stages of a company’s life-cycle, which is used to examine the impact of retained earnings on dividend propensity. If the estimated parameter shows a positive value at a significant level, it can be surmised that the life-cycle hypothesis effectively explains the dividend propensity of Korean IT firms. Lastly, Sriski,t and Iriski,t each indicates systemic risk and idiosyncratic risk.
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ANALYSIS RESULTS

Descriptive Statistics

Table 2 shows the basic statistics of the main variables. The RTE, an indicator for IT firms’ life-cycle, ranges between −1.67 and 1.02, with an average value of 0.19. The dividend premium is a difference of MB between companies that pay out dividends and those that do not, and its average value is −0.02, suggesting that the dividend policy is hardly determined by the dividend premium.

Table 2

Descriptive statistics
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Empirical Analysis

Table 3 shows the results of a t-test on whether there are significant differences in main variables between companies that pay out dividends and those that do not. Main variables include RTE to estimate a company’s life-cycle, MB to measure corporate value, AG to show asset growth from the previous period, ROA to show profitability, percentile to show firm size, Cash to show the level of cash flow and risk to show the level of risk. The RTE, ROA, percentile, Srisk, and Irisk show significant differences. In the case of RTE, the difference is 0.5045, at a significance level of 1%. The difference between dividend payers and non-payers is significant for profitability and firm size as well as the level of idiosyncratic risk and systematic risk. Finally, dividend payers of IT firms have a greater life-cycle, more profitability, larger size, and less risk than non-payers of IT firms. Next, Table 4 shows the analysis results based on the logit model for determinants of IT firms’ dividend policies. As for DD, 1 is assigned to dividend payers, 0 to non-payers. The analysis is performed for each case of controlling lag DD, DP, RTE, Cash, Srisk, and Irisk. The standard error of parenthesis is tested with the Wald chi-square. The variance inflation factor (VIF) is used to verify that there is no multi-collinearity between the independent variables in the logit model.

Table 3

The t-test results between dividend payers and non-payers of IT firms



	Variable

	Non-payers

	Dividend payers

	T-test (dividend payers – non-payers)




	RTE

	−0.0427

	0.4618

	0.5045*

	(9.94)




	MB

	1.1257

	1.1367

	0.011

	(0.85)




	AG

	0.0938

	0.1729

	0.0791

	(0.16)




	ROA

	−0.0135

	0.0696

	0.0831*

	(8.23)




	Percentile

	0.4691

	0.5688

	0.0997*

	(3.03)




	Cash

	0.0754

	0.0895

	0.0141

	(1.72)




	Srisk

	0.1444

	0.0931

	−0.0513*

	(3.31)




	Irisk

	0.0720

	0.0464

	−0.0256*

	(3.30)





Note: *Significance at the 1% level

Table 4

The logit analysis of the determinants of IT firm’s dividends
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Note: *Significance at the 1% level

Model 1 shows the results in the case of not controlling any variable. The estimate parameter of ROA shows a positive value at a significance level of 1%. Model 2 controls the dividends paid out in the past, and ROA again is an influential factor in dividend policy. The higher the IT firms’ profitability, the more they pay out in dividends. The estimate parameter of lag DD is positive at a significance level of 1%, verifying the arguments of DeAngelo et al. (2006) and Ferris et al. (2009).

The RTE is controlled in Models 3–6, and again, profitability is an influential determinant of dividend policies. The significance and the movement of the ROA remain the same in the cases of Model 1 and Model 2. The estimate parameter of RTE is positive at a significance level of 1%, suggesting that a firm paid out more dividends as its life-cycle advanced. In Model 3, including RTE, pseudo R2 increased from 0.35 to 0.39. These results imply that the life-cycle is a crucial dividend determinant for IT firms. The results of the analysis show that the life-cycle hypothesis explains Korean IT firms’ dividend propensity effectively.


The cases of Model 4 through Model 6 control additional variables, dividend premiums for Model 4; dividend premiums, cash flow and Srisk for Model 5; and dividend premiums, cash flow, and Irisk for Model 6. Unlike the expectations, the amount of cash did not show a significant correlation with dividend propensity. This contradicts the findings of DeAngelo et al. (2006), who argued that a company’s retained earnings have a negative correlation with dividends if the company operates to secure funds for future growth.

In all cases, MB, AG and percentile do not show a significant difference. In other words, the recent trend of the declining dividends of IT firms can be largely attributed to falling profits. Thus, it can be surmised that the theory of Denis and Osbov (2008) does not apply to Korea’s IT firms, which argues that differences in firm size and growth opportunities affect dividend propensity.

CONCLUDING REMARKS

The study applies the life-cycle hypothesis and conducts an empirical analysis on the determinants of the dividend policies of IT firms listed on the KOSDAQ. In recent years, because IT firms are placed in a situation of intensive competition and because of the volatility of technological innovation, firms with a relatively short life-cycle in the growth stage of a business follow conservative dividend policies through which the firms’ managers are obliged to choose retained earnings rather than distribution. In a multivariate logit analysis, some of the main findings include: (1) according to a company’s life-cycle, IT firms pay relatively smaller dividends during the growth stage and increase the amount once the business matures sufficiently; (2) more profitable IT firms pay greater dividends; (3) companies that paid more dividends in the past continue to pay relatively more dividends; and (4) firm size and growth opportunities do not show a significant correlation with IT firms’ dividend propensity. Additionally, catering incentives (investor fads for dividends) and risk do not address dividend policies of IT firms. Recently, there was an increased dividend policy in Apple that has shown great growth since its founding, which is a type of dividend policy shift, so that some investors are concerned that the Apple’s growth may slow down in the future. Indeed, Microsoft that had paid a lot of dividend has maintained in a low growth rate, 8% in a year, and its stock price has been faltering since 2003. A firm’s dividend policies for investors are a crucial investment decision and are an important issue to IT firms that have constantly been shown to need free cash flow and a variety of investment opportunities. However, recently, despite the increased interest of investors for IT firms, there is very little research associated with these themes. We contribute to developing the academic field on the dividend policy of corporate finance in that this study suggests implications based on the significant evidence of the dividend policies of IT firms in terms of the life-cycle hypothesis. However, we also acknowledge that this study has limitation in terms of its methodology; we only used the ratio of retained earnings to the book value of common stocks or equity (RTE) as a proxy variable representing a firm’s life-cycle stage, but we additionally need to consider other proxy variables to support the test results more strongly. In addition, we suggest further studies regarding dividend policy changes, such as initiation and omission.
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ABSTRACT

This paper examines market-timing strategies based on inflation in a sample of three stock market indices drawn from the Shanghai and the Shenzhen Stock Exchanges between February 2002 and May 2010. Specifically, this study investigates the effectiveness of market-timing activity and its stability over time when using inflation. Consistent with previous studies, the results reveal significantly strong information conveyed through inflation in helping investors earn profits in excess of a buy-and-hold strategy. The nature of the information and the subsequent importance of the corresponding market-timing activity change over time, providing new evidence of time-varying investment opportunities in the Chinese stock market. The results of this study imply that the Chinese stock market has predictable components that can be exploited using information on inflation. However, this practice might experience time variations in a real-time framework, which draws investors’ attention to asset allocation under economic uncertainty.

Keywords: inflation, market return, market timing, time variation

INTRODUCTION

Market timing has attracted the attention of both academics and practitioners for several decades, particularly because the potential gains from perfect market timing are enormous compared to the widely recommended buy-and-hold strategy (Bauer & Dahlquist, 2001). Theoretically, any attempt to obtain performance superior to that of the overall ‘market portfolio’ by picking and choosing among securities would fail in an efficient market (Sharpe, 1975), indicating that investors are better off not trying because accurate market timing is difficult when inefficiencies are few. However, asking investors not to ‘time the market’ is equivalent to asking consumers not to maximise their utilities when making consumption decisions (Shen, 2003).


An important issue commonly associated with market timing is the development of market-timing strategies that can add value to the investment management process, including the selection of predictor variables and the construction of forecasting methods. As described by Abraham and Ledolter (2005), the ability to form good forecasts depends on both predictor variables and forecasting methods.

Since the early work of Chen, Roll and Ross (1986), many studies have attempted to empirically explore the role of macroeconomic variables in explaining security returns given their theoretical importance: based on multifactor asset-pricing models, any variable that affects the set of future investment opportunities or the level of consumption (given wealth) should be priced in equilibrium (Merton, 1973). Macroeconomic variables are excellent candidates for these extra-market risk factors because (1) macro changes may influence companies’ cash flows as well as the risk-adjusted discount rate and (2) macro changes may also influence the number and the types of real investment opportunities available (Flannery & Protopapadakis, 2002).

Examples of these studies include a study by Rapach (2001), who tests the effects of the money supply, aggregate spending and aggregate supply shocks on real US stock returns, with the results indicating that each macro shock has important effects on returns. Fang, Lin and Parbhoo (2008) examine the effects of news surprises of macroeconomic announcements on Australian financial markets, highlighting the importance of news about the consumer price index (CPI). In terms of emerging markets, Wongbangpo and Sharma (2002) examine the role of macroeconomic variables, namely the gross national product (GNP), CPI, money supply, the interest rate, and the exchange rate on stock returns in five ASEAN countries (Indonesia, Malaysia, Philippines, Singapore and Thailand), and find long- and short-term relationships between these variables and stock returns. Abugri (2008) tests whether the dynamics in key macroeconomic variables such as exchange rates, interest rates, industrial production and the money supply in four Latin American countries (Argentina, Brazil, Chile and Mexico) significantly explain stock returns. The results show that shocks from the variables are transmitted to markets at varying magnitudes and significance.

In summary, to date, the literature has partly detailed some difficulty in ascertaining the impact of real-sector macroeconomic variables on stock returns. However, more reliable relationships have been documented between a few macroeconomic variables including inflation and stock returns.

Many academics have also formulated various forecasting methods based on macroeconomic variables to time the market. For example, Marquering and Verbeek (2004) construct a number of alternative trading strategies based on linear regression models and provide solid support for market timing. By contrast, Qi (1999) examines market-timing strategies based on a non-linear system that requires dynamic learning from observed data, finding that the switching portfolio based on the recursive neural-network forecasts produces higher profits with lower risks than both the buy-and-hold market portfolio and the switching portfolio based on linear recursive forecasts. Resnick and Shoesmith (2002) extend a probit model used to forecast economic recessions to forecast bear stock market periods and test market-timing strategies based on the model. The results support the model as reliable in forecasting stock market turning points one month in advance, which is economically significant.

In this paper, we focus on inflation from amongst a range of macroeconomic variables. In theory, inflation affects stock returns because it raises the expectation of a more restrictive (unrestrictive) monetary policy, which impacts the nominal rate of interest, and may discourage (encourage) investment, which reduces (raises) the expectation of future cash flows (Chen et al., 1986). Empirical studies have found a strong relationship between inflation and stock returns, suggesting the potential ability of inflation to predict future stock price changes (e.g., Marquering & Verbeek, 2004; Geetha, Mohidin, Chandran, & Chong, 2011; Kuwornu et al., 2011). Particularly, Ray (2012) finds that a significant relationship exists between inflation and stock returns in Asian economies, including those of India, Hong Kong, Singapore, Japan and Korea over the period from 2002 to 2010. It is arguable that the same relationship may exist in the Chinese case as a result of the government’s long-term policy with investment as the main source of China’s economic growth since the 1978 reform and an “opening up” of the market, which may consequently increase inflation as well as asset prices given the limited investment venues available in China (Wei, Chen, & Zhai, 2010). This is strongly supported by Geetha et al. (2011), who find that there are both short-run and long-run relationships between inflation and Chinese stock returns. The evidence therefore motivates us to study the forecasting ability of inflation on future stock price movements (or specifically stock market downturns) in China and corresponding market-timing strategies.

The study of the predictability of China’s stock market performance will contribute to the extant literature, which intensively focuses on developed markets. To the best of our knowledge, little effort has been devoted to investigating the predictability issue in the Chinese stock market. The Chinese stock market has grown at a phenomenal pace since its inception in the early 1990s and has received substantial media coverage in recent years. However, the general perception of these markets is less than adulatory, with depictions of them as opaque, chaotic, inefficient, and rather irrational (Eun & Huang, 2007). The associated abnormal performance and excessive volatility therefore provide a great opportunity to test the robustness of market timing. Previous studies on the Chinese stock market have so far focused on pricing behaviour and the efficiency of the market, market segmentation and explanations for price differentials among classes of stocks, market impediments and governmental factors, as well as corporate governance issues and initial public offerings (IPOs) (Chan, Fung, & Thapa, 2007). More recent studies attempt to link the Chinese stock market to international shocks (Cheng & Glascock, 2006; Li, 2007; Kozluk, 2008).

One important issue with most of the literature on market timing is the assumption of model constancy, which is quite common because finance has long been influenced by the mantra of ‘time invariance’. Such an assumption has encountered challenges more recently. Bossaerts and Hillion (1999) find that stock returns on a range of US and international portfolios are largely unpredictable during out-of-sample periods. Paye and Timmermann (2006) estimate the models of stock returns for a set of international stock markets, finding support for the model instability for the vast majority of countries. Theoretically, model instability arises from a number of factors, including major changes in market sentiment, bursts or the creation of speculative bubbles, and regime switches in monetary and debt-management policies (for example, from targeting the money supply to targeting inflation or from short-term to long-term debt instruments) (Pesaran & Timmermann, 2002). These possibilities are important because they might introduce new risks that are ignored by traditional studies and therefore are highly likely to fundamentally affect the extent to which stock returns are predictable.

The evidence therefore motivates the development of statistical tests for potential time variations in the relationships between macroeconomic variables and stock returns, such as the Bai-Perron method (Bai & Perron, 1998) and the reversed ordered cumulative sum (CUSUM) method (Pesaran & Timmermann, 2002). This research extends these statistical methods to market-timing activity.

The paper addresses two main issues concerning market timing. Firstly, this study formulates market-timing strategies based on inflation, which is accomplished by examining the signalling power of inflation when inflation extends beyond the historical ranges. Secondly, this study examines whether the importance of the market-timing strategies based on inflation experience time variations during the study period and how these variations affect the results. Therefore, the paper adds to the literature in terms of whether stock prices fully incorporate all publicly available information in China by formulating easy-to-implement rather than technically complicated market-timing strategies. It also improves on most previous studies by testing time-varying investment opportunities in the Chinese stock market.


METHODOLOGY

Sample and Data Description

The data set involves monthly data that cover the period from February 2002 to May 2010, given the availability of the bond data. We use the Shanghai A-Share Index (SHA), the Shanghai Composite Index (SHC) and the ChinaBond Composite Bond Index (maturity of less than 1 year) (CCB) from the Shanghai Stock Exchange (SHSE), and the Shenzhen Composite Index (SZC) from the Shenzhen Stock Exchange (SZSE) in China. Particularly, the SHA together with the CCB are used as a baseline study, with the rest of the indices tested as a robustness check. The predictor variables are the yearly inflation rates based on both CPI and production price index (PPI) (Icpi and Ippi) and the changes of the yearly inflation rates (ΔIcpi and ΔIppi). All of the data are compiled from Thomson Reuters DataStream and www.chinabond.com.cn.

Variable Definitions and Modelling and Estimation Methods

The market indices in our study are value-weighted indices, the examination of which is motivated by their use in previous empirical studies (Fama & Schwert, 1977; Breen, Glosten, & Jagannathan, 1989). Particularly, the SHA comprises all of the listed A-shares traded on the SHSE. Likewise, the same is true for the SHC and the SZC. By contrast, the CCB is an index of all bonds with a maturity of less than 1 year traded on the SHSE. For the trading day at the end of each month in the investigated period, we have both stock price data (without dividends) and bond price data (without coupons) and subsequently calculate the monthly index returns as:
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where Rs = the stock index return; Rb = the bond index return; Ps = the net price (without dividends) of the stock index; Pb = the net price (without coupons) of the bond index. The subscripts t and t – 1 indicate months t and t – 1, respectively.

Inflation is a rise in the general level of the prices of goods and services in an economy over a certain period of time and thus is considered as a general economic state variable that will influence the pricing of large stock market aggregates (Chen et al., 1986). The relevant non-seasonally adjusted data, measured by both CPI and PPI, are presented by the National Bureau of Statistics in China around the 15th of each month, providing information concerning inflation during the preceding month. We calculate the inflation variables as follows:
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where I = the yearly inflation rates using both CPI and PPI with the same period of the previous year set to 100; ΔI = the changes in I over the last 12 months using both CPI and PPI; PI = the corresponding price index. The subscripts t and t – 12 indicate months t and t – 12, respectively.

To examine the forecasting ability of inflation on subsequent stock market downturns, this study employs the methodology proposed by Shen (2003). Consider an investor who believes that stock returns follow a mean-reversion process and can be predicted by a set of macroeconomic variables but does not know the ‘true’ form of underlying specification let alone the ‘true’ value of the parameters. Under these circumstances, the best strategy followed by the investor could be to passively remain in the stock market except on the occasions when the market is overpriced.

Suppose that at each point in time t, an investor makes forecasts of market downturns one period ahead using the information publicly available at the time. The forecasting model (denoted by M) is given by
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where Rse = the excess market return with the direction rather than the magnitude of relevance; xt = the inflation variable chosen by the investor. Rs,t and Rb,t are described as before. The subscripts t and t – 1 indicate months t and t – 1, respectively.

We describe the investor’s decision procedures as identifying the occasions when the stock market is overpriced using inflation so that investors are better off avoiding it, with the assumption based on the belief that average asset prices generally incorporate fundamentals. However, at rare times, even aggregate market prices diverge widely from fundamentals, which may be hinted at by inflation variables. For example, moderate inflation can enable a boost to economic growth, which also benefits asset prices. However, when inflation is extremely high, investors would expect restrictive monetary policy on the nominal rate of interest, consequently depressing asset prices.


Particularly, we focus on the periods when inflation exceeds its historical 90th percentile thresholds. Every month, the threshold is updated by deleting the oldest observation and adding a new observation. If inflation crosses the 90th percentile thresholds, it implies that the stock market price is highly expensive and that an imminent fall is likely. Consequently, the entire portfolio is liquidated at the end-of-month market price and invested in the bond market for the next entire month. Otherwise, the portfolio is invested in the stock market for the next entire month.

When evaluating the signalling power, we examine whether the information from inflation can generate predictions with value for investors by using a non-parametric test (Henriksson & Merton, 1981). We also estimate whether the excess stock market performs very differently when inflation extends beyond its 90th percentile thresholds as a robustness check.

We further formulate market-timing strategies using inflation and compare them to buying and holding the stock market index all the time. Particularly, we assume that our investor is risk-neutral, maximising the risk-return trade-off by switching his/her wealth between the stock market and the bond market. For a certain level of wealth, the investor’s optimisation problem is given by
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where Kt = the proportion of the portfolio allocated to the security market, which is 100% in our case; Et{Rp, t} = the expected return of the portfolio; Riskt{Rp, t} = the expected risk of the portfolio; Rp,t = the return of the portfolio, which depends on the forecast at time t – 1. The subscript t indicates month t.

The critical elements in the equation represent the conditional expectation and the conditional risk of the portfolio. In the following tests, we approximate these moments with our forecasting model using the traditional metrics such as the Sharpe Ratio and Jensen’s Alpha.
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where [image: art] = the average return of the portfolio; Rf,t = the risk-free rate; βtM = the beta of the portfolio. Rp,t and Rs,t are described as above. The subscripts i and t indicate months i and t, respectively.

The exception is when the portfolio return distributions are significantly non-normal, under which using the traditional metrics would ignore the distribution property and thus be misleading. To address this shortcoming, we employ the Omega Ratio (Ω(r)), defined as the probability-weighted ratio of gains to losses relative to the threshold r (Keating & Shadwick, 2002).
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where r = the target return that the investor is interested in; (a,b) = the interval of returns; F(.) = the cumulative distribution of returns.

Our approach requires no assumption about portfolio return distributions. For example, we do not assume that return distributions are necessarily normal and therefore choose to report both the traditional metrics and the Omega Ratio, which enables us to compare the statistics and evaluate the difference in their implications.

EMPIRICAL RESULTS AND DISCUSSIONS

Summary Statistics

The basic summary statistics for the monthly financial market series and the inflation variables are shown in Panel A of Table 1. As expected, the stock index had a higher average return than the bond index, accompanied by higher volatility. Both the returns for the excess market and the stock index exhibited slightly negative skewness, suggesting that negative returns were larger than positive returns. All three series were further characterised by a certain degree of kurtosis in their return distributions. Over the same period, the inflation rate had been low and remained mostly within the 3% target band established by the government.

Panel B further divides the series into positive and negative values, subsequently examining their distribution characteristics. On average, it shows that the stock market performed better than the bond market, with 59 positive excess market returns relative to 41 negative returns. The dominant number of positive inflation rates also suggests the existence of some price pressure in China during the study period.


Table 1

Summary statistics
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Notes: The sample period is from February 2002 through May 2010, and the sample contains 100 monthly observations. The variables are further divided into positive, zero and negative values in Panel B. For analysis, zeros values are not included.

Table 2 proceeds to provide estimation results of the correlation tests between the excess market returns and inflation variables, indicating the negative correlation coefficients for all of the inflation variables. It also highlights that only the coefficients on inflation variables measured by PPI were significant at the 1% level, suggesting that the predictor variables were closely correlated with the excess market returns, whereas this was not true for inflation variables measured by CPI.


Table 2

Correlation between excess market returns and inflation variables



	Predictor variable

	Pearson Correlation coefficient

	Spearman Correlation coefficient

	Number of observations
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	Icpi,t

	−0.2220 (0.0264) **

	−0.1430 (0.1558)

	100




	ΔIcpi,t

	−0.1398 (0.1654)

	−0.1121 (0.2668)

	100




	Ippi,t

	−0.3081 (0.0018) ***

	−0.4021 (0.0000) ***

	100




	ΔIppi,t

	−0.3113 (0.0016) ***

	−0.4468 (0.0000) ***

	100





Notes: The sample period is from February 2002 through May 2010, and the sample contains 100 monthly observations. p values are shown in parentheses. A significant relationship is assumed when both tests return p values less than 0.05. ** and *** indicate statistical significance at the 5% and the 1% levels, respectively.

On the one hand, the result of the significant relationship between inflation and stock market returns is broadly consistent with the findings derived using international financial market data (Adam, McQueen, & Wood, 2004; Fang et al., 2008). On the other hand, the different degree of correlation between inflation variables measured by CPI and PPI and the excess market returns is consistent with the asymmetric relationship between supply and demand in China (Chen, 2008). Specifically, the CPI is the weighted average of the prices of a set of consumer goods and services, whereas the PPI measures the average change in selling prices received by domestic producers of goods and services over time. In China, goods and services are in a buyers’ market except for food, which is not fully supplied by the retail market, leading to a food-price-dominant CPI. By contrast, the government policy to invest in the market for a high growth of gross domestic product (GDP) increases the demand for industrial products and the amount of money available to investors. As a result, the PPI will surpass the CPI in terms of their impact on stock returns because of the asymmetric relationship between investment demand and retail demand.

Presence of Forecasting Ability

One primary question of interest within this paper concerns whether these inflation variables can be used to predict stock market downturns, which, by our definition, occur when the excess market returns are negative. The signalling power of inflation can be obtained by comparing the percentage of times when inflation provides correct signals with those when inflation provides incorrect signals. Figure 1 plots the excess market return levels and the signals from inflation variables.
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Figure 1. Excess market return levels and signals from inflation variables



As described before, the signals are constructed based on whether inflation variables exceed their pre-defined 90th percentile thresholds. When they extend beyond the thresholds, as shown by the positive values of the dashed line in the figure, an overpriced stock market and a resultant selling signal of stocks is identified. Otherwise, remaining in the stock market is preferred. As the first three years of data are used as the estimation period in calculating these thresholds, the actual testing is from January 2005.

It is of particular interest to study the ability of inflation variables to predict stock market downturns because these predictor variables more or less capture one of the most important market crashes in the history of Chinese stock markets, which occurred in October 2007. For example, the signals from the change of the yearly inflation rate measured by PPI identify the period from November 2007 to September 2008 as a period of market downturn, virtually timing the market collapse that took place in October 2007.

Table 3 further tabulates the predictions generated by the signals from each predictor variable. We first outline the notation used: N1(N2) = the number of observations when the return on the stock market is smaller (larger) than the bond market; N = the total number of observations; n1(n2) = the number of successful (unsuccessful) predictions when the return on the stock market is smaller (larger) than the bond market; n = the number of forecasts that the return on the stock market is smaller than the bond market.

Table 3

Predictions versus actual market performance



	Predictor variable

	Positive realised return

	Negative realised return

	Number of variable observations

	Signal/number of observations




	Icpi,t

	36

	17

	53

	Signal of positive return




	
	n2 = 6

	n1 = 6

	12

	Signal of negative return




	
	N2 = 42

	N1 = 23

	N = 65

	Number of observations




	ΔIcpi,t

	37

	19

	56

	Signal of positive return




	
	n2 = 5

	n1 = 4

	9

	Signal of negative return




	
	N2 = 42

	N1 = 23

	N = 65

	Number of observations




	
	40

	16

	56

	Signal of positive return




	Ippi,t

	n2 = 2

	n1 = 7

	9

	Signal of negative return




	
	N2 = 42

	N1 = 23

	N = 65

	Number of observations




	ΔIppi,t

	37

	12

	49

	Signal of positive return




	
	n2 = 5

	n1 = 11

	16

	Signal of negative return




	
	N2 = 42

	N1 = 23

	N = 65

	Number of observations





Note: The testing period is from January 2005 through May 2010, and the sample contains 65 monthly observations.

By our definition, market downturns (N1 = 23) occurred for 35.38% of the months within the sample period (N = 65). When the signals from Ippi (ΔIppi) predicted a market downturn, a market downturn indeed occurred in the next month 77.78% (68.75%) of the time. However, by contrast, a market downturn took place in 50% (44.44%) of the occasions when the signals from Icpi (ΔIcpi) predicted the same. The results indicate that the inflation variables measured by PPI contain some useful information for predicting the vulnerability of the stock market in the near future.

We can formally test the statistical significance of the signals through the non-parametric method proposed by Henriksson and Merton (1981). The null hypothesis is that the signals from inflation generate accurate predictions randomly. More formally, the null hypothesis is that the sum of the ratio of successful forecasts [image: art] has an expected value of unity. Under this null hypothesis, the number of forecasts that coincide with the actual market performance takes a hypergeometric distribution.

Table 4 reports the total number of observations (N), observations (N1), forecasts (n), successful predictions (n1) when the return on the stock market is smaller than the return on the bond market, and the sum of the ratio of successful predictions. Furthermore, it also reports the required value of the parameter to reject the null hypothesis, i.e., the signals contain no useful information at one-tail 99% and 95% confidence levels. For a given confidence level, the null hypothesis can be rejected if the number of successful predictions of market downturns n1 is not less than the required value ñ1.

Table 4

Henriksson and Merton Test on the significance of inflation signals
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Notes: The testing period is from January 2005 through May 2010, and the sample contains 65 monthly observations. ** and *** indicate statistical significance at the 5% and the 1% levels, respectively.

The statistics presented in Table 4 point to the ability of inflation variables measured by PPI to predict market downturns, with the signals from Ippi (ΔIppi) predicting 9 (16) market downturns with 77.78% (68.755) accuracy. The sum of the conditional probability of successful forecasts [image: art] is 1.2567 (1.3593). Importantly, the number of successful predictions n1 is not less than the require value of ñ1. The null hypothesis can therefore be rejected at the 1% level of statistical significance. By contrast, the signals from Icpi (ΔIcpi) predicted 12 (9) market downturns with 50% (44.44%) accuracy, with the sum of the conditional probability of successful forecasts being 1.1180 (1.1263). The number of successful predictions n1 is less than the required value of ñ1. Therefore, the null hypothesis that the signals produce accurate predictions randomly cannot be rejected.

We also test whether the signals from the inflation variables are able to identify large market downturns as a robustness check. Table 5 presents some statistical evidence concerning whether the excess stock market performed very differently when the variables exceeded their 90th percentile thresholds. The last row of the table shows that for the entire testing period of 65 months, the monthly total returns of the excess stock market averaged 0.48% with a median of 1.44%.

Table 5

Market performance and signals from inflation variables



	Predictor variable

	Signal from predictor variable

	Mean of excess market return

	Median of excess market return

	St. Dev. of excess market return




	Icpi,t

	<90th percentile (stay)

	0.0074

	0.0144

	0.0438




	
	>90th percentile (sell)

	−0.0065 (0.1860)

	0.0116 (0.4170)

	0.0585 (0.1110)




	ΔIcpi,t

	<90th percentile (stay)

	0.0053

	0.0132

	0.0453




	
	>90th percentile (sell)

	0.0021 (0.3840)

	0.0268 (0.8370)

	0.0575 (0.1810)




	Ippi,t

	<90th percentile (stay)

	0.0121

	0.0188

	0.0428




	
	>90th percentile (sell)

	−0.0401 (0.0030)***

	−0.0318 (0.0080) ***

	0.0466 (0.3600)




	ΔIppi,t

	<90th percentile (stay)

	0.0170

	0.0212

	0.0412




	
	>90th percentile (sell)

	−0.0322 (0.0000)***

	−0.0331 (0.0010) ***

	0.0437 (0.3960)




	Testing period

	0.0048

	0.0144

	0.0467





Notes: The testing period is from January 2005 through May 2010, and the sample contains 65 monthly observations. p-values in parentheses are estimated using Monte Carlo simulations. ** and *** indicate statistical significance at the 5% and the 1% levels, respectively.

The other rows compare the market performance after the months when inflation variables exceeded their 90th percentile thresholds and other months. It shows the ability of the signals from inflation variables measured by PPI to capture large market downturns: for the 12 (9) months when Icpi (ΔIcpi) exceeded its 90th percentile threshold, the excess market returns averaged −0.65% (0.21%). For the other 53 (56) months, however, the returns averaged 0.74% (0.53%), and the difference in these returns was not statistically significant. By contrast, the results are completely different when the signals from Ippi (ΔIppi) are considered. The average excess market return of −4.01% (−3.22%) for the months when Ippi (ΔIppi) exceeded the 90th percentile threshold was considerably lower than that of 1.21% (1.70%) for other months, with the difference being significant at the 1% statistical level.

The abovementioned results suggest a poor performance of the stock market after the months when inflation variables, measured by PPI, exceeded their 90th percentile thresholds, both in terms of the mean and median. However, the central question in interpreting the evidence concerns whether the statistical significance also leads to the economic value. Therefore, we test this hypothesis below.

Market-Timing Activity

We formulate market-timing strategies based on the signals from the inflation variables to test the economic value of the predictability of stock market downturns. Historical data are used to compare the performance of the market-timing portfolios with the benchmark portfolio, a 100% stock portfolio. Table 6 reports the statistics for both the market-timing portfolios and the benchmark portfolio, assuming an initial wealth of $ 100 invested in the market index at the end of January 2005. We do not make any assumptions about the distribution of portfolio returns and choose to report traditional metrics, including the Sharpe Ratio and Jensen’s Alpha for normal distributions and the Omega Ratios specifically for non-normal distributions. The risk-free rate is represented by the 3-month time deposit rate converted to a monthly basis. Strategy profitability is designated when all of these statistics return the same indication in support of or against the superiority of market-timing strategies to the benchmark. The stock index return is used as the market proxy to calculate Jensen’s Alpha, whereas the risk-free rate is taken as the target rate to derive the Omega Ratio.

The results presented below are broadly in line with those presented earlier. Before transaction costs, the performance of the market-timing portfolios using the signals from Ippi (ΔIppi) is superior to the benchmark portfolio in terms of all statistics. However, this is not the case for the signals from ΔIcpi. The reliability of Icpi is also open to questioning as a result of the difficulty in implementing a corresponding market-timing strategy: the monthly average return of the portfolio is less than the risk-free rate, which results in a negative Sharpe Ratio, indicating an unappealing risk-adjusted return. The Jensen’s Alpha (–0.02% per month or −0.24% per year) shows no abnormal return over the theoretical expected return. Furthermore, the Omega Ratio, which is calculated as the probability weighted ratio of gains to losses relative to the threshold (the three-month deposit rate), is less than 1, also indicating low levels of profitability from the strategy.

Li and Lam (2002) emphasise that evaluating the effect of transaction costs represents an important issue concerning a trading strategy’s success. As shown by the shaded areas in Figure 1, the signals from the inflation variables do not involve much trading: those from ΔIcpi, which triggered the largest number of transactions among all the variables, only made 3 round-trip trades or 6 actual trades during the period of 65 months.

Table 6

Market-timing portfolios versus the benchmark portfolio
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Note: The testing period is from January 2005 through May 2010, and the sample contains 65 monthly observations.

Given that the market-timing strategies did not require frequent switches between the markets, the inclusion of transaction costs has a very limited effect on the results, with the market-timing portfolios using inflation variables measured by PPI continuing to work well: after 1% transaction costs, the monthly average return generated by the market-timing strategy using Ippi (ΔIppi) is 0.92% (1.15%) or 11.67% (14.805) per year. By contrast, the monthly average return from holding the market is only 0.37% (4.54% per year). For example, $ 100 invested at the beginning of January 2005 would become approximately $ 127.0193 at the end of May 2010 if it remains in the stock market for the entire period. However, the wealth would rise to $ 181.7010 ($ 211.4388) using our Ippi (ΔIppi)-based strategy. The Jensen’s Alpha of 0.39% (0.60%) per month indicates a significant amount of abnormal return of the market-timing portfolio over the theoretical expected return. This is also supported by the Omega Ratio.

Sensitivity Analysis

Questions might naturally arise regarding the extent to which the results in Table 6 depend on the particular parameter or model specifications used. Accordingly, we present a sensitivity analysis to evaluate the robustness of the market-timing strategies based on the signals from inflation variables measured by PPI. We use the Omega Ratio, calculated under transaction costs of 1% of the traded portfolio value, in the sensitivity analysis tests, given that there is a high likelihood of non-normal return distributions in a sample of 65 observations.

Possible misgivings might be raised regarding the percentile threshold chosen for the forecasting model, given that it is not theoretically motivated and therefore represents an arbitrary parameter. Figure 2 shows the Omega Ratios of the market-timing portfolios using inflation variables measured by PPI and the benchmark portfolio, depending on the different choices of the percentiles from the 68th to the 98th. It is apparent that the Omega Rations are higher for both market-timing portfolios than for the benchmark for every percentile, with values above 1 translating as a probability that gains exceed losses.

We also modify the stock market index given that there is no a priori reason to indicate the correct choice of an index. Table 7 examines the two other main stock market benchmarks in China, namely the SHC and the SZC, with the main observation as follows: both market-timing portfolios using inflation variables measured by PPI outperform the benchmark portfolio, irrespective of the stock market index chosen. Therefore, this indicates that our market-timing strategies work in the Chinese stock market irrespective of the index chosen.
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Figure 2. Market-timing portfolios versus the benchmark portfolio-modifying percentile thresholds




Table 7

Market timing portfolios versus the benchmark portfolio – modifying the stock market index



	Strategy

	Stock index

	Omega ratio

	Number of observations




	
	1% transaction costs

	



	Ippi

	
	1.0373

	65




	ΔIppi

	SHC

	1.2536

	65




	Benchmark

	
	0.7705

	65




	
	1% transaction costs

	



	Ippi

	
	1.2586

	65




	ΔIppi

	SZC

	1.3919

	65




	Benchmark

	
	0.9012

	65





Note: The testing period is from January 2005 to May 2010, and the sample contains 65 monthly observations.

The abovementioned results suggest the outperformance of the market-timing strategies using inflation variables measured by PPI over the benchmark in terms of both the traditional metrics and the Omega Ratio. Particularly, the superiority of inflation variables measured by PPI to CPI on forecasting market downturns is consistent with the correlation analysis presented in Table 2. Therefore, the results generally support previous studies in that inflation plays an important role in explaining stock returns. They also support two hypotheses regarding the Chinese stock market: (1) fundamentals are potential pricing factors (Bondt, Peltonen, & Santabarbara, 2011); and (2) market prices do not fully incorporate all publicly available information (Su, 2003; Gao & Tse, 2004). These insights therefore provide evidence against previous studies arguing that Chinese stock prices are mainly driven by sentiment (Girardin & Liu, 2003; Tan, Chiang, Mason, & Nelling, 2008). Conversely, the market participants’ responses are in accordance with widely accepted views concerning how the economy operates, with investors able to trade on the basis of inflation-related information.

Time-varying Investment Opportunities

Given the time-varying investment opportunities found in international markets (Paye & Timmermann, 2006), a natural question to ask is whether it also occurs in Chinese financial markets. Accordingly, we investigate this by modifying the forecasting window size: besides the fixed rolling window method presented earlier, we also consider an expanding window method by only adding a new observation each time to update the threshold and assess the presence and the importance of time variations by comparing the profitability of market-timing strategies using two different methodological perspectives, as suggested by Pesaran and Timmermann (2002).


Table 8 shows that accurate market downturn predictions n1 for both the rolling and the expanding windows are generally close to each other on average. However, there is one exception: the signals from ΔIppi using the fixed rolling window produced 11 accurate market downturn predictions compared to just 6 using the expanding window. Furthermore, the identification of market downturns using the fixed rolling window clustered over the periods November 2007 to September 2008 and January 2010 to May 2010 contrast with the periods May 2008 to September 2008 and January 2010 to May 2010, as predicted under the expanding window. Estimating the direction of the market using the local maxima of the sample path of stock index prices, we find three major peaks: February 2005, October 2007 and July 2009. Given that the fixed rolling window is more successful in identifying breaks in the prediction models, it was able to capture market downturns more quickly than the expanding window.

The findings suggest that the ability of ΔIppi to predict market downturns underwent important breaks over the period. To investigate the effect of model instability on economic value, Table 8 further compares the profitability of the market-timing strategies inclusive of transaction costs of 1% of the traded portfolio value.

Table 8

Market-timing portfolios versus the benchmark portfolio – the expanding window method versus the fixed rolling method



	Strategy

	Accurate market downturns

	Sharpe Ratio

	Jensen’s Alpha

	Omega Ratio




	Icpi,t

	7/13

	−0.0130

	−0.000

	0.8521




	
	(6/12)

	(–0.0509)

	(–0.0005)

	(0.7561)




	ΔIcpi,t

	4/9

	−0.0706

	−0.0012

	0.7248




	
	4/9

	(–0.0988)

	(–0.0025)

	(0.6682)




	Ippi,t

	6/8

	0.0255

	0.0027

	0.9509




	
	(7/9)

	(0.0549)

	(0.0039)

	(1.0361)




	ΔIppi,t

	6/9

	0.0197

	0.0027

	0.9504




	
	(11/16)

	(0.1222)

	(0.0060)

	(1.2543)




	Benchmark

	N.A

	−0.0689

	−0.0011

	0.7496





Notes: The testing period is from January 2005 to May 2010, and the sample contains 65 monthly observations. The results of using the fixed rolling window are in parenthesis.

As expected, the profitability of the strategies is similar on average under the two methods except when using ΔIppi. While one would expect the predictions generated by the expanding window to deliver better performance if there were no breaks, the economic value of the market-timing strategy using this method is relatively low. For example, as denoted by Jensen’s Alpha, the abnormal return of the market-timing portfolio over the theoretical expected return is only 0.27% per month (3.28% per year), in contrast to 0.60% per month (7.47% per year) under the rolling method. The Omega Ratio 0.9504 suggests a lower probability of gains than losses.

The results reinforce the existence of shifts in the forecasting ability of ΔIppi over the study period.

Our findings bring into question the common practice of assuming a stable prediction model for asset returns and its impact on asset allocation decisions. If the relationships between asset returns and macroeconomic variables such as ΔIppi undergo unexpected structural breaks, this practice would lead to incorrect predictions of market performance. In terms of asset allocation practice, this suggests that it may be advisable to hedge against the possibility of a break in the relationships over time.

CONCLUSIONS AND IMPLICATIONS

This study examines whether the predictable patterns in the Chinese stock market can be exploited using measures of inflation to formulate market-timing strategies. Such statements have implications for both investors and policymakers, with investors being potentially able to benefit from successful market-timing strategies, whereas policymakers can make more informed decisions with regard to their policies.

Particularly, we have investigated four market-timing strategies using the yearly inflation rates and the changes of the yearly inflation rates as measured by CPI and PPI. All the strategies require investing in the stock market index unless a pre-defined threshold is exceeded.

Our results show that the market-timing strategies using inflation variables measured by PPI robustly outperform the benchmark buy-and-hold strategy even after transaction costs. The superior forecasting ability of inflation variables measured by PPI to CPI is expected and consistent with the asymmetric relationship between supply and demand in China. Our work thus provides evidence in support of using a simple rule of thumb strategy to avoid some market downturns and enhance returns over those from the widely recommended buy-and-hold strategy.


However, one factor that must be kept in mind is that investors must be aware of time variations, particularly when using macroeconomic variables to time the market. As shown in the paper, the forecasts generated by the signals from ΔIppi contain completely different information concerning stock market downturns at various times during the study period, providing new evidence of the time-varying investment opportunities in the Chinese stock market. The consequent impact on the profitability of the market-timing strategy suggests that it may be advisable to hedge against the possibility of a break in the relationship over time when making asset allocation decisions.

Overall, the results of this study support the idea that investors are able to time the stock market on the basis of inflation-related information and highlight the potential time-varying investment opportunities in the Chinese stock market.
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ABSTRACT

This study examines external balance and budget in Malaysia. The unit root test results show that the variables examined are a mixture of stationary and non-stationary variables. The bounds testing results show that there is a long-run relationship between external balance and its determinants, including budget, and also between budget and its determinants, including external balance. Moreover, the results of the causality analysis show that the current account targeting hypothesis and the Ricardian equivalence hypothesis dominate the relationship between external balance and budget. Short-run and long-run measures are needed to address external imbalances. A healthy external balance is important for sustainable economic growth.
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INTRODUCTION

Malaysia is a small open economy, and its economic growth is strongly influenced by the performance of the global economy. Malaysia had been achieving rapid economic growth, especially during the period from 1988 to 1996. However, its economic growth slowed down after the Asian Financial crisis in 1997–1998 and during the global economic slowdown in 2008. The economic growth rate of Malaysia is unimpressive compared to the economic growth rate of Malaysia before the Asian financial crisis, that is, during the period from 1988 to 1996. The average economic growth rate (2000 = 100) of Malaysia during 2009–2011 was 3.5%, while the average economic growth rate (2000 = 100) from 1988 to 1996 was 9.1% (International Monetary Fund [IMF], 2012). Sluggish global economic growth, particularly in the developed countries, has led to a series of budget deficits in Malaysia with the aim being to stimulate economic growth. Consolidated public sector finance in Malaysia produced deficits of RM 41,685 million, RM 51,512 million, RM 15,810 million and RM 91,555 million for the years 2008, 2009, 2010 and 2011, respectively (Ministry of Finance Malaysia [MOF], 2012). In 2008, the balance of payments deficit in Malaysia was RM 18,250 million. However, in 2009 and 2010, Malaysia experienced balance of payments surpluses of RM 13,831 and RM 2,628 million, respectively. In 2011, Malaysia experienced a balance of payments deficit of RM 94,682 million (MOF, 2010, 2011, 2012). External deficit can be bad or good. External deficit is bad, for example, because financial regulation fails to fuel credit booms and misbehaviour of government leads to reduced national saving. External deficit is good, for example, because international borrowing and lending allow for inter-temporal trade, which increases welfare (Blanchard & Milesi-Ferretti, 2012, p. 140).

External imbalances and budget deficits have led to renewed interest in the twin deficits hypothesis (Theofilakou & Stournaras, 2012, pp. 719–720). This issue gained much attention in the 1980s, especially in the United States (US) when the US experienced significant external and budget deficits. The twin deficits hypothesis states that a budget deficit causes an external deficit. The Mundell and Fleming theory postulates that an increase in the budget deficit will lead to an increase in the real interest rate in the domestic country, which will attract capital inflows. This will cause exchange rates to rise, which will make exports less competitive and lead to more imports. Thus, there will be a current account deficit under a flexible exchange rate regime. Alternatively, the Keynesian absorption theory asserts that an increase in the budget deficit will lead to an increase in the domestic absorption and therefore will induce more imports in the economy, leading to a current account deficit (Algieri, 2013, p. 3). In practice, studies of the twin deficits hypothesis have produced different results for different countries (Algieri, 2013, p. 1; Chihi & Normandin, 2013).

This study investigates the impact of budget on external balance in Malaysia over the period from 1980 to 2011. More specifically, this study examines the impacts of consolidated public sector finance and federal government finance on balance of trade, balance of services, balance of current account and balance of payments in Malaysia. The impact of budget could be different for different sub-categories of balance of payments due to different goods and services elasticities. The previous studies mainly focused on the impact of budget on balance of trade or balance of current account (Kalou & Paleologou, 2012). There have been very few studies that examine the impact of budget deficit on goods and services balances under the structural break and also investigate the relationship between balance of payments and budget deficit, especially for Malaysia. The autoregressive distributed lag (ARDL) approach of Pesaran, Shin, and Smith (2001) is used. The approach is suitable regardless whether all regressors examined are integrated of the same order, that is integrated of order one (I[1]), integrated of order zero (I[0]) or a mixture of I(1) and I(0) variables. Moreover, this study considers the structural break in the examination of causality.


LITERATURE REVIEW

There is a large literature on the relationship between external balance and budget deficit (Kouassi, Mougoue, & Kymn, 2004; Rafiq, 2010; Campa & Gavilan, 2011; Jinjarak & Sheffrin, 2011; Blanchard & Milesi-Ferretti, 2012; Kalou & Paleologou, 2012; Mussa, 2012; Theofilakou & Stournaras, 2012; Nag & Mukherjee, 2012; Chihi & Normandin, 2013; Hoffmann, 2013; Trachanas & Katrakilidis, 2013). However, there is no consensus on the relationship between external balance and budget deficit. Some studies have found that budget deficit causes external deficit. Baharumshah and Lau (2007) investigate the relationship between current account deficit and budget deficit in Thailand using four variables in a vector autoregressive (VAR) model using quarterly data for the period from 1976:QI to 2001:QIV. The variables employed in the study are: current account as a ratio of gross domestic product (GDP), budget deficit as a ratio of GDP, the nominal interest rate and the nominal exchange rate, which is the Thai baht against the US dollar. The results show that there is a long-term relationship among the variables. Budget deficit is found to cause current account deficit and not the reverse. More specifically, an increase in the budget deficit will lead to an increase in the nominal interest rate, and this will appreciate the nominal exchange rate and thus produce a current account deficit. The results of the generalised variance decomposition demonstrate that the nominal exchange rate is the most exogenous variable, and the nominal interest rate is influenced by budget deficit. An increase in the nominal interest rate will displace private investment. In other research, Chihi and Normandin (2013) assess the link between external balance and budget deficit balances in 24 developing countries in Africa, the Americas, Asia and Oceania. The variables studied are the US real treasury bills rate, terms of trade, the real effective exchange rate, GDP divided by consumer price index (CPI), government expenditure as a ratio of GDP, tax as a ratio of GDP and household expenditure as a ratio of GDP. The results show that in twelve of the countries examined, there is a positive relationship between external balance and budget deficit. The domestic resources net of public absorptions are the most important factors explaining the positive relationship between the external deficit and budget deficit for most countries. Budget deficit can influence external deficit and vice versa.

Rafiq (2010) examines the interaction between budget deficits, current account balances and real exchange rates in the United Kingdom (UK) and US in a time-varying VAR model, which allows for time variation in the stochastic variance and autoregressive parameters, over the period from 1973:QI to 2008:QIV for the UK and from 1973:QI to 2009:QI for the US. The results show that budget deficit reduces the US current account balance. For the UK, budget deficit improved current account balance. However, the impacts of budget deficits on the UK and the US current account balances have fallen in magnitude over the past 20 years. The time-varying variance decomposition results reveal that budget deficit shocks played a key role in driving the UK current account and the real exchange rate fluctuations. However, budget deficit shocks have been a marginal factor in the variation of the US current account and the exchange rate fluctuations. The common finding for the UK and the US is that budget deficit reductions alone cannot eliminate current account imbalances. In contrast to the UK, the findings regarding the US support the view of using depreciation of the real exchange rate to correct current account imbalance.

There are some studies that found no relationship between external balance and budget. Algieri (2013) analyses the relationships between external balances, namely trade balances, current account balances and budget balances in Greece, Ireland, Italy, Portugal and Spain using quarterly data from the period 1980:QII to 2012:QII. The study uses the Granger causality test and the Toda and Yamamoto causality test. The variables used in the study are government balance as a ratio of GDP and current account balance or trade balance as a ratio of GDP. The results reveal that both tests produce the same conclusion and support the Ricardian equivalence hypothesis; more specifically, there is no nexus between current account deficit or trade balance deficit and budget deficit. This implies that a reduction in budget deficit may not help reduce external deficits. This is because a budget deficit will lead to inter-temporal reallocation of savings and thus there will be no effect on the interest rate or exchange rate. Therefore there is no effect on the external balance. Rational agents will learn that budget deficit today will lead to increases in taxes in the future. Consequently, the rational agents will save more today to pay more tax in the future (Algieri, 2013). The nexus between budget deficit and external deficit is more complex than the twin deficits hypothesis. There are many factors that can influence external imbalance, such as an internal devaluation policy to reduce external balance and improvements in the competitiveness of tradable goods and services through increases in productivity and quality (Algieri, 2013, p. 9).

Some studies found that external deficit causes budget deficit. Kalou and Paleologou (2012) re-examine the twin deficits hypothesis in a vector error correction model (VECM) including the endogenous determination of structural breaks to determine the causal relationship between budget deficit and current account deficit in Greece using annual data over the period from 1960 to 2007. The variables analysed are budget deficit as a ratio of GDP, current account balance as a ratio of GDP, the 12-month Treasury bill rate and the nominal effective exchange rate. The two deficits are found to be positively related and the direction of causality is from current account to budget deficit. In other words, the results support the current account targeting hypothesis. The hypothesis affirms that current account deficit induces slower economic growth, and subsequently government implements a budget deficit to stimulate economic growth in the hope of reducing the current account deficit. This is true for small open economies that strongly depend on capital inflows. In a small open economy, interest rates are exogenous and long-term causality is expected to run from interest rates to current account. In a large economy, interest rates are determined by the budget deficit (Kalou & Paleologou, 2012, p. 233). In the presence of a growing debt to GDP ratio, domestic developments will be restrained by the foreign balance. Therefore, tax reforms to curb tax evasion and structural reforms in the financial and labour markets are necessary (Kalou & Paleologou, 2012, p. 239).

DATA AND METHODOLOGY

The two budgets used are consolidated public sector finance (bd1t) and federal government finance (bd2t), which are both expressed as a ratio of GDP. Consolidated public sector finance includes federal government finance, state governments’ finances, local authorities’ finances and statutory bodies’ finances (MOF, 2012, p. 741). The use of the two budgets is to verify the impacts of those budgets on external balances. Balance of trade (btt), balance of services (bst), balance of current account (bcat) and balance of payments (bopt) are also all expressed as a ratio of GDP. The real interest rate (rt) is expressed as rt = tbt − πt, where tbt is the 3 months treasury bill rate in Malaysia and πt is the inflation in Malaysia. The inflation in Malaysia is calculated as πt = [(cpir − cpit−1)/cpit−1] × 100, where is cpit is CPI (2000 = 100) in Malaysia. The real exchange rate (rert) is expressed by the real effective exchange rate of Malaysia (2000 = 100). The real stock price return (rspt) is expressed as rspt = (spt/spt−1) − 1, where spt is the stock price (2000 = 100) in Malaysia divided by CPI in Malaysia. The sample period of this study is from 1980 to 2011. The budget and balance of payments data were obtained from various issues of Economic Report, published by MOF, and the rest of the data were obtained from International Financial Statistics, available from the IMF.

Figure 1 displays the plots of external balances, and Figure 2 displays the plots of budgets. Generally, balance of trade, balance of services, balance of current account and balance of payments fluctuated closely before the Asian financial crisis in 1997–1998. However, those series diverged after the crisis. The standard deviations of the series from 1980 to 1996 were small, namely 5,014.7, 4,339.7, 7,145.1 and 8,437.7, respectively. The standard deviations increased from 1997 to 2011, namely 41,355.5, 10,077.6, 39,297.7 and 32,485.3, respectively. Consolidated public sector finance and federal government finance fluctuated closely with an upward trend towards zero before the Asian financial crisis. Those series exhibited a high degree of fluctuation after the crisis. Consolidated public sector finance and federal government finance were strongly positively correlated over the period from 1980 to 2011; that is, the coefficient of correlation was 0.7, which is significant at the 1% level.
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Figure 1. The plots of balance of trade, balance of services, balance of current account and balance of payments in Malaysia, 1980–2011 (RM million)

Source: MOF, 2013
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Figure 2. The plots of consolidated public sector finance and federal government finance in Malaysia, 1980–2011 (RM million)

Source: Various issues of Economic Report, MOF




Consolidated public sector finance and federal government finance were negatively correlated with balance of trade, balance of services, balance of current account and balance of payments. The correlation coefficients were high between consolidated public sector finance and federal government finance with balance of trade (−0.45, −0.85) and balance of current account (−0.5, −0.87), but relatively low with balance of services (−0.42, −0.67) and balance of payments (−0.3, −0.34) (Table 1). This implies that budgets have a stronger impact on balance of trade and balance of current account then on balance of services and balance of payments.

Table 1

The coefficients of correlation of consolidated public sector finance or federal government finance with balance of trade, balance of services, balance of current account and balance of payments, respectively, 1980–2011 (RM million)



	 

	bd1t

	btt

	bst

	bcat

	bopt




	bd1t

	1.00

	 

	 

	 

	 




	btt

	−0.45

	1.00

	 

	 

	 




	bst

	−0.42

	0.40

	1.00

	 

	 




	bcat

	−0.50

	0.98

	0.50

	1.00

	 




	bopt

	−0.30

	0.45

	0.00

	0.42

	1.00




	 




	 

	bd2t

	btt

	bst

	bcat

	bopt




	bd2t

	1.00

	 

	 

	 

	 




	btt

	−0.85

	1.00

	 

	 

	 




	bst

	−0.67

	0.40

	1.00

	 

	 




	bcat

	−0.87

	0.98

	0.50

	1.00

	 




	bopt

	−0.34

	0.45

	0.00

	0.42

	1.00





Note: bd1t denotes consolidated public sector finance while bd2t denotes federal government finance.

Source: Various issues of Economic Report, MOF.

The relationship between current account deficit and budget deficit can be shown using the national account identity:

[image: art]

where yt is GDP, ct is private consumption, it is investment, gt is government consumption, xt is exports and mt is imports. Equation (1) can be rewritten in terms of the external sector (xt - mt) as follows:
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The national saving (st) is equal to yt – ct – gt and thus equation (2) can be written as follows:

[image: art]

The national saving can be divided into government saving (sg) and private saving (sp). Government saving can be defined as (tt – gt), where tt is tax and gt is government consumption. When (tt – gt) is positive, government experiences a budget surplus. When (tt – gt) is negative, government experiences a budget deficit. Equation (3) can be written as follows:
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or
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where bdt is budget deficit. When (xt – mt) is negative, it implies a deficit while when (xt – mt) is positive, it implies a surplus. When (xt – mt) is negative, a country can finance the external sector through borrowing from abroad. In other words, the country is importing present consumption and exporting future consumption. The (sp – it) is the private saving and investment balance. If the private saving and investment are about the same or constant, then external balance (xt – mt) and government balance (bdt) and will move closely together. If a change in budget deficit is offset by change in saving, that is called the Ricardian equivalence hypothesis, which postulates that budget and current account are unrelated (Algieri, 2013, pp. 3–5). An inter-temporal shift between taxes and budget deficits does not matter for the real interest rate and investment or current account balance. This means that government deficits are neutral and the twin deficits only happen coincidently. The factors that influence current account are factors such as the response of consumption to various shocks to the economy (Kalou & Paleologou, 2012, p. 233).

Given that private saving and investment depend on the interest rate (irt), the exchange rate (ext) and the stock return (srt), equation (5) can be rewritten as follows (Kalou & Paleologou, 2012, p. 232):
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The Zivot and Andrews (1992) (ZA) and Lee and Strazicich (2004) (LS) unit root test statistics are used to examine the stationarity of the data. The use of the conventional unit root test statistics can lead to the wrong conclusion about the stationarity of the data if structural breaks exist in the data. The ZA unit root test statistic is an augmented Dickey-Fuller type endogenous break unit root test. The LS unit root test statistics are an endogenous unit root test for one or two structural breaks that is unaffected by structural breaks under the null and alternative hypotheses, and thus, spurious rejection will not occur. The LS unit root test statistics are based on the Lagrange Multiplier test.

When the variables in equation (6) are co-integrated, causality will be tested in the VECM as follows:

[image: art]

[image: art]

where Δ is the first difference operator, bt is balance of trade, balance of services, balance of current account or balance of payments, Dt is the dummy variable to capture the influence of the Asian financial crisis, 1997–1998, bdt is the budget deficit, rt is the real interest rate, ert is the real exchange rate, spt is the real stock price return and ui,t (i = 1, 2) is a disturbance term (Kalou & Paleologou, 2012, p. 232). Baharumshah and Lau (2007) and Kalou and Paleologou (2012), amongst others, use the nominal variables in the analysis of the relationship between external balance and budget. In contrast, Rafiq (2010) and others use the real variables. The Mundell and Fleming theory, or the Keynesian absorption theory, implies that a budget deficit will lead to an external deficit. This hypothesis holds if the coefficient (β12i) in equation (7) is significantly different from zero and the coefficient (β26i)) in equation (8) is not significantly different from zero. The Ricardian equivalence hypothesis suggests that there is no nexus between external deficit and budget deficit. This hypothesis holds if the coefficient (β12i) in equation (7) and the coefficient (β26i) in equation (8) are not be significantly different from zero. The current account targeting hypothesis indicates that unidirectional causality runs from external deficit to internal deficit. This hypothesis holds if the coefficient (β12i) in equation (7) is not significantly different from zero and the coefficient (β26i) in equation (8) is significantly different from zero (Kalou & Paleologou, 2012, p. 233).

RESULTS AND DISCUSSION

The results of the ZA and LS unit root test statistics are reported in Table 2. The lag lengths used to estimate the ZA and LS unit root test statistics are based on the t-statistic, that is, the number of lags for which the last included lag has a marginal significance level less than the cut-off given by the 10% level. The fraction of entries on each end of data to exclude as the breaks and minimum gap between breaks is the 10% level. The results of the ZA and LS unit root test statistics show that all the variables except balance of payments and the real stock price return are mostly non-stationary in their levels but become stationary after taking the first differences. Thus the variables examined are a mixture of I(1) and I(0) variables. The results of the Elliot, Rothenberg and Stock (ERS) and Phillips and Perron (PP) unit root test statistics are reported in Table 3. The lag lengths used to compute the ERS unit root test statistics are based on the Schwarz Bayesian Criterion. The lag lengths used to compute the PP unit root test statistics are based on the Newey-West automatic bandwidth selection with the maximum lag length set to seven. Generally, the ERS and the PP unit root test statistics show about the same conclusion as the ZA and LS unit root test statistics.

Table 2

The results of the Zivot and Andrews (1992) (ZA) and Lee and Strazicich (2004) (LS) unit root test statistics



	
	ZA – Crash

	LS – Crash

	ZA – Break

	LS – Crash




	btt

	−4.3818 (1998)

	−3.4180* (1997)

	−4.1970 (1998)

	−3.9753 (1996)




	Δ btt

	−5.3863*** (1996)

	−4.4885** (1999)

	−5.2494** (1996)

	−4.4637* (1999)




	bst

	−6.0060*** (2000)

	−2.5571 (1999)

	−5.2012** (2000)

	−5.0226** (2000)




	Δ bst

	−7.2515*** (1985)

	−6.4062*** 1995)

	−8.0246*** (2000)

	−6.9630*** (1997)




	bcat

	−4.0607 (1998)

	−4.0506** (1997)

	−3.6486 (1998)

	−4.4454* (1996)




	Δ bcat

	−5.5284*** (1996)

	−4.4958***(1999)

	−5.4043** (1996)

	−4.6668** (1987)




	bopt

	−5.1355** (1994)

	−4.5874*** (1996)

	−5.4647** (1994)

	−5.1541*** (2006)




	Δ bopt

	−6.2308*** (1994)

	−5.1566*** (1996)

	−6.1105*** (1994)

	−6.6800*** (2003)




	bd1t

	−2.0886 (2008)

	−3.2062 (2008)

	−2.0363 (1995)

	−4.9616** (1994)




	Δ bd1t

	−7.6093*** (2004)

	−7.6278*** (1993)

	−8.0594*** (2004)

	−5.6598** (2006)




	bd2t

	−3.2537 (1983)

	−1.2878 (1986)

	−3.3916 (1988)

	−4.3848* (1997)




	Δ bd2t

	−5.5649*** (2003)

	−4.8608*** (1994)

	−5.7874*** (1998)

	−5.3435*** (1988)




	rt

	−6.4112*** (1998)

	−1.5893 (1997)

	−3.9461 (1998)

	−6.1030*** (1986)




	Δ rt

	−7.5497*** (1986)

	−4.9283*** (2009)

	−5.0676 (1989)

	−6.5721*** (2009)




	ert

	−4.0039 (1986)

	−3.0815* (2009)

	−6.1121*** (1998)

	−3.4157 (1998)




	Δ ert

	−5.0083** (1985)

	−4.3822*** (2000)

	−7.4674*** (1989)

	−4.9425** (1988)




	spt

	−7.9993*** (1987)

	−5.7301*** (2003)

	−7.9445*** (1995)

	−5.8760*** (1996)




	Δ spt

	−8.1142*** (1999)

	−7.5956*** (2009)

	−8.2925*** (1990)

	−7.6486*** (1997)





Notes: Crash denotes the ZA or LS unit root test statistic for testing an abrupt change in level but no change in the trend rate. Break denotes the ZA or LS unit root test statistic for testing an abrupt change in level and a change in the trend rate. Values in parentheses are the breaks. The critical values can be obtained from Zivot and Andrews (1992) and Lee and Strazicich (2004). *** (**, *) denotes significance at the 1% (5%, 10%) level.

Table 3

The results of the Elliott, Rothenberg and Stock (ERS) and Phillips and Perron (PP) unit root test statistics



	
	ERS – No trend

	ERS – Trend

	PP – No trend

	PP – Trend




	btt

	−1.6524

	−2.3448

	−1.7649

	−2.5914




	Δ btt

	−3.6079***

	−4.3758***

	−4.8842***

	−4.7901***




	bst

	−0.7565

	−3.0822

	−0.6487

	−3.1190




	Δ bst

	−6.5522***

	−6.5984***

	−6.9684***

	−7.0055***




	bcat

	−1.3732

	−2.5446

	−1.5006

	−2.6554




	Δ bcat

	−3.9051***

	−4.6501***

	−5.0661***

	−4.9567***




	bopt

	−4.8272***

	−5.0384***

	−4.6638***

	−4.8146***




	Δ bopt

	−5.2240***

	−7.1306***

	−8.4572***

	−8.2617***




	bd1t

	−1.5839

	−1.7637

	−1.9044

	−0.8425




	Δ bd1t

	−1.3661

	−7.8327***

	−7.3365***

	−10.4669***




	bd2t

	−1.2180

	−1.3174

	−2.3920

	−1.4859




	Δ bd2t

	−3.8957***

	−4.5469***

	−4.2864***

	−5.0247***




	rt

	−2.5484**

	−2.9990*

	−3.1502**

	−3.0428




	Δ rt

	−5.2860***

	−4.4437***

	−7.4315***

	−8.1831***




	ert

	−0.7683

	−1.8517

	−1.2556

	−2.0703




	Δ ert

	−4.1848***

	−4.2545***

	−4.0584***

	−4.0139**




	spt

	−6.1475***

	−6.8904***

	−7.1464***

	−7.0349***




	Δ spt

	−0.7970

	−5.9538***

	−15.1331***

	−14.7734***





Notes: ERS – No trend denotes the Elliott, Rothenberg and Stock test statistic estimated with the model included a constant only. ERS – Trend denotes the Elliott, Rothenberg and Stock test statistic estimated with the model included a constant and a time trend. PP – No trend denotes the Phillips and Perron test statistic estimated with the model included a constant only. PP – Trend denotes the Phillips and Perron test statistic estimated with the model included a constant and a time trend. *** (**, *) denotes significance at the 1% (5%, 10%) level.


The results of the bounds testing approach are reported in Table 4. The Wald-statistics are found to be statistically significant at the 1% level. Hence there is a long-term relationship between balance of trade, balance of service, balance of current account and balance of payments and determinants of balance trade, balance of service, balance of current account and balance of payments, respectively including consolidated public sector finance or federal government finance. Additionally, there is a long-term relationship between consolidated public sector finance or federal government finance and its determinants including balance of trade, balance of service, balance of current account or balance of payments. In other words, those variables are moving together and would not move far from each other in the long term. The results of the Johansen likelihood ratio test statistics, namely, the maximum eigenvalue statistic (λMax) and the trace statistic (λTrace), are computed with unrestricted intercepts and no trends in the VAR are reported in Table 5. The lag lengths used to compute the VAR are based on the Schwarz Bayesian Criterion. The results show that the null hypothesis of no co-integration among balance of trade, balance of service, balance of current account or balance of payments and its determinants is rejected. There is at least one co-integrating vector among those variables. Thus, testing of the Granger causality should be tested in the VECM.

Table 4

The results of the bounds testing approach for co-integration



	
	Δ bd1t

	Δ bd2t




	Δ btt

	63.1211***

	50.5016***




	Δ bdt

	22.2678***

	67.9550***




	Δ bst

	27.1925***

	28.4719***




	Δ bdt

	16.0384***

	44.1807***




	Δ bcat

	17.2177***

	35.2828***




	Δ bdt

	34.1032***

	80.8432***




	Δ bopt

	37.4048***

	77.5951***




	Δ bdt

	26.0753***

	54.2580***





Note: Values are Wald-statistics, *** denotes significance at the 1% level.

The results of the co-integration test show that there is long-term relationship between external balance and its determinants, including budget, and also between budget and its determinants, including external balance. Chihi and Normandin (2013), among others, report a positive relationship between the external deficit and budget deficit. Consolidated public sector finance is found to Granger cause balance of trade and balance of current account. However, federal government finance is found to Granger cause balance of payments. Hence these findings support the current account targeting hypothesis. Kalou and Paleologou (2012), among others, document that the current account targeting hypothesis happens in Greece. In other words, fiscal policy can be used to address external imbalance. Federal government finance is found to Granger cause balance of services and not the reverse. This supports the Mundell and Fleming theory or the Keynesian absorption theory. Baharumshah and Lau (2007) and others arrive at the same conclusion for Thailand. However, there is no Granger causality found between consolidated public sector finance and balance of services. Thus the impacts of consolidated public sector finance and federal government finance on external balances are not the same. Additionally, consolidated public sector finance is found to have marginally more impact on external balances than federal government finance has. Budget may reduce imbalance of some goods and services but not others due to different elasticities of goods and services. To implement an effective policy, the government should determine the link between external balances and budgets and also the causality between them.

Table 5

The results of the Johansen Likelihood Ratio Test statistics



	λMax Test statistic




	H0:

	r = 0

	r ≤ 1

	r ≤ 2

	r ≤ 3

	r ≤ 4




	Ha:

	r = 1

	r = 2

	r = 3

	r = 4

	r = 5




	bd1t

	



	btt

	35.94*

	26.88

	20.07

	12.78

	0.26




	bst

	35.81*

	25.85

	10.49

	8.18

	0.58




	bcat

	30.02

	28.73*

	20.73

	13.68

	0.13




	bopt

	45.68*

	26.80

	19.45

	7.42

	1.86




	bd2t

	



	btt

	55.43*

	34.28*

	30.30*

	20.50*

	0.04




	bst

	43.79*

	31.93*

	12.89

	93.45

	0.22




	bcat

	48.23*

	41.52*

	24.60*

	15.06*

	0.02




	bopt

	51.87*

	29.90*

	21.29*

	10.67

	0.53




	λTrace Test statistic




	H0:

	r = 0

	r ≤ 1

	r ≤ 2

	r ≤ 3

	r ≤ 4




	Ha:

	r ≥ 1

	r ≥ 2

	r ≥ 3

	r ≥ 4

	r = 5




	bd2t

	



	btt

	95.92*

	59.99*

	33.11*

	13.04

	0.26




	bst

	80.91*

	45.10

	19.26

	8.76

	0.58




	bcat

	92.90*

	62.88*

	34.54*

	13.81

	0.13




	bopt

	101.21*

	55.53*

	28.73

	9.28

	1.86




	bd2t

	



	btt

	140.56*

	85.12*

	50.84*

	20.54

	0.04




	bst

	98.30*

	54.50*

	22.57

	9.68

	0.22




	bcat

	129.44*

	81.21*

	39.68*

	15.08

	0.02




	bopt

	114.26*

	62.39*

	32.49*

	11.20

	0.53





Notes: The VAR = 2 is used in the estimations. The critical value is based on MacKinnon et al. (1999).

* denotes significance at the 5% level.

The results of the Granger causality test are reported in Table 6. The lag length used to compute the Granger causality test statistic is based on the Akaike Information Criterion. Generally, the estimated models fulfil the conditions of normality of disturbance terms, no autocorrelation, homoscedasticity of disturbance terms and no functional form of the model. However, the Granger causality test statistics are based on the ordinary least squares with Newey-West corrected standard errors when autocorrelation or autocorrelation and heteroscedasticity of disturbance terms are found to be statistically significant. The short-term Granger causality, or weak Granger causality, which shows the short-term influence of the independent variables on the dependent variable, can be tested through the F-statistic on the coefficients of the lagged differences. For consolidated public sector finance, there are long-term relationships between balance of trade, balance of current account or balance of payments and budget which are implied by the significance of the error correction terms, except balance of services when it is a dependent variable. On the whole, there is no causality from consolidated public sector finance to balance of trade, balance of service, balance of current account or balance of payments. Nonetheless, there are causalities from balance of trade and balance of current account balance to consolidated public sector finance. Thus this supports the current account targeting hypothesis. For federal government finance, long-term relationships are found between external balances and budget, except balance of services when it is dependent variable and balance of trade and balance of account when they are independent variables. There is no causality from federal government finance to external balances, except federal government finance is found to influence balance of services. Additionally, causality is found from balance of payments to federal government finance. There is no evidence of causality between balance of trade and balance of payments and federal government finance. This supports the Ricardian equivalence hypothesis. On the whole, this study finds evidence that the current account targeting hypothesis and the Ricardian equivalence hypothesis dominate the relationship between external balances and budgets.


The finding that budgets cause external balances implies that the government can reduce the budget deficit to improve the external deficit. In addition, the government should consider other measures such as controlling inflation and maintaining the competitiveness of exports. In the long run, a small open economy such as Malaysia should reform its tax to curve tax evasion and continue to transform its economy successfully. Cutting public spending to reduce the budget deficit is also important (Kalou & Paleologou, 2012, p. 239). In the long run, the focus should be on improving productivity and quality through technological advancement to enhance the export competitiveness of Malaysia. Malaysia aims to achieve a high-income economy by the year 2020. In the 10th Malaysia Plan (2011–2015), strategies have been proposed for transforming the Malaysian economy, maintaining full employment, pursuing productivity-led growth, increasing the dynamism of the private sector, promoting growth in private consumption, diversifying export markets, sustaining balance of payments surplus and improving the efficiency of fiscal policy. Also in the 10th Malaysia Plan, several measures have been implemented to ensure the sustainability of public finance in the long run. A two-year rolling plan has been implemented to provide flexibility in expenditure management in tandem with fiscal resources and policy priorities. Value management is required for development projects above RM 50 million, and outcome-based budgeting will be introduced. The efficiency and effectiveness of government spending shall be assessed (MOF, 2012, p. 123). However, the improvement of external balances depends largely on how successfully and effectively those strategies are implemented.

Table 6

The results of the Granger Causality Test

[image: art]


[image: art]

Notes: Δ bt–i denotes Δ btt–i, Δ bst–i, Δ bcat–i or Δ bopt–i. The values under the columns Δ bd1t–i, Δ bd2t–i and Δ bt–i are the F-statistics whilst the values under the column ect–1 are the t–statistics. Normal denotes Jargue–Bera test of the residual normality. LM denotes Breusch–Godfrey serial correlation test. Hetero denotes the residual heteroskedasticity test. Reset denotes Ramsey regression equation specification error test (RESET). *** (**, *) denotes significance at the 1% (5%, 10%) level.

CONCLUSION

This study has examined the link between external balance and budget in Malaysia. It is important to determine the link between external balances and budgets, and also the causality between them, for implementing an effective budget policy. There is a long-term relationship between external balances and budgets. This study finds evidence that the current account targeting hypothesis and the Ricardian equivalence hypothesis dominate the relationship between external balances and budgets. Consolidated public sector finance is found to have marginally more impact on external balances than federal government finance has. A budget may reduce the imbalance of certain goods and services, or one component of balance of payments but not others due to different elasticities of goods and services. One way to address the external imbalance, especially in the short term, is through the use of the budget. In the short term, it is crucial for the government to control inflation in the country. Cutting public spending and the effective use of the public spending are important to address external balance. In the long-run, the focus should be on improving productivity and the quality of products and services through technological advancement to enhance the export competitiveness of Malaysia. Successful and effective transformation of the Malaysian economy to a higher level is crucial.
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ABSTRACT

This paper provides new evidence on the impacts of financial constraints, growth opportunities and debt overhang on firm-level investments in 12 Asian countries, Australia and New Zealand over the period 1990–2010. Using Panel Smooth Transition Regression (PSTR) models that overcome the shortcomings of linear investment models, we show that the PSTR models have greater explanatory power than linear models. The empirical results show that for firms with growth opportunities, (1) investment is sensitive to the availability of internal finance and (2) debt overhang reduces investment by firms with higher leverage through a ‘liquidity’ effect. Our findings imply that the managers of financially constrained firms in developed countries in the Asian region respond differently to productivity shocks and growth opportunities than financially constrained firms in emerging markets and developing countries. In addition, in emerging Asian economies, higher equity valuations increased firm-level investment after the stock markets opened to foreign investors. Accordingly, policy makers should review their liberalisation measures and seek to understand the mechanisms at work in order to bolster international investors’ confidence and stimulate foreign investment.

Keywords: Asia, debt overhang, growth opportunities, investment, smooth transition model

INTRODUCTION

The impact of financial constraints on firms’ investment decisions has been of longstanding interest to economists and policy makers. Starting with Fazzari, Hubbard and Petersen (1988), a common approach to investigating investment-cash flow (ICF) sensitivity has been to separate firms into multiple groups using a single and/or multiple financial variable(s)1 that a priori mirror unobservable financial constraints. Thus, firms are ex ante partitioned into groups of constrained and unconstrained firms over the entire sample period.2 Most studies find that constrained firms exhibit greater sensitivity of investment to cash flow irrespective of the proxy variable(s) used (see, e.g., Hubbard, 1998; Brown & Petersen, 2009).


The main motivation of this study is to extend ICF sensitivity analysis to Asian countries using a larger panel dataset. Because previous studies in this area have focused on US firms, less is known about the investment behaviour of firms in Asian countries.3 Nonetheless, there are several reasons to study Asian countries, one of which is that reforms to financial markets were implemented differently in Asian countries than they were elsewhere (Bekaert, Harvey, & Lundblad, 2005; Schmukler & Vesperoni, 2002; Bekaert & Harvey, 2000). For instance, Laeven’s (2003) study of 13 developing countries reports that the liberalisation of banking sectors in Asian countries focused on interest rate liberalisation, the entry of foreign banks and the reduction of state-directed credit. Although financial reforms were less comprehensive in some Asian countries than in others, the common underlying motivation was to decrease government control of financial markets. In addition, financial reforms were thought to have a ‘quantitative’ impact on economic growth.

Bekaert et al. (2005) argue that if markets are imperfect and financing constraints exist, then external finance will be more costly than internal finance and investment will be sensitive to cash flows. Financial liberalisation may affect economic growth by reducing imperfections in capital markets, which in turn may reduce the external finance premium. We argue that different strategies of financial liberalisation have different impacts on the wedge between the cost of internal funds and the cost of external funds. Laeven (2003) reports that financial liberalisation reduces market imperfections. In particular, the opening of stock markets to foreign investors reduces financing constraints by making more foreign capital available to domestic firms. Moreover, foreign investors may insist on better corporate governance, which may indirectly reduce the wedge between the costs of internal and external finance. Galindo, Schiantarelli and Weiss (2005) argue that the positive effect of financial liberalisation on growth may be due more to liberalisation’s effect on the efficiency with which investment funds are allocated across firms and industry sectors and less to the quantity of resources mobilised.

In this paper, we used a panel smooth transition regression (PSTR) approach that allows individual firms to switch between groups (regimes) each year. The uniqueness of this approach lies in the fact that it does not require a priori segregation of the sample firms into groups of financially constrained firms and financially unconstrained firms, as was the case in previous studies. The PSTR approach uses a transition variable for sorting firms, which allows ICF sensitivities to be interpreted in a time-varying fashion and relates the magnitude of ICF sensitivities to capital market imperfections. González, Teräsvirta and Dijk (2005) developed this approach and estimated the model for US firms; our study is the only one to apply this model to Asian countries.


Our main results using the PSTR approach show that ICF sensitivity is explained by the non-linear influence of internal cash flows, growth opportunities and debt overhang problems. The results show that although all three of these factors influence firm-level investment in the Asian region during the period 1990–2010, the influence of growth opportunities is the most significant.

REVIEW OF RELATED LITERATURE

External finance is not a perfect substitute for internal finance due to its higher relative cost. Thus, firms that face information asymmetry problems may be crowded out of financial markets; these firms develop a relatively strong preference for internal finance over external finance. Moreover, information asymmetries in financial markets and the resulting preference of firms for internal finance are exacerbated in developing countries due to tighter governmental controls over the banking sectors. Accordingly, firms in developing countries face more severe financing constraints as a result of information asymmetries than firms in countries with developed financial markets. Indeed, Islam and Mozumdar (2007, p. 656) report that for every dollar reduction in internal cash flow, an average non-Organization for Economic Cooperation and Development (OECD) firm decreases investments by $ 0.23; the corresponding decrease for an average OECD firm is only $ 0.141. The greater degree of underinvestment in profitable investment opportunities that is associated with less developed financial markets represents a deadweight welfare loss.4

After the implementation of financial reforms and the development of capital market infrastructure in Asia, the reduction of ICF sensitivity in less developed countries depends on the extent to which their financial markets have developed. Our argument is centred on the assumption that investment patterns among Asian firms differ as a result of firm-specific characteristics and the country-specific effects of financial liberalisation (quantitative and qualitative). For example, decreased governmental control over the allocation of credit, reduced reserve requirements and the privatisation of banks may have positive quantitative effects on the availability of external finance. However, the elimination of subsidised credit programs (which is another common feature of financial reforms) may increase financing constraints for firms that previously benefited from access to bank loans at subsidised rates (Laeven, 2003). In addition, according to debt overhang theories (Myers, 1977; Hennessy, 2004), high leverage may reduce a firm’s ability to finance investments through a liquidity effect. Debt overhang theories imply that an increase in leverage increases the probability that a firm will forego positive net present value (NPV) projects in the future.5 Accordingly, the impact of debt overhang on the investments of highly leveraged firms is much more significant than its impact on the investments of low-leverage firms. Because all-equity firms can always issue safe debt, shortfalls in cash flow should have only a negligible effect on investment at these firms. In contrast, highly leveraged firms face an underinvestment problem and may not be able to raise outside funds at all. We argue that firms that benefitted from government-subsidised loans are likely to have much higher leverage than firms that did not receive subsidised loans. Firms that are highly leveraged due to government-subsidised loans can mitigate their debt overhang problems if incremental investment is financed partially with new secured debt (Myers, 1977) and partially with equity finance, i.e., if they rebalance their capital structures. The liberalisation of stock markets in Asia may help firms to achieve this. For instance, the introduction of a country fund and the opening of stock markets to foreign investors may drive up the stock prices of listed domestic firms and thereby reduce their respective costs of capital. When stock prices are high, firms are more likely to finance expansion by raising new external equity finance (which demonstrates a quantitative impact of financial liberalisation). Thus, access to equity finance is likely to reduce firms’ financing constraints. The qualitative impact of liberalisation can be seen in better corporate governance and improved corporate disclosure policies, which also help to reduce the cost of equity capital.

A standard approach to measuring ICF sensitivity has been to estimate the linear regression of physical investment on cash flow and Tobin’s q ratio and/or using the Euler dynamic optimisation equation. These regression estimations have been previously been performed using ordinary least squares (OLS) and/or the dynamic generalised methods of moments (GMM) techniques of Bond and Meghir (1994). However, these methods have been criticised on various grounds, including the discrepancy between the average q ratio and the marginal q ratio; the omission of important variables, such as equity financing and debt financing (Brown & Petersen, 2009); and the questionable validity of the instruments used in GMM. Recent studies report that ICF sensitivity has decreased in developing countries (see Islam & Mozumdar, 2007; Cleary, 2006; Laeven, 2003; Love, 2003; Wurgler, 2000). Using data from 31 countries, Islam and Mozumdar (2007) find evidence of a negative relationship between financial market development and the importance of internal capital. Cleary (2006) sorts the firms of developing countries using three different measures of financial development and concludes that ICF sensitivity is lower for smaller firms and for firms with greater financing constraints. In the study most closely related to ours, Laeven (2003) reports that financial liberalisation appears to affect small and large firms differently. Specifically, although financial liberalisation reduces the financing constraints of small firms (by approximately 80% on average), it increases the financing constraints of large firms. This is likely because large firms have better access to preferential directed credit before liberalisation.


Although some studies of developing countries find that ICF sensitivity decreases after the development of financial markets, other studies find no evidence of a change in financing constraints after financial reforms (see Agung, 2000; Jaramillo, Schiantarelli, & Weiss, 1996; Harris, Schiantarelli, & Siregar, 1994). We argue that the different findings may be explained by the inability of the selected proxy variables to capture the magnitude of financial constraints. Previous studies have tried to measure the severity of financial constraints using sales, dividend pay-out ratios, and relationships with large banks (see, e.g., Laeven, 2003; Love; 2003; Kaplan & Zingales, 1997; Hoshi, Kashyap, & Scharfstein, 1991). However, the relative importance of these proxy variables may differ depending on a country’s level of financial development (Cleary, 2006).

Moreover, the level of a country’s financial development may have different effects on firm-level investment (see Agca & Mozumdar, 2008; Laeven, 2003; Love, 2003) and investment efficiency (see Galindo et al., 2005) depending upon the impact of financial reforms on capital market imperfections. In addition, Laeven (2003) argues that financial reforms change the composition and allocation of savings but do not necessarily relax financial constraints for all firms. These factors limit the reliability of prior studies and give more credibility to the Panel Smooth Transition Regression (PSTR) approach.

The PSTR approach has several advantages. Essentially, PSTR is a regime-switching model that allows for a small number of extreme regimes associated with the extreme value of a transition function and where the transition from one regime to another is smooth (Fouquau, Hurlin, & Rabaud, 2008). The PSTR method helps us to determine whether a firm operates at any point in time in one of two investment regimes, each of which exhibits either a high or a low level of investment sensitivity to a threshold variable, such as cash flow. Movement from one regime to another can represent an adjustment in response to, e.g., a reduction in capital market imperfections. We argue that asymmetric firms’ investment behaviour is better understood with a smooth transition model than with a linear investment model that is based on a priori classification of constrained and unconstrained firms.

DATA AND EMPIRICAL MODEL

Data

We collected firm-level financial data from Thompson Financial & Worldscope for listed manufacturing firms (2-digit Global Industry Classification Standard [GICS] 20) in 12 Asian countries (China, Hong Kong, India, Indonesia, Japan, Malaysia, Pakistan, South Korea, Philippines, Singapore, Taiwan and Thailand), Australia and New Zealand. We include developed countries (such as Japan) in the sample to gauge whether firms in emerging markets and developing countries in Asia have been able to finance investments in a manner similar to firms in developed countries. In other words, we evaluate whether financial reforms increase the size and structure of financial markets in emerging markets and developing countries and thereby reduce the cost of external finance in these areas to a level similar to that in developed countries. Using the same indicators as Beck and Levine (2002)6 to measure the structure, activity and size of various financial markets, we classify the sample countries into three categories: Developed (Australia, Japan, New Zealand and Singapore), Emerging (China, India, Hong Kong, Taiwan and South Korea) and Developing (Indonesia, Malaysia, Pakistan, Philippines and Thailand). Some of the countries in our sample underwent multiple financial market reforms between 1991 and 2000. Laeven (2003) provides detailed descriptions of the financial market reforms in India, Indonesia, Malaysia, Pakistan, Philippines, South Korea, Taiwan and Thailand. As in Islam and Mozumdar (2007), we limit the sample to firms with at least three consecutive years of the financial data required for a PSTR estimation. We focus exclusively on manufacturing firms, which have been studied extensively in the investment literature (Brown & Petersen, 2009). Our main results are based on a final sample of 813 manufacturing firms over the period 1990–2010. Table 1 presents the descriptive statistics of the sample.

Table 1 shows that firms have a mean (median) investment ratio of 0.04 (0.03), a mean (median) cash flow-to-assets ratio of 0.045 (0.048) and low debt ratios. However, once we account for the sector affiliation of the sample firms, differences among them are revealed. For instance, firms in the airline manufacturing and aerospace and defence industries have the highest debt ratios and q ratios, whereas industrial conglomerates have the highest investment ratios and sales ratios.


Table 1

Descriptive statistics

This table reports the descriptive statistics. The means, medians, standard deviations, minimums and maximums of the explanatory variables are presented in Panel A. The mean values for each industry in the GIC 20 sector (Industrials) are presented in Panel B. I is the total investment in property, plant and equipment in year t divided by total assets at the beginning of year t; CF is the cash flow-to-assets ratio, which is calculated as after tax income before extraordinary items plus depreciation in year t divided by total assets at the beginning of year t. D is total debt divided by total assets at the beginning of year t; and S is total sales in year t divided by total assets at the beginning of year t. Q is Tobin’s q ratio, which is calculated as the sum of the total market value of shares and the book value of debt divided by total assets the beginning of year t. N is the total number of firms.
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Empirical Model

The smooth transition model is a relatively new technique in the investment literature. Its approach is similar to the threshold regression technique of Hansen (2000), which specifies that firm-level observations can be divided into classes based on the values of an observed variable. The smooth transition model has found immense usefulness in macroeconomic studies. For instance, Fouquau et al. (2008) use the PSTR model developed by Gonzalez et al. (2005) to solve the Feldstein-Horioka puzzle of the relationship between domestic savings and investment rates. The basic PSTR model of Gonzalez et al. (2005) is defined as

[image: art]

for i = 1, …, N and t = 1, …, T, the dependent variable yit is a scalar, xit is a k-dimensional vector of time-varying exogenous variables, μi represents the fixed individual effect and uit is the error variable. [image: art] and [image: art] are parameters, and N and T denote the cross-section and time dimensions of the panel, respectively. The transition function g(sit; γ, c) is a continuous function of the observable variable sit and is normalised to be bounded between 0 and 1. The transition variable sit determines the value of g(sit; γ, c), i.e., the effective regression coefficients for an individual firm i in period t. The transition function g(si,j,t; γ, c) is a continuous and bounded function of the threshold variable (or appropriately named transition variable), as follows:
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where sit denotes the transition variable and c = (c1,….cm) denotes a vector with m dimensions of location parameters. γ is the slope parameter that determines the smoothness of the transition variable. The value of the estimated slope parameter is crucial; a large value implies that the transition function is sharp and corresponds to indicator function, whereas a small value implies that the panel cannot be divided into a small number of classes because the estimated parameters are distributed over a “continuum”. A small value also provides strong evidence against artificially dividing firms into sub-samples and estimating a linear model for each sub-sample, which is the norm in current empirical studies. Let us consider the following PSTR investment model:
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where for a firm i in a country j, I is the total investment in property, plant and equipment in year t divided by total assets at the beginning of year t. The main explanatory variables are as follows. Cash flow-to-assets ratio, denoted by CF, is calculated as after tax income before extraordinary items plus depreciation in year t divided by total assets at the beginning of year t. Leverage, denoted by D, is total debt divided by total assets at the beginning of year t. Future growth opportunity is proxied by Tobin’s q ratio (Q), which is the sum of the market value of outstanding shares and the book value of debt in year t divided by total assets at the beginning of year t. According to Bond, Klemm, Newton-Smith, Syed and Vlieghe (2004), the effectiveness of the q ratio as a proxy for future growth opportunity depends on whether there are measurement errors due to stock market overvaluation (see Erickson & Whited, 2000). Including the cash flow-to-assets ratio in the model is useful in this regard because it provides information about expected future profitability that is not correlated with Tobin’s q ratio. S is total sales divided by total assets at the beginning of year t. The lagged S is a proxy for future demand for a firm’s output; therefore, it is included as an additional control for a firm’s future profit opportunities. Under imperfect competition, lagged S should have a positive effect on firm-level investment. αi,j denotes firm-specific fixed effects to control for unobservable firm effects, and dt denotes time-dummies to capture unobserved macroeconomic shocks. All variables are in nominal terms.
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We choose the logistic function over the exponential function in equation (4) for the following reasons. A logistic function takes values in −0.5 ≤ F (.) ≤ 0.5 and generates data when the dynamics of the regime differ depending on signs of innovation. In contrast, in an exponential function, the dynamics of the regime depend on the magnitude of innovations. Thus, when innovation is a continuous process, the logistic function does a better job tracking smooth transitions between states.6

Prior to the estimation of the PSTR investment model, we must select an appropriate transition variable and test the non-linearity of the PSTR investment models (with fixed-effects) against the linear investment model (with fixed-effects), i.e., Lagrange Multiplier (LM)1F (H0: γ = 0; H1: γ ≠ 0) in equation (2).7 To select an appropriate transition variable, we start with variables that have been used in the previous investment literature. A number of studies have found a non-linear relationship between cash flow and investment (see, e.g., Minton & Schrand, 1999), which suggests that cash flow is an ideal variable for testing non-linearity. Under perfect capital market conditions, firms with investment opportunities are free to borrow. However, when capital markets are imperfect and information asymmetries about the quality of investment projects exist between borrowers and lenders, lenders demand a higher interest rate on debt. This situation creates heavy reliance on cash flows (internal financing). Thus, in the first PSTR specification (hereafter Model A), we assume that the transition is determined by CF, and firms are automatically assigned to upper (lower) regimes of CF.

From an economic perspective, in perfect capital and output markets, Tobin’s q ratio is an important determinant of a firm’s investment. Abel and Ebery (1994) find evidence of non-linearity in the investment function using the q ratio under assumptions of convex costs and irreversibility of investment. In that framework, there are regions in which investment in a homogeneous capital good is insensitive to the q ratio as well as regions where investment is sensitive to the q ratio. Barnett and Sakellaris (1998) estimate the relationship between investment and the q ratio at the firm level by allowing the relationship to vary across regimes based on the level of the q ratio. Furthermore, Morgado and Pindado (2003) argue that the relationship between investment and cash flow is positive for firms that have low-quality growth opportunities. Similarly, for firms with high quality growth opportunities, a positive relationship exists between investment and cash flow. Therefore, in line with the previous literature, we use the q ratio as the transition variable in the second specification (hereafter Model B).

According to the debt overhang hypothesis (Hennessy, 2004; Whited, 1992), leverage may reduce firms’ ability to finance investments through a liquidity effect. Debt overhang has a much greater effect on highly leveraged firms than on low-leverage firms. In particular, because firms with higher debt ratios are burdened with debt repayment, their investment decisions are much more sensitive to internal cash flows. Therefore, in the third specification (hereafter Model C), the threshold (or transition) variable is D. Hu and Schiantarelli (1998) use the debt ratio in their switching regression for US firms. We argue that the selection of variables is not ad hoc; rather, because each variable makes sense from an economic standpoint, each should influence firms’ transitions between the upper and lower regimes.

In addition to the linearity test, we must decide on the number of transition functions, i.e., the number of regimes required to capture all remaining non-linearity. To do this, we use the testing procedure outlined in Gonzalez et al. (2005).8 Table 2 reports the values of statistics LM1F and LM2F. The results show clearly that the non-linear PSTR investment models9 (with fixed-effects) are superior to the linear investment model (with fixed-effects). The linearity test clearly rejects the null hypothesis of linearity using CF, Q and D, but the value of the LM1F statistic is higher for CF.10 However, LM2F is strongly rejected only for CF and D, which suggests a PSTR investment model with two transition functions, as follows:
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Where FL1 is the first transition function, FL2 is the second transition function, CFi,j,t–1 is the second transition variable.

We argue that a PSTR model with two transition functions is a better representation of firms’ investment behaviour in the sample countries because information asymmetries and investment opportunities change over time, and a model with two transition functions allows firms to switch between regimes accordingly. In addition, cross-country heterogeneity and time variations in ICF sensitivity can be tested more precisely with two transition functions.

Table 2

Linearity and number of regimes test

Panel A of this table reports the LM test statistics and associated p-values for tests of the hypothesis H0: γ = 0; H1: γ ≠ 0. The results of the linear investment model are presented alongside the results of non-linear PSTR investment models. Panel B reports the results for PSTR investment models with one transition function and PSTR investment models with two transition functions.



	Panel A: Linearity test

	Model A

	Model B

	Model C




	 

	CF

	Q

	D




	LM1F

	(H0: γ = 0; H1: γ ≠ 0)

	113.64

	122.14

	54.47




	p value

	 

	(0.0000)

	(0.0000)

	(0.0000)




	 




	 




	Panel B: No. of transition functions

	Model A

	Model B

	Model C




	 

	CF

	Q

	D




	(H0:r = 0; H1: r = 1)

	LM2F

	97.94

	30.43

	58.56




	 

	p value

	(0.0000)

	(0.0000)

	(0.0000)




	 

	Single vs. Two transition functions




	(H0:r = 1; H1: r = 2)

	 

	(CF,Q)

	(CF,D)

	(Q,D)




	 

	LM2F

	65.93

	171.42

	26.37




	 

	p value

	(0.0001)

	(0.0000)

	(0.0000)






We estimate the PSTR models using the maximum likelihood method. We hypothesise that firms with estimated coefficients of β0,1 > 0, β1,1 < 0 in Model A, which imply lower cash flows, will have higher ICF sensitivities than firms with higher cash flows. For Model B, we hypothesise that firms with estimated coefficients of β0,2 < 0, β1,2 > 0, i.e., firms with low growth opportunities, will decrease investments relative to firms with high growth opportunities. For Model C, we hypothesise that firms with estimated coefficients of δ0,3 > 0, δ1,3 < 0, which imply lower leverage, will increase investments. Our reasoning for this hypothesis is as follows: after liberalisation, firms with lower leverage can borrow in foreign capital markets to fund future investments, whereas highly leveraged firms will reduce investments due to increased financial risk.

EMPIRICAL RESULTS

Table 3 reports the estimation results. The estimation results using the linear investment model (with fixed effects) with and without industry dummies show that only the q ratio has a significant impact on investment. The value of Adj. R2 implies that the linear investment model (with fixed effects) explains 50% of the variation in firm-level investments in the sample countries. However, the estimation results from the PSTR investment models tell a different story. First, the respective values of Adj. R2 show that the PSTR investment models (with fixed effects) have higher explanatory power than the linear investment model (with fixed effects). Second, the estimated values of the slope parameter γ indicate that Model B is superior to both Model A and Model C, which implies that the transition between the extreme regimes is smoother when the q ratio is used as a threshold variable.11 Figure 1 shows the transition functions estimated from Models B and C.12 These results provide further evidence of heterogeneity in investment opportunities for Asian firms over the period 1991–2010.

The estimation results of Model A show that the coefficients β1,1 and β0,1 are positive and negative, respectively. Firms with higher cash flows rely to a greater extent on internal finance for investments than firms with lower cash flows, and the investments of firms with higher cash flows respond more positively to changes in growth opportunities (i.e., β1,2 is more significantly positive than β0,2). From an economic perspective, for every dollar reduction in internal cash flow, a firm must reduce investment by $ 0.12. This result demonstrates that although ICF sensitivity has decreased in Asian countries, it has not been eliminated. In addition, as hypothesised, firms with high levels of internal finance do not use external finance, i.e., the coefficient β1,3 is more significantly negative than β0,3.

For Model B, in which transition is determined by the q ratio, the coefficient β0,1 is not significant but the coefficient β1,1 is both positive and significant, which implies that firms with valuable growth opportunities face financial constraints. β0,2 is significantly positive, and β1,2 is significantly negative. According to Jensen (1988), the control function of debt is more important in organisations that have low growth prospects. The coefficient β0,3 is significantly negative and β1,3 is significantly positive, which suggests that firms with high-quality future growth opportunities are able to use debt finance. This finding is supported by Campello, Graham and Harvey (2009), who find that when financially constrained firms have growth opportunities, they draw heavily on bank lines of credit.

For Model C, β0,1 is significantly positive and β1,1 is significantly negative. This result implies that firms with lower debt ratios are financially constrained whereas firms with higher debt ratios are not. Although the coefficient β0,2 is not significant, β1,2 is both positive and significant, which implies that firms with more future growth opportunities increase their levels of investment. β0,3 is significantly negative, which provides strong support for the pecking order hypothesis, i.e., firms with low leverage rely more on cash flows than external debt (which provides a mechanical justification for a positive sign on β0,1). The coefficient β0,4 is significantly positive compared to β1,4, suggesting that although changes in sales affect investment levels at firms with lower debt ratios, they do not affect investment levels at firms with higher debt ratios. This finding suggests that the accelerator effect fits the investment behaviour of less leveraged firms in Asian economies. The increased economic growth experienced by Asian economies after the implementation of financial reforms in the 1990s may have contributed to increases in output, which may have led in turn to further increases in investment in these economies via a multiplier effect caused by increased aggregate domestic consumption.


Table 3

Panel smooth transition regression estimation – single transition function

This table reports the estimation results of the PSTR investment model that has one transition function (refer to Eq. [3]).
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Note: *, ** and *** indicate statistical significance at the 10%, 5% and 1% levels, respectively.
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Figure 1. Transition functions of the q ratio and the debt ratio



The estimation results for Models D, E and F, which use two transition functions,13,14 are reported in Table 4. Apparently, there is an increase in the explanatory power of the models; however, there is also an increase in the value of the slope parameter γ1. The increase in γ1 is higher for Model E than for Models D and F for the first transition but lower for Model E than for Models D and F for the second transition. Accordingly, because a higher value of the slope parameter indicates much faster transitions, the PSTR investment models with two transition functions are not ‘optimal’ models despite their higher explanatory powers. Therefore, these results should be interpreted with caution.

Our results show that for Model D, the respective signs of coefficients CF, Q and D associated with the first transition function (where the transition variable is CF) are similar to those reported for Model E. However, the respective signs of coefficients CF, Q and D associated with the second transition function vary across all models. Our empirical results imply that due to internal cash flow constraints and debt overhang problems, firms with valuable growth opportunities face financial constraints; as a result, they decrease their investments relative to firms without such growth opportunities. This provides empirical support for the underinvestment problem identified by Islam and Mozumdar (2007).

Table 4

Panel smooth transition regression estimation – two transition functions

This table reports the estimation results of the PSTR investment model that has two transition functions (refer to Eq. [5]).



	 

	Expected sign

	Model D

	Model E

	Model F




	β0,1

	(–)

	− 0.1369***(0.0215)

	− 0.3215***(0.1030)

	− 4.7842***(1.7085)




	β0,2

	(+)

	− 0.0106***(0.0022)

	− 0.3394***(0.0552)

	− 7.4835***(1.1662)




	β0,2

	(+)

	− 0.0194(0.0250)

	− 0.1575***(0.0781)

	− 6.6079***(1.6938)




	β0,4

	(+)

	− 0.0189***(0.0120)

	− 0.1268***(0.0192)

	− 0.06523*(0.3365)




	1st transition variable, s1i,j,t

	CF

	CF

	Q




	β1,1

	(–)

	0.1683***(0.0216)

	0.1629***(0.0236)

	4.8206***(1.7126)




	β1,2

	(+)

	0.0143***(0.0026)

	0.0125***(0.0026)

	7.4828***(1.1660)




	β1,3

	(+)

	− 0.0485***(0.0132)

	− 0.0579***(0.0121)

	6.6004***(1.6991)




	β1,4

	(+)

	0.0887***(0.0126)

	0.0959***(0.0128)

	0.6546***(0.3383)




	2nd transition variable, s2i,j,t

	D

	Q

	D




	β2,1

	(–)

	− 0.0297**(0.0145)

	0.1860*(0.1063)

	− 0.0739***(0.1040)




	β2,2

	(+)

	0.0137***(0.0017)

	0.3270***(0.0549)

	− 0.0027(0.0018)




	β2,3

	(+)

	0.0129(0.0217)

	0.1806**(0.0779)

	− 0.0290***(0.0097)




	β2,4

	(+)

	− 0.0067***(0.0025)

	0.0349**(0.0162)

	0.0102***(0.0054)




	γ1

	 

	5.8368***(0.0192)

	69.8886***(8.4304)

	1.8672***(0.1029)




	c1

	 

	− 2.3604***(0.0036)

	− 0.4232***(0.0207)

	− 2.2229****(0.2582)




	γ2

	 

	64.3229***(27.5194)

	2.2086(0.2736)

	67.1630***(4.8868)




	C2

	 

	0.1156***(0.0080)

	− 0.3709(0.4579)

	0.4930***(0.0086)




	Adj. R2

	 

	0.5367

	0.5407

	0.6087




	DW Test

	 

	1.5366

	1.5519

	1.5659




	RSS

	 

	3.8152

	3.8051

	3.8589




	No. of firms

	 

	813

	813

	813




	N

	 

	5219

	5219

	5222





Note: *, ** and *** indicate statistical significance at 10%, 5% and 1% levels, respectively.

Table 5 presents the PSTR estimation results for the sample countries separated into the three categories described above (Developed, Emerging and Developing). CF is used as a transition variable, and we control for the impact of economic growth using GDP, shareholder rights and creditor rights. The data on shareholder rights and creditor rights were obtained from La Porta et al. (1998). There are three points worth mentioning when comparing the pooled results (see Table 4) with the country-classification results. First, the magnitude and sign of β0,1 for financially constrained firms in developed countries imply that ICF sensitivity is much lower for these firms than for financially constrained firms in emerging markets and developing countries. Second, both β0,2 and β1,2 are significantly positive for financially constrained firms in developing countries and emerging markets, suggesting that these firms experience underinvestment problems when presented with growth opportunities. Third, financially constrained firms in developing countries experience underinvestment problems due to debt overhang; therefore, these firms respond differently to productivity shocks and growth opportunities than financially constrained firms in emerging markets and developed countries. The results also show that financially unconstrained firms in all three categories use both internal and external finance to fund future investments.


Table 5

Panel smooth transition regression estimation using alternative sample splits

This table reports the estimation results of the following PSTR investment model (refer to Eq. [3]).



	 

	1

	2

	3




	Coefficients

	Developed

	Emerging

	Developing




	β0,1

	0.0192 (0.0422)

	0.0359** (0.0170)

	0.0387* (0.0235)




	β0,2

	0.0154*** (0.0042)

	0.0408*** (0.0105)

	0.0501*** (0.0128)




	β0,3

	0.0353*** (0.0149)

	− 0.0695* (0.0377)

	− 0.0611 (0.0396)




	β0,4

	− 0.0202*** (0.0109)

	0.0314 (0.0321)

	0.0317 (0.0318)




	β1,1

	− 0.0732 (0.1060)

	− 0.0644*** (0.0272)

	− 0.0665*** (0.0313)




	β1,2

	− 0.0139*** (0.1802)

	− 0.0497** (0.0252)

	− 0.0571*** (0.0216)




	β1,3

	− 0.0485 (0.0354)

	0.0146*** (0.0018)

	0.0135* (0.0786)




	β1,4

	0.0248* (0.0471)

	0.0003 (0.0069)

	− 0.0059 (0.0555)




	γ1

	10.0319*** (0.9965)

	3.347*** (1.5596)

	2.2222*** (0.8869)




	c1

	9.4163*** (0.9530)

	0.4298*** (0.0714)

	1.0006*** (0.5215)




	Control variables




	Real_gross domestic product (GDP)

	0.0197*** (0.0075)

	0.0017* (0.0009)

	0.0009** (0.0003)




	Creditor_rights

	0.0003 (0.0001)

	− 0.0003 (0.0018)

	− 0.0113 (0.0188)




	Shareholder_rights

	0.0005 (0.0121)

	− 0.0001 (0.0001)

	− 0.0013 (0.0008)




	Adj. R2

	0.253

	0.069

	0.0700




	DW test

	1.5098

	1.8062

	1.8022




	Firms

	412

	278

	123




	N

	3221

	1628

	480





Note: *, ** and *** indicate statistical significance at 10%, 5% and 1% levels, respectively.


Heterogeneity and Time Variation of the PSTR Estimated Coefficients

We also examine the heterogeneity and time variation of the estimated coefficients from a non-linear PSTR model. To this end, we only consider Model B, i.e., the model that uses the q ratio as a transition variable. We again split the sample firms into three categories (Developed, Emerging and Developing) to highlight the economic and financial development that occurred over the period 1991–2010. Figure 2 shows that the q ratio coefficients from the PSTR model are heterogeneous from one country to another. For instance, when the q ratio is between 0.5 and 1, the q ratio coefficients are lower for developed countries than for emerging economies. When the q ratio is between 1.50 and 2, a completely different trend appears; specifically, the coefficient is higher only for developed countries. In summary, the heterogeneity of q ratio coefficients proves that the PSTR model efficiently detects changes in firm-level investment in response to changes in investment opportunities over the period 1991–2010.

Figure 3 shows the estimated coefficients of the q ratio for each individual country over the period 1991–2010. These estimates are derived using the values of the estimated parameters of Model B and the average values of the q ratio for each country from 1991 to 2010. The estimated coefficients are remarkably heterogeneous across the three categories of countries. Although the estimated coefficients for the four developed countries during 1993–1996 are similar to each other, the curves for Australia and New Zealand take a more upward direction after 1997 than the curves for Japan and Singapore. For both emerging markets and developing countries, the estimated coefficient values were higher during the period of financial reforms (1990–1995) than during other periods, suggesting that firm-level investments in these economies respond to new future investment opportunities. This finding is in line with the classical economics prediction that new investments are valuable only to the extent that their marginal returns exceed the cost of capital. The results also imply that higher equity valuations in emerging economies caused a greater increase in firm-level investment in these areas compared to developing countries. Thus, stock market liberalisation in emerging economies allows local firms to raise new capital to invest in new ventures. The more significant decreases in the values of the estimated coefficients in East Asian countries as a result of the Asian financial crisis in 1997 shows that the crisis had a greater impact on investment opportunities in these areas. In addition, the declining values of the coefficients for developed countries starting in 2007 suggest that the global financial crisis had a significant effect on firms in these areas; moreover, the recovery in emerging countries in the Asian region has been faster than the recovery in developed countries.
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Figure 2. PSTR coefficients of q ratios
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Figure 3. Estimated time-varying coefficients of the q ratio, 1991–2010




CONCLUSION

This paper investigates the impact of financial constraints on firm-level investment in 12 Asian countries, Australia and New Zealand. We find evidence of financial constraints faced by Asian firms and support for the underinvestment hypothesis reported in previous studies (see, e.g., Aivazian, Ge, & Qiu, 2005). Our study is the first to use PSTR models to provide strong evidence that firm-level investment is not sensitive only to cash flow, as advocated by previous studies. Furthermore, our results suggest that recent studies that use the age or size of firms as proxies for financial constraints do not properly gauge the levels of ICF sensitivity in developing countries. Our results show strong heterogeneity and significant variation in the investment responses to q ratios over time and across countries. A strong link between investment opportunities and actual investments in the sample countries suggests that stock market valuations in these economies are good indicators of future economic growth. We are mindful of the fact that our results might be sensitive to measurement errors in the q ratio; these potential measurement errors are not completely eliminated even after controlling for future profitability and output growth. However, we do not examine the measurement errors, if there are any, because this issue is beyond the scope of our paper.

There are certain related empirical questions that are not answered in this paper that could provide avenues for future research. For example, we do not segregate firms’ fixed-asset investments according to core business operations and geographical focus. It is probable that export-oriented firms have growth opportunities that differ from the growth opportunities of import-oriented firms, and export- and import-oriented firms may have different responses to profit shortfalls and growth opportunity shocks. In this regard, it would be useful to examine the influence of foreign trade exposure at the firm-level. In addition, the monopoly power of firms in some Asian countries allows them to secure favourable access to external finance. It would be useful to identify the link between market power and firm-level investment. Furthermore, it has been shown in the asset pricing literature that financial constraints affect risk and expected returns (Livdan, Sapriza, & Zhang, 2009). A follow-up study using an Asian sample could have implications for foreign fund managers.

NOTES

1.     In some cross-country regressions, indicators of financial development at the macro level have been used to divide samples of firms into developed and less developed markets to test ICF sensitivities across countries (see Islam & Mozumdar, 2007; Love, 2003; Wurgler, 2000).


2.     Variables that have been used to separate firms into groups of constrained and unconstrained firms include gross cash flow (Brown & Petersen, 2009; Almeida & Campello, 2007) and net sales (Laeven, 2003). Schiantarelli (1996) provides a useful review of the methodological issues associated with time-invariant classifications and the use of proxy variables.

3.     Several studies that have included Asian countries are Islam and Mozumdar (2007, Love (2003) and Laeven (2003).

4.     Minton and Schrand (1999) argue that higher cash flow volatility implies that a firm is more likely to have periods of cash flow shortages, and a firm may forgo investment if additional finance is only available at a higher cost. Consequently, firms that rely more on external capital than on internal capital will decrease future investment.

5.     Using a sample of Compustat firms and measuring growth with several proxy variables (e.g., increase in capital expenditure), Lang et al. (1996) find that leverage reduces US firms’ growth only for firms with low q ratios. Likewise, Hu and Schiantarelli (1998) report that U.S. firms with high debt ratios are more sensitive to the availability of internal funds. Cai and Zhang (2011, p. 392) report that an increase in the leverage ratio is associated with lower real investment in the future. Specifically, they find that a 10% increase in the leverage ratio in the current quarter on average is associated with a 6.23% reduction in the investment rate in the next four quarters.

6.     The first variable (Structure-Activity) equals the log of the ratio of Value Traded to Bank Credit. Value Traded equals the value of stock transactions as a share of national output. Bank Credit equals the claims of the banking sector on the private sector as a share of GDP. The second variable (Structure-Size) equals the log of the ratio of Market Capitalization to Bank Credit. Market Capitalization is defined as the value of listed shares divided by GDP (Beck & Levine, 2002, p. 147).

7.     The logistic smooth transition autoregressive model (LSTAR) has been used by Terasvirta and Anderson (1992) to characterise the dynamics of industrial production indexes in a number of OECD countries during expansions and recessions.

8.     According to Gonzalez et al. (2005), a variable that strongly rejects the linearity test (as determined using the p-value of the linearity test statistic, LMF) is an ideal transition variable.

9.     See the technical appendix in Gonzalez et al. (2005) for this procedure.

10.   The PSTR investment model is a non-linear model because the transition function is multiplied by right-hand side variables.


11.   The q ratio and the debt ratio are used in transition functions by Gonzalez et al. (2005) and Hu and Schiantarelli (1998).

12.   In other models, such as Models A and C, the values of the slope parameter γ are higher, which implies that the transition function is sharp and might correspond to an indicator function, as suggested by Fouquau et al. (2008).

13.   Transition function estimated from the Model A corresponds to an indicator function.

14.   Although Model D explains more than 50% of the variation in firms’ investments, it has higher values for the slope parameters γ1 and γ2; thus, the results of Model D are weaker than the results of Model B.
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ABSTRACT

This paper examines the roles of business group affiliations and whether the size and ownership structure of business groups influence the performance outcomes of diversification among family-controlled firms in Malaysia. It presents evidence that agency-driven and thus performance-diminishing firm diversification is more likely to take place in firms affiliated with a family-controlled business group than in independent firms. The findings support the hypothesis that if the benefits of diversification can be captured through group-level diversification, then diversification at the firm level is more of an act of expropriation. In Malaysia, the undue political interference in business that to a certain extent has contributed to a weak enforcement of rules causes the enhanced control of family ownership through the formation of large and structurally complicated business groups to go unchecked. This grants the controlling families opportunities to pursue sub-optimal firm diversification policies that bring them more self-interested benefits at the expense of firm performance.
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INTRODUCTION

As in many other East Asian countries, the majority of firms in Malaysia are highly concentrated in their ownership structure, and families are the most common type of controlling shareholders (World Bank, 2005). A controlling shareholder is the largest shareholder that has the capacity to influence the policies and course of action of the firm. It is reported that about two-thirds of the publicly listed firms in Malaysia have a family as the controlling shareholder (Haslindar & Fazilah, 2009). Controlling families generally enhance their private benefits by engaging in non-value maximisation policy- or strategy-related activities (Shleifer & Vishny, 1997).


The formation of business groups and firm diversification are two such activities that could be part of the strategy of controlling families to facilitate their expropriation activities and strengthen their power for further expropriation. Put differently, business group affiliation and firm diversification are among the corporate governance issues underlying concentrated ownership structures that are specific to Asia or at least more important in Asia (Claessens & Fan, 2002).

In Malaysia, a family-controlled business group is formed when two or more publicly listed firms are simultaneously controlled by the same family (Claessens, Fan, & Lang, 2006; Zuaini & Napier, 2006). In the business group, each firm still enjoys a certain amount of autonomy, such as having its own board of directors and its own management team as well as its own shareholder base (Khanna & Rivkin, 2001). It is thus different from the conglomerate type of business organisation found in the United States whereby the various subordinate businesses do not have such autonomy.

The opportunity to form a low transparency of sprawling, loosely affiliated business groups makes it difficult to determine where control resides and identify and challenge unjust intra-group transactions (transactions between member firms of the group) in which “such networks provide significant opportunity for collusion or other unethical transactions” (Young, Peng, Ahlstrom, Bruton, & Yi, 2008, p. 206). The expanded control (over a number of publicly listed member firms) made possible by business groups increases the chances of controlling families to engage in diversification activities that only benefit themselves without much consideration of the impact on, and often at the expense of, the rest of the shareholders. The larger and the more complicated the structure of a business group, the more serious the problem may be. This is especially true in a country such as Malaysia, where it is widely known that the controlling families of many business groups, particularly the large and complex ones, have close relationships with the ruling party or senior government officials (Gomez & Jomo, 1999; Gomez, 2006).

Family-controlled business groups in Malaysia often operate across a diversified range of activities within a sector as well as across many sectors as diverse as plantation, manufacturing, trading, services, construction and property development (Thillainathan, 1999). Diversification is thus a way for a firm to expand and become larger in Malaysia, and, as mentioned above, larger firms stand a better chance to form ‘relationships’ with political figures and ‘work together’ with them for quid-pro-quo benefits (for instance, receiving political patronage for controlling shareholders and funds for politicians and their ruling political party). The information compiled by Gomez and Jomo (1999) shows that many of the firms that are politically well connected to high-ranking political figures are larger firms or business groups that are widely diversified.


Moreover, the controlling shareholders of business groups are more likely to engage in self-interested and dubious diversification activities, as their close connection with the ruling party can shield them from the risk of any serious legal punishment from regulators (Gomez, 2006; Gunasegaram, 2007; Berkman, Cole, & Fu, 2010). Qian, Pan and Yeung (2010) find that firms with political connections perform more poorly than do firms without such connections because controlling shareholders who have political connections “steal more than political ties can bring in” (p. 5).

OBJECTIVES OF THE STUDY AND RESEARCH FRAMEWORK

From the discussion in the above section, this study aims to achieve the following two-fold objectives for publicly listed family-controlled firms in Malaysia:

(i)    To examine the importance of group affiliation in influencing the performance outcomes of firm diversification (Hypothesis 1).

(ii)   To examine the moderating influence of group heterogeneity (group size and group complexity) on the firm diversification-performance relationship (Hypotheses 2a–2b).

The conceptualisation of the study and the relationship between the objectives of the study and the hypotheses can be seen in the flowchart diagram of the conceptual research framework in Figure 1. The diagram depicts the main and moderating variables involved in the study and their influences on firm performance, as indicated by the numbered hypothesis. The development of the hypotheses as numbered in the diagram is explained and justified in the hypothesis development section.



[image: art]

Figure 1. Conceptual framework of the study



Notes:


	Arrows [image: art] from the main (moderating) variables indicate that the variables are hypothesised as having an influence (moderating influence) on firm performance.

	Solid lines joining two variables (________) indicate an association between the variables.

	H: hypothesis


LITERATURE REVIEW AND HYPOTHESIS DEVELOPMENT

Roles of Business Groups in Firm Diversification

Chakrabarti, Singh and Mahmood (2007), who examine the efficiency and performance outcomes of firm diversification between group-affiliated firms and non-group firms in six East Asian countries, state that:


group affiliation often affects the outcomes of diversification. In most cases, the outcomes of diversification differ significantly, though not in a consistent direction, between group-affiliated and non-group firms within and across countries…. This suggests that the nature of business groups varies across country and institutional environments, and that this variation substantially affects the outcomes of their affiliated firms’ diversification (p. 117).



The above statement suggests that it is important to conduct more research in different countries and institutional environments to capture the ‘contextual variations’ that can contribute to the improved understanding of the role of family business groups in affecting the outcomes of diversification in different countries. Khanna and Yafeh (2007), who perform a comprehensive review of the business group literature, also concur with Chakrabarti’s et al. (2007) findings that the performance of business groups is connected to the specific institutional environment in which they evolve. Singh, Nejadmalayeri and Mathur (2007) argue that a firm’s diversification-performance link will be moderated by it being part of a large business group because of the possibility of greater information asymmetries, conflicts of interest among member firms, inefficient investment plans and cross-subsidisation in large business groups.

According to Chakrabarti et al. (2007), business groups as a network type of organisation tend to diversify themselves by having affiliates operating in various industries. Chakrabarti et al. (2007) state that “to the extent that diversified groups act as internal markets for affiliated firms, there might be less need and fewer benefits to affiliates diversifying themselves” (p. 102). However, they also mention that using readily available group resources may improve the outcomes of diversification made at the individual firm level. Both anecdotal and empirical evidence shows that member firms in the group diversify (Chang & Hong, 2002). “Because of the expectation that diversification occurs at the group level and not at the individual firm level” (Chakrabarti et al., 2007, p. 102), it is thus intriguing to find out how firm-level diversification can be affected by group affiliation in emerging economies.

Are group-affiliated firms more efficient and perform better in diversification compared to non-group firms? Will member firms in the group benefit more or less from diversifying than non-group firms? Chakrabarti et al. (2007) provide some views on the above questions. Among the advantages of firm-level diversification in business groups according to them are: Firstly, member firms in the group may be able to diversify effectively by taking advantage of ‘spillovers’ from resource transfers within the group. Secondly, group affiliation may provide “reputation benefits and privileged access” (Chakrabarti et al., 2007, p. 106), which enable member firms to mobilise resources more easily or at lower prices from external parties. Finally, member firms may also gain from the spillover effects of the development of “greater managerial and organisational sophistication and resources” (Chakrabarti et al., 2007, p. 106) that are expected to occur at the group level. Kim, Hoskisson and Wan (2004) find evidence that keiretsu (Japanese business groups)-affiliated firms benefit from keiretsu’s internal market when they pursue diversification compared to independent Japanese firms, which generally do not perform well following diversification. Through diversification, business groups are also able to reduce risk and uncertainty in the operation of member firms (Joh, 2003). This has the effect of reducing default and bankruptcy risks.

On the contrary, the inefficient transfer of resources in business groups could cause a group-affiliated firm to relinquish potential investment opportunities if funds/resources are used by the controlling family to subsidise weaker affiliates in the group. Moreover, Lins and Servaes (2002), who examine the value of corporate diversification in seven emerging markets (including Malaysia), find that diversified firms are traded at a discount of 7% compared to focused firms, and more importantly, the discounts are mainly from group-affiliated diversified firms and less from independent (non-group) diversified firms. They contend that because business groups are able to capture the benefits of diversification through group diversification, there are few reasons for individual firm diversification within groups. Thus, the choice to diversify in member firms is more likely an act of expropriation (Lins & Servaes, 2002). Business groups may use their member firms for excessive diversification that fulfils a personal or family agenda at the expense of firm efficiency and performance (Backman, 1999; Young et al., 2008). As such, agency problems can be more serious among these firms, especially in countries such as Malaysia where the enforcement of the legal and regulatory systems are weak and politicians and businessmen collude to create private benefits (Claessens & Fan, 2002; Low, 2004; Gomez, 2006; Gunasegaram, 2007). The inverse impact of firm diversification on performance could therefore be worse in these firms compared to non-group firms.

Why would member firms in a group diversify when their group can perform the task more effectively? According to Chakrabarti et al. (2007), the research has paid little attention to questions that are related to firm-level diversification in business groups, most likely because past research has been “implicitly relying on the proposition that group diversification substitutes for and precludes affiliated-firm diversification” (Chakrabarti et al., 2007, p. 106). It is thus the intention of this study to fill the gap in the literature to respond to the above question.

From the above discussion, it is believed that the disadvantages of group affiliation outweigh its advantages in influencing the outcomes of firm diversification under the current context of the political-business environment in Malaysia. Thus, it is hypothesised that:



	H1:

	The greater the firm diversification, the lower the performance of the firms. This relationship is more obvious for firms with group affiliation compared to firms without group affiliation.





Moderating Effects of Group Size and Group Structure on the Performance Outcomes of Firm Diversification

Not all business groups are alike. Business groups may have various features (group heterogeneity) that could affect firm performance differently (Khanna & Palepu, 2000a; Kim et al., 2004). For instance, the size or scope of a business group is one such feature. Larger business groups consist of more member firms and might therefore be associated with a more complex group structure involving the use of direct as well as indirect equity holdings via a pyramidal structure or cross-holdings. Thus, this may impose additional governance issues, as indirect holdings via a pyramidal structure or cross-holdings are associated with higher control rights but lower cash flow rights for the controlling shareholders (Claessens, Djankov, & Lang, 2000). This divergence of cash flow and control rights could lead to a greater inclination for the controlling shareholders to expropriate the minority shareholders. One such activity is to restrain dividend payments and invest free cash flows into questionable business diversifications for empire-building and enhanced private benefits of control. Lins and Servaes (2002) discover that a ‘diversification discount’ is commonly found in firms where there is a considerable difference in the management’s cash flow rights and control rights.

In addition, the complexity of the ownership structure of large business groups fosters a greater tendency of controlling shareholders to expropriate because the expropriatory activities or transactions that occur within the internal markets of business groups can be easily concealed and undiscovered. For instance, instead of paying dividends, the earnings are retained and reinvested to diversify and expand into various business lines. In such circumstances, as explained above, opportunities arise, particularly for large or structurally complicated business groups, to be involved in asset transactions that benefit the controlling families at the expense of firm performance and minority shareholders’ interests [for example, using the target firm to purchase assets (as part of diversification activities) from the private companies owned by the controlling families at a price higher than the market rate]. As highlighted earlier, such expropriation activities could be more prevalent in business groups that have close political connections. It is believed that these political connections are more prevalent and clearly displayed in large or complex business groups (Gomez & Jomo, 1999; Searle, 1999; Nazli & Weetman, 2006; Sahoo, 2010; Yeoh, 2010). Accordingly, larger or more complex business groups may tend to engage more in the above-mentioned ‘agency-driven’ diversification, which would in turn negatively affect the performance of group-affiliated firms.

A business group has a choice of whether to undertake diversification at the group or firm level. A smaller business group with a small number of firms (simple structure) may not be as diversified as a large group. However, the less-diversified nature of smaller groups can be compensated for by increasing the diversification at the firm level. In other words, the affiliated firms can be used to advance the group’s activities into different industries and business sectors. With this reasoning, a large or a structurally complicated business group is capable of proceeding with group diversification through its numerous affiliated firms that are involved in different industries (Chakrabarti et al., 2007). Therefore, the group does not need to undertake diversification at the firm level as much as a smaller business group does. Thus, in this case, firm-level diversification would be negatively related to the size and structure of the business group, and this in turn would affect the performance of the firms in the group.

In contrast, Khanna and Palepu (2000a) observe that the majority of small and medium-sized business groups in India do not have the “management skills, the internal processes, or the political connections to generate benefits from diversification” (p. 888). As a result, coupled with the poor monitoring institutions in India, these business groups are susceptible to serious agency problems, and consequently, the member firms of these business groups generally perform worse than the independent (non-group) firms. Moreover, large business groups have the scale and scope to internalise the costs associated with creating internal structures and processes more efficiently and are subsequently capable of creating added value for member firms (Khanna & Palepu, 2000a). In addition, larger business groups are conceivably more able than smaller business groups to offer ‘valuable, rare and inimitable resources’ to their member firms, which will in turn enhance the outcomes of the firms’ diversification efforts and subsequently improve their performance.

In short, group size and complexity could affect the way in which diversification is undertaken at the firm level. From the above discussion, even though larger business groups may bring some advantages that improve the firm’s diversification outcomes, it is postulated that in Malaysia, a country with relatively weak enforcement of public and corporate governance systems coupled with a relatively small economy (where a large business group in Malaysia may not be ‘large’ in India); the influence of group size and group complexity on the performance outcomes of diversification is a negative one. Therefore, the following hypothesis is proposed:



	H2a:

	The size of business groups moderates the effect of firm diversification on firm performance.




	H2b:

	The complexity of group structure moderates the effect of firm diversification on firm performance.





SAMPLE SELECTION AND DATA COLLECTION

The sample in this study is based on the 2008 data of 632 publicly listed firms on the Main Board of Bursa Malaysia.1 All publicly listed firms are classified by Bursa Malaysia into ‘sectors’ based on their core business. This sector classification enables sector effects to later be taken into account in the regression analysis. Companies from the Second Board were excluded from the selection because the listing requirements of the Second Board are different from the Main Board, rendering them incomparable.

Of the 11 sectors that were identified by Bursa Malaysia, 4 sectors, namely ‘Finance’, ‘Hotels’, ‘Mining’ and Infrastructure Project Companies (‘IPC’) were excluded from the study. The finance sector is excluded from the study because firms in this sector are governed by a different set of rules and regulations, which makes them incomparable to firms in other sectors. The exclusion of the finance sector is also consistent with previous studies in this area (for instance in Claessens et al., 2006; Jiraporn, Kim, Davidson, & Singh, 2006; Zuaini & Napier, 2006; Andres, 2008; Estrin, Poukliakova, & Shapiro, 2009). The other three sectors were excluded because the number of firms in each sector is too small to provide any meaningful analysis. The remaining 565 firms were from the 7 core sectors, namely, the ‘Consumer Products’, ‘Industrial Products’, ‘Technology’, ‘Properties’, ‘Trading’, ‘Plantations’, and ‘Construction’ sectors.

This study uses Krejcie and Morgan’s (1970) method as a starting point for determining a suitable sample size based on the total number of firms.2 The final sample of 314 firms in this study is derived based on the selection process, as shown in Table 1. The advantage of the above process of data sampling is that it ensures that all 7 core sectors in the stock exchange are included, with the number of observations in each sector as proportionate as possible to the actual number of firms in each sector of the stock exchange. It also ensures that firms of various sizes are satisfactorily covered in the sample.

Table 1

Selection process of sample



	Description

	
	Number of firms




	
	Total number of listed firms on Bursa Malaysia (Main Board) as of September2008

	632




	less

	Finance, IPC, Hotel and Mining sectors

	67




	
	Remaining firms in the main board

	565




	
	Firms stratified into sectors and two-thirds selected from each sector using systematic sampling

	379




	less

	Firms whose largest ultimate owner is NOT family or individual (state, foreign firms, widely held firms and firms without ultimate owners)

	65




	
	Final sample

	314






VARIABLES

Firm Diversification Variables

Firm diversification data used in this study are based on information in the ‘Segmental Disclosure’ in ‘Notes to the Financial Statements’ of company annual reports. Ayoib, Ishak and Manaf (2003) and Zuaini and Napier (2006) also use segmental disclosures in annual reports to measure the diversification of firms in Malaysia. All publicly listed firms in Malaysia are required by the Malaysian Companies Act 1965 to disclose their revenues and profits before taxes for each segment of business in which they are involved. The disclosure of the business segment must abide by the FRS114 (Segment Reporting) issued by the Malaysian Accounting Standard Board (MASB).3 Specifically, following FRS114 (Segment Reporting), publicly listed firms are required to report information for business and geographical segments whose revenue, assets or net profit is at least 10% or more of the total consolidated amount.

Due to controversy surrounding the appropriateness of different measures of firm diversification as highlighted by Robins and Wiersema (2003), this study employs several types of diversification measures to improve the robustness of the findings. The use of several measures of diversification is also consistent with previous studies such as those by Lee, Peng and Lee (2008) and Denis, Denis and Sarin (1997).

The following measures of diversification are used in this study:

(i)    Dummy variable – firms are classified as ‘diversified’ or ‘focused’ based on the number of segments disclosed. Firms that fulfil the following conditions are classified as diversified: with more than a single segment and where the sales in the largest segment are less than 90% of total sales. Firms that do not fulfil the conditions are classified as focused (Claessens, Djankov, Fan, & Lang, 1999; Lins & Servaes, 2002; Fauver & Naranjo, 2003).

(ii)   The number of business segments as disclosed in the annual reports. This measure is used in Denis et al. (1997) and Zuaini and Napier (2006).

(iii)  The Herfindahl (H) Index – constructed from sales and a common measure used in many previous studies examining diversification issues (such as Lang & Stulz, 1994; Denis et al., 1997; Chen & Ho, 2000).


(iv)  The entropy measure – introduced by Jacquemin and Berry (1979) and Palepu (1985), also widely used by previous studies, for instance, by Singh et al. (2007), Chakrabarti et al. (2007) and Kim et al. (2004).

The H index is calculated as follows for each firm i:

H = Σ(sales per segment/total sales)2

The H Index ranges from 0 to 1. The closer an H Index is to 1, the more a firm’s sales are concentrated within a few of its segments, and the closer it is to 0, the greater the firm diversification is.

Entropy (E) is calculated as follows for each firm i:
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where Pi is the ith business segment’s sales divided by the firm’s total sales, and n is number of the firm’s business segments. ln (1/Pi) is the logarithm of the inverse of a business segment’s sales over the total sales. The higher the E, the greater the firm diversification.

Group Affiliation Variable

Group-affiliated firms are defined in this study as firms that are under the control of the same/common controlling family. Control can be achieved by the controlling family by either the direct or indirect holding of shares through another firm(s) (which can be publicly listed or privately held).4 The criterion used to define a firm as family-controlled is based on the ‘10% cut-off level’ definition used in two often-cited influential studies: La Porta, Lopez-De-Silanes and Shleifer (1999) and Claessens et al. (2000). A family or an individual5 is considered as the ‘controlling family’ when they collectively hold at least a 10% cut-off level of the total shares of the firm and serve as the largest shareholder of the firm.6 Listed firms that share the same ultimate controlling owner are considered as affiliated with the same business group.

Information on whether a firm is affiliated with a business group can be traced from the firm’s annual reports under the sections ‘Corporate Structure’ and ‘Directors’ Profile’ (for some business groups, some of their affiliated firms have the name of the group as part of their names and thus can be easily identified, for instance, Lion Diversified, Lion Industries, Lion Firm and Lion Forest Industries are firms affiliated with the Lion Group). Firms are required to disclose in their annual report (usually in the ‘Directors’ Profile’ section) whether a board director also holds a directorship in another firm(s), and the name of that firm must be disclosed if it is publicly listed. These disclosures enable the researcher to link firms that are affiliated with one director. Firms affiliated with the same business group can then be identified once it is confirmed that the director is a member of the controlling family. It is found that most members of controlling families with multiple directorships in more than one listed firm are directors occupying senior positions such as board chairman, vice chairman or managing director/CEO.

Firm Performance Variables

Due to the lack of consensus in the literature with regard to the choice of firm performance measures, it is thus difficult to identify a single indicator for firm performance. This study opts to use both accounting-based return on assets (ROA) and the stock-market-based simplified Tobin’s Q as the proxies to measure firm performance. The use of alternate measures is intended to help verify the robustness of the results (Haniffa & Hudaib, 2006). Both measures are widely used as the only performance measures in previous studies (such as in Khanna & Palepu, 2000a; Anderson & Reeb, 2003; Haniffa & Hudaib, 2006; George & Kabir, 2008; Andres, 2008; Masulis, Pham, & Zein, 2011).

For the ROA data, due to the presence of extreme values at both extremes of the data (very high negative and positive ROA values), the data are winsorised at its 1st and 99th percentiles. In contrast, for the data of simplified Tobin’s Q, due to the presence of extreme values only at one extreme of the data (very high positive Q values),7 winsorisation is applied only to the extreme positive values. Winsorisation has the advantage of correcting the skewness in the distribution of the data and improving their statistical properties (such as normality) (Salkind, 2010). It also “preserves the information that a case had among the highest (or lowest) values in a distribution but protects against some of the harmful effects of outliers” (Salkind, 2010, p. 1637). The method to winsorise data at their 1st and 99th percentiles is used, for instance, by Guest and Sutherland (2010) in their study of business group affiliation and firm performance in China. Chen and Chen (2012) winsorise their data at the 5th and 95th percentiles in their study of how various aspects of corporate governance structures affect the resource allocation efficiency of diversified firms.

Other Control Variables

This study includes several other control variables that are considered important in affecting firm performance. These variables are firm size, firm age, the gearing ratio and sector classification. They are frequently used as control variables in multiple regression analyses in the relevant literature. For instance, the control variables used by Khanna and Palepu (2000a), Douma, George and Kabir (2006) and George and Kabir (2008) are very similar to those mentioned above. It should be noted that a broad range of sector classifications as per Bursa Malaysia’s sector classification system are used due to the reliability issue of classifying Malaysian firms into more refined groupings using such coding systems as the SIC. This is also consistent with common practice in the literature involving Malaysian firms (for instance, by Tam & Tan, 2007 and Haniffa & Hudaib, 2006). Sectors are dummy-coded for the purpose of regression analysis where one of the sectors serves as the control.

METHODS AND MODEL SPECIFICATIONS

Multiple regressions based on the ordinary least square (OLS) estimation technique are used to test the hypotheses in this study. Masulis et al. (2011), Claessens et al. (2006), and Khanna and Palepu (2000a) also rely on OLS in their analyses. OLS is appropriate, as it is the most straightforward regression technique, and the estimation is reliable as long as common regression problems are accounted for. All issues commonly associated with regression, such as normality, multicollinearity and heteroscedasticity, are addressed in the study using appropriate steps or measures. Moderated regression analysis (MRA) is also used in this study whenever suitable to predict the moderating effects of an independent variable on firm performance.

The following regression specification is used separately to test the hypothesis of whether the negative influence of firm diversification on firm performance is more prevalent in group-affiliated firms than in non-group firms (Hypothesis 1):

PERMi = α + υ DVSFi + θ Xi + εi (Specification 1)

where: PERM refers to firm performance as measured by ROA and Tobin’s Q; DVSF is firm diversification measured by the four diversification measures, respectively, as stated earlier: Diversification Dummy, Number of Business Segments, H Index, and Entropy. The focus is on the coefficient value, υ, in which a positive value for υ (for H index) or a negative value for υ (for the ‘Diversification Dummy’, ‘Number of Segments’ and ‘Entropy’ measures) is an indication of a negative association between the level of firm diversification and performance, and vice versa. X is a vector of control variables, as stated earlier. Alpha (α) is the constant term, ε is the error term and subscript i denotes individual firms. θ is the corresponding vector of the estimated coefficient for the control variables.


The next regression specification is used to test the hypothesis on the moderating effect of the size of the business group on the firm diversification-performance link:

PERMi = α + υ DVSFi + ζ GRSZ +β GRSZ*DVSFi + θ Xi + εi

(Specification 2)

where: GRSZ is a dummy variable for group size, which consists of three categories of group sizes: GR_A for firms affiliated with small business groups that consist of only two publicly listed firms; GR_B for firms affiliated with medium business groups that consist of three to four publicly listed firms; and GR_C for firms affiliated with large business groups that consist of five or more publicly listed firms. ζ refers to the estimated coefficient for GRSZ. The categorisation of group size in this case is somewhat arbitrary, as in Khanna and Palepu (2000a). The moderating effects of different sizes of business groups on the diversification-performance link can be determined from the coefficients υ and β. Different regression models using different group sizes are employed in the specification.

The last regression specification is used to test the hypothesis on the moderating effect of the complexity of the group structure on the firm diversification-performance link:

PERMi = α + υ DVSFi + ζ GRSTRUC +β GRSTRUC*DVSFi + θ Xi + εi

(Specification 3)

where: GRSTRUC is a dummy variable for the complexity of the group ownership structure, which consists of three levels of complexity: BG_S for firms affiliated with simple business groups without a pyramidal structure; BG_PS for firms affiliated with business groups with a pyramidal structure; and BG_CS for firms affiliated with business groups with a somewhat more complicated pyramidal structure. In BG_S, the controlling family is the largest shareholder that owns an equity stake of the publicly listed firms directly or indirectly (through their privately held firms). There is no pyramidal structure involving publicly listed firms in the group. In BG_PS, there is at least one publicly listed firm in the group that is indirectly controlled by the family through another (one) publicly listed firm. In BG_CS, there is at least one publicly listed firm in the group that is simultaneously controlled by two or more other publicly listed firms belonging to the same group in which these firms are controlled by an ultimate controlling family.


DESCRIPTIVE STATISTICS

For ease of reference, a list of abbreviations used in this study, together with a definition/explanation, is presented in Table 2.

Table 2

List of abbreviations, variables and operationalisation



	Abbreviation

	Variable

	Operationalisation




	ROA

	Return on Assets

	EBITDA / Total assets




	Tobin’s Q or Q

	Simplified Tobin’s Q

	(Market value of equity + Book value of total liability) / Book value of assets




	GR_A

	Small-sized business group

	Dummy is 1 if the firm is affiliated with a business group with only two publicly listed affiliates; 0 otherwise.




	GR_B

	Intermediate-sized business group

	Dummy is 1 if the firm is affiliated with a business group with three to four publicly listed affiliates; 0 otherwise.




	GR_C

	Large-sized business group

	Dummy is 1 if the firm is affiliated with a business group with five or more publicly listed affiliates; 0 otherwise.




	BG_S

	Business Group with a Simple Structure

	Dummy is 1 if the firm is affiliated with a business group without a pyramidal structure; 0 otherwise.




	BG_PS

	Business Group with a Pyramidal Structure

	Dummy is 1 if the firm is affiliated with a business group with a pyramidal structure (at least one publicly listed firm in the group that is indirectly controlled by the family through another publicly listed firm); 0 otherwise.




	BG_CS

	Business Group with a Complicated Pyramidal Structure

	Dummy is 1 if the firm is affiliated with a business group with a complicated pyramidal structure (at least one publicly listed firm in the group that is controlled by two or more other publicly listed firms belonging to the same group); 0 otherwise.




	E

	ENTROPY or E value

	E = ∑Pi LN(1/Pi) where Pi is the i-th business segment’s sales divided by the firm’s total sales. The higher the E, the greater the firm diversification.




	HERF

	Herfindahl or H Index

	H = Σ(Sales per segment/total sales)2. The lower the H, the greater the firm diversification.




	NUM_SEG

	Number of Segments

	The number of business segments as reported in the company’s annual reports.




	DVSF_D

	Diversification Dummy

	Dummy is 1 if the firm has more than a single business segment and where the sales in the largest segment are less than 90% of total sales; 0 otherwise.




	Group

	Business Group-affiliated

	Dummy is 1 if the firm is affiliated with a business group; zero otherwise. A firm is considered as group-affiliated if it shares the same controlling family with other publicly listed firm(s).




	Sales

	Total Sales

	Total sales or revenues in Ringgit Malaysia




	Gearing

	Gearing Ratio

	Total debts / total assets




	Age of firm

	Age of the firm in years

	Number of years since the incorporation of the firm





Notes: EBITDA = Earnings before interest, taxes, depreciation and amortisation

LN = Natural logarithm

Descriptive statistics on the variables of the sample firms are depicted in Table 3 below. To begin, the distribution of the corporation performance statistics is centred on the value of 9.19% (0.87) with the median of 9.07% (0.76) for ROA (Tobin’s Q). The maximum value of ROA (Tobin’s Q) is close to 53% (7.00), whereas the lowest value is close to −80% (0.33). A family firm of an average size (mean value) in the sample generates approximately RM 813 million in annual sales. However, the median firm size is much smaller, at approximately RM 293 million. The large difference between the mean and the median indicates that the distribution of sales is skewed and not symmetrical. Thus, the statistical distribution is normalised by taking the natural log of the variable. The average gearing ratio is 23%, and the mean age of firms is 24.5 years.

Table 3

Descriptive statistics



	Variable

	Mean

	Median

	Maximum

	Minimum

	Std. Dev.




	ROA (%)

	9.19

	9.07

	52.74

	−79.76

	9.18




	Tobin’s Q

	0.87

	0.76

	6.91

	0.33

	0.53




	Sales (RM ‘000)

	813,623

	293,335

	14,665,369

	8,740

	1,524,205




	Gearing ratio

	0.230

	0.228

	0.789

	0.000

	0.170




	Age of firm (years)

	24.5

	19

	95

	1

	17.33




	Entropy

	0.420

	0.360

	1.630

	0.000

	0.415




	Herfindahl

	0.763

	0.813

	1.000

	0.225

	0.235




	Number of segments

	2.690

	2.500

	9.000

	1.000

	1.598




	Diversification dummy

	1 = 153 firms

	
	
0 = 161 firms

	





The mean (median) values of the Entropy, H Index and Number of Segments are 0.420 (0.360), 0.763 (0.813) and 2.69 (2.5), respectively. As a comparison, Zuaini and Napier (2006) report a Herfindahl Index of 0.71 and an average number of 2.36 segments from their sample of 355 Malaysian firms in 2001, whereas Ayoib et al. (2003) report an average number of 2.30 segments from their sample of 219 Malaysian firms in 1995. This suggests that the firm diversification scenario has changed little since before the 1997 Asian Financial Crisis (AFC).

Table 4 describes the number of business segments among group-affiliated and non-group firms as well as firms in the full sample. It shows that the percentages of firms operating in one and two business segments are higher for non-group firms compared to group-affiliated firms. Most of the diversified group-affiliated firms have three to four lines of business segments, whereas most of the diversified non-group firms operate within two to three business segments.

None of the non-group firms operate with seven or more segments, whereas there are a couple of group-affiliated firms with seven segments and two group-affiliated firms each with eight and nine segments. There are no firms with ten or more business segments. The overall observations suggest that group-affiliated firms may be more diversified than non-group firms. This observation is consistent with Lins and Servaes (2002), who find that group-affiliated firms are more diversified than non-group firms.

Table 4

Descriptive statistics – firm diversification data: Group and non-group comparison

[image: art]

Note: Cumu. = Cumulative


Table 5 shows the comparison of diversification measures between group and non-group firms. It presents the p-values of the t-test for the mean differences as well as the Wilcoxon-Mann-Whitney test for the median differences between group firms and non-group firms. The mean (median) values of Entropy for group and non-group firms are 0.47 (0.37) and 0.37 (0.34), respectively. The mean difference is statistically significant at the 5% level. The Entropy finding is also supported by the Herfindahl Index and Number of Segments measures (see the table). Overall, the diversification measures show that group-affiliated firms are more diversified than non-group firms. This is also consistent with the finding by Chakrabarti et al. (2007) that group-affiliated firms in Malaysia and Indonesia are more diversified than non-group firms, as shown in their study across six Asian countries including Malaysia. However, their study also shows that group firms in Thailand are more focused than non-group firms, whereas in Singapore, both types of firms are similar in terms of diversification. In their study of seven Asian countries, Lins and Servaes (2002) also find a significant difference between the percentage of group-affiliated firms in their sample that are diversified (31.5%) and the percentage of non-group firms that are diversified (25.8%). A similar conclusion is also reached in Claessens et al. (1999) and Claessens, Djankov, Fan and Lang (2003) study on minority shareholders’ expropriation and firm diversification in East Asia.

Table 5

Mean and median difference of diversification measures between group and non-group firms
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Note: * significant at 10%; ** significant at 5%; ***significant at 1%

Table 6 presents the correlation matrix of the variables involved in the study. Overall, it shows that ROA is significantly correlated to Entropy, Herfindahl, Ln Sales and Gearing, whereas Tobin’s Q is significantly correlated to Entropy, Herfindahl and Ln Sales. Based on the correlation coefficients in the table, Variance Inflation Factors (VIFs) are also computed for the explanatory variables that exhibit significant correlations with each other, and the results show that the VIFs for these variables are all below 5.00, which are within the acceptable range (Hair, Black, Rabin, & Anderson, 2010).

Table 6

Pearson Correlation Matrix
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Note: Correlation coefficients greater than or equal to 0.11 are significant at p<0.05.

The next two tables provide the descriptive statistics on group heterogeneity and diversification. Panel A of Table 7 exhibits the distribution of firms and business groups according to three different group sizes. The group size is determined by the number of listed firms in a business group. The highest percentage of firms (37%) are affiliated with GR_A (small business groups with two listed firms) followed by GR_B (intermediate business groups with three to four listed firms) (34%) and GR_C (large business groups with at least five listed firms) (29%). As for the distribution of groups across the three group sizes, the majority of business groups (41 out of the total of 80 business groups, or 51.25%) belong to GR_A, 28 groups, or 35%, belong to GR_B, and 11 groups, or 13.75%, belong to GR_C.

Panel B of the table shows that family business groups with a pyramidal ownership structure are common in Malaysia; the majority of business groups in this study (45 out of 80 business groups, or 56%) are associated with a pyramidal structure (BG_PS). The number of firms affiliated with this type of business group is 90 (or 59% of group-affiliated firms). As for the business groups with a simple structure (BG_S), 32 business groups (or 40% of the total number of business groups) belong to this category, and the number of firms involved is 51 (or 34% of group-affiliated firms), whereas the remaining 3 business groups (consisting of 11 firms) are categorised as having a complicated pyramidal structure.


Table 7

Descriptive statistics – size and complexity of business groups



	Panel A




	Group size
	
Firms

	
Groups




	Number

	Percentage

	Number

	Percentage




	GR_A – Small

	56

	36.84

	41

	51.25




	GR_B – Medium

	52

	34.21

	28

	35.00




	GR_C – Large

	44

	28.95

	11

	13.75




	Total

	152

	100.00

	80

	100.00




	Panel B




	Group structure

	BG_S

	BG_PS

	BG_CS

	Total




	Number of firms

	51

	90

	11

	152




	Number of business groups

	32

	45

	3

	80





Table 8 shows the statistics indicating the diversification of group firms according to group size and group complexity. In terms of group size, firms in GR_B are more diversified than firms in GR_A and GR_C according to all diversification measures. The mean, median and standard deviation of various diversification measures in GR_B are statistically significantly (at various significance levels) greater than for non-group firms.

Table 8

Descriptive statistics – group size and group complexity with firm diversification

[image: art]

Notes: * significant at 10%; ** significant at 5%; ***significant at 1%. Comparisons of mean, median and standard deviation are made with non-group firms. The mean difference is tested with the t-test, the median difference with the Wilcoxon test and the standard deviation difference with the F-test.


In terms of group complexity, a general trend of diversification is observed in that the level of diversification increases as the business group structure becomes more complex. Specifically, non-group firms have the lowest level of diversification, followed by firms in business groups with a simple structure (BG_S), and then by firms in business groups with a pyramidal structure (BG_PS). Firms affiliated with business groups with a complicated structure (BG_CS) are the most diversified of all. This observation is inconsistent with the ‘substitution proposition’ that diversification at the group level (having affiliates operating in different industries) is able to substitute diversification at the firm level, and thus, group-affiliated firms do not need to diversify, as the task can be more effectively fulfilled at the group level (Charkrabarti et al., 2007). It is thus intriguing to determine whether there is a performance differential between more diversified group-affiliated firms and non-group firms.

ANALYSIS AND DISCUSSION

Influence of Group Affiliation on the Firm Diversification-performance Link

It is observed from Panel A in Table 9 that when firms are split into group and non-group firms, generally, no significant relationship is found between the four diversification measures and the performance of non-group firms, but generally, a significant negative relationship is found for the group firms. Hypothesis 1 is thus supported.

The finding is consistent with that of Lins and Servaes (2002) that the ‘diversification discounts’ found in their study involving seven emerging markets in East Asia come mainly from group-affiliated firms rather than non-group firms. It is also consistent with the finding by Claessens et al. (1999) regarding nine East Asian countries that group-affiliated firms are associated with poorer diversification performance compared to non-group firms.

This study thus far has shown that group firms are more diversified than non-group firms. The poorer performance of diversification, which is more prevalent among group-affiliated firms, suggests that these diversifications might be agency-driven. Moreover, as reasoned by Lins and Servaes (2002), this finding implies that because some of the advantages of diversification can be captured through a group structure, it is difficult for affiliated firms to justify their diversification, and thus, if they do diversify, the decision to diversify is more likely to be made by the controlling families to serve their own interests and not those of the minority shareholders.


Table 9

Firm diversification and performance – comparison between group and non-group firms
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Notes: *significant of 10%; ** significant at 5%; ***significant at 1%. The values in the table show the coefficients of the variables.


It should also be noted that the findings in this study do not support the ‘spillover benefits of group affiliation to firm-level diversification’ hypothesis (as explained in Charkrabarti et al., 2007) but are instead more consistent with the expropriation hypothesis. Claessens et al. (1999) find that the evidence of diversification discounts associated with group-affiliated firms in their study is consistent with their expropriation hypothesis.

Moderating Effects of Group Size and Group Structure on the Performance Outcomes of Firm Diversification

Further findings on the influence of group size on the performance outcomes of diversification are shown in Table 10. The key interest lies in the interaction terms involving the various group sizes in the table.

Small Business Groups (GR_A)

The findings regarding small business groups (GR_A) show that there is some weak evidence to suggest that GR_A may positively moderate the firm diversification-performance link (see the interaction terms in Model (1) and Model (4)).

The moderating influence of GR_A can be computed by adding the diversification measure variable and the interaction term variable. For instance, the moderating influence of GR_A on the diversification-ROA link in Model (1) of Panel A can be computed as (ENTROPY + ENTROPY*GR_A) = −3.237 + 4.225 = 0.988, which can be interpreted as follows: every 0.1 increase in the Entropy value8 of firms affiliated with small business groups will lead to an improvement of ROA of the firms by approximately 0.1% (0.1 × 0.988% = 0.0988% ≈ 0.1%). Similarly, the moderating influence of GR_A on Tobin’s Q in Model (4) of Panel D is computed as −0.108 + 0.263 = 0.155, which is interpreted as follows: a diversified firm affiliated with a small business group has 0.155 greater Tobin’s Q compared to a similarly diversified firm that is not in GR_A.

The findings on small-sized business groups thus do not support Khanna and Palepu’s (2000a) observation that in India, the majority of small- and medium-sized business groups have issues such as incompetent management, serious agency problems and a lack of advantages of political connection that prevent their firms from generating benefits from diversification. This inconsistency in the findings could be due to the differences in the country-specific and institutional environment factors in both countries, as these lead to variations in the nature of business groups in each country.


Table 10

Firm diversification and performance – group size effect
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Notes: * significant at 10%; ** significant at 5%; ***significant at 1%.

The values in the table show the coefficients of the variables.

All other control variables and sector effects are included in the regression (not shown above).


Intermediate and Large Business Groups (GR_B and GR_C)

The findings on intermediate business groups (GR_B) show that GR_B has an insignificant influence on the performance outcomes of diversification (all of the interaction terms involving GR_B are statistically insignificant) (see Model [2] and Model [5]).

The findings on large business groups (GR_C) show that GR_C negatively moderates the diversification-performance link. The moderating influence of large group size can be quantified as follows: as an illustration, the influence of GR_C in Model (6) of Panel B is computed as −0.036 + 0.435 = 0.399, which can be interpreted as follows: for every 0.1 decrease in the Herfindahl9 of firms affiliated with GR_C, the Tobin’s Q of the firms will decline by approximately 0.04 (0.1 × 0.399 = 0.0399 ≈ 0.04).

This observation implies that the performance of firms deteriorates as the diversification level increases for firms affiliated with large business groups. In other words, the higher the diversification level of firms affiliated with large business groups, the more their performance and value will diminish. The findings do not support and are opposite to Khanna and Palepu’s (2000a) findings in India that large business groups have more advantages that enhance the performance outcomes of firm diversification compared to small and medium-sized business groups. The findings are consistent with those of Johnson and Mitton (2003), who state that there is a greater potential for the owner-managers of politically connected firms, which are likely to be found in large business groups, to misappropriate the firm’s resources. A diversified structure undeniably facilitates such misappropriation.

The Complexity of Business Group Structure

The moderating influence of the three different levels of group complexity (BG_S, BG_PS, and BG_CS) on the diversification outcomes are shown in the interaction terms from Models (1) to (6) in Table 11.

Generally weak evidence of the positive moderating influence of ‘business groups with a simple structure’ (BG_S) is found in the study. Thus, the findings, albeit weak, might suggest that not only do small business groups (GR_A) have a potentially positive moderating effect on the diversification outcome; business groups with a simple structure (BG_S) may also contribute towards a better diversification-performance relationship. The absence of pyramidal and cross-holding structures in BG_S may imply a lower tendency towards expropriation and subsequently less value-destroying diversification. In comparison, no significant influence of ‘business groups with a pyramidal structure’ (BG_PS) is found in the study, as all of the interaction terms involving BG_PS are statistically insignificant.

Table 11

Firm diversification and performance – group structure effect
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Note: * significant at 10%; ** significant at 5%; ***significant at 1%.

The values in the table show the coefficients of the variables.

All other control variables and sector effects are included in the regression (not shown above).


On the contrary, the findings indicate that overall, ‘business groups with a complicated pyramidal structure’ (BG_CS) negatively moderate the diversification outcome. The coefficients for all of the interaction terms involving BG_CS in Table 11 are negative on a reasonably statistically significant level. Descriptive statistics in the earlier section have shown that firms affiliated with BG_CS have the highest level of diversification among all of the firms in the sample. The finding here therefore suggests that the high diversification observed in these firms is more value-destroying than value-adding and may thus be a reflection and manifestation of the substantial occurrence of agency problems in firms affiliated with BG_CS. The controlling families of business groups may create complicated ownership structures to reduce the threat to their control, and consequently, their tendency to expropriate may increase as the group structure becomes more complex and as such less transparent.

It should be highlighted that BG_CS, as defined in this study, is actually the smaller subset of GR_C (large business groups with at least five listed affiliates). Hence, examining the group structure serves as a robustness test to the earlier test on group size. The dummy variable BG_CS can be considered as not only business groups with complicated structures and complex networks that link the affiliates but also business groups with a large number of listed affiliates. This is particularly the type of business group that, according to Lins and Servaes (2002), should not have a high level of firm-level diversification because the diversification needed to create the benefits of internal markets has already been provided at the group level by the large number of listed member firms operating across various industries. Thus, the poor diversification outcomes of firms affiliated with BG_CS in this study are in line with the authors’ observations that high diversification at the firm level in business groups is more likely to be agency-driven. The lack of transparency in firm activities including diversification-related activities due to complex group structures reinforces the observations concerning the agency-driven nature of diversification. Finally, the findings in this section provide further support to the earlier findings and explanations that the politically connected large family-controlled business groups do not help to improve the diversification outcomes of their affiliates.

FURTHER DISCUSSION

The Presence of Trends across the Moderating Influence of Various Group Sizes and Structures

The findings in this study suggest the presence of an overall trend in the moderating effects of group size on the performance outcomes of firm diversification. Specifically, the moderating influence tends to be positive in small business groups, neutral in intermediate business groups and negative in large business groups. A similar trend is also observed in terms of group structure, where the moderating influence tends to be positive for groups with a simple structure and negative for groups with a complicated pyramidal structure.

Possible reasons for this trend could be proposed as follows: first, when the business group is small (for instance, with only two listed affiliates) or structurally simple, firm diversification is able to complement and contribute to the task of creating internal markets in the group, and the affiliates enjoy the benefits brought about by those internal markets. This implies that without firm-level diversification, there could be a capacity limit for a small or simply structured business group to create a sufficiently large internal market to benefit the group and the firms therein. In addition, small business groups as defined in this study have up to only two listed firms in the group. The group structure is therefore straightforward and, without any pyramidal structure, reduces the groups’ exposure to expropriation through diversification compared to larger business groups. For instance, the move to diversify or to further increase the diversification level of a member firm in a small and simple business group cannot be as easily concealed and remains undiscovered as in large, complicated groups.

However, as business groups grow from small to intermediate (groups with three to four listed affiliates), the ‘complementary’ role of firm-level diversification on the formation of the internal market of the group begins to decrease. At the same time, group structure becomes more complicated, and the divergence of cash flow and control rights can now be found in some group affiliates. Thus, the benefits and costs of firm diversification for such business groups may well cancel each other out and result in neutral effects on the diversification outcomes.

Finally, as business groups progress from intermediate to large (with five or more listed affiliates), the motive of controlling families to diversify or increase the diversification level of member firms becomes questionable. Thus, as opposed to small business groups, agency-led diversification in firms affiliated with large groups will be more pervasive, as a large, more complicated group structure network provides a suitable condition for controlling families to expropriate through diversification. The low transparency that is often associated with large business groups helps to conceal the groups’ activities (Khanna & Palepu, 2000b). Moreover, large and agglomerated business groups often have more complicated pyramidal structures, and thus, agency costs through diversification are greater, as the costs that controlling families incur will be less than any personal gain or utility from expropriation.


The Corporate Environment in Malaysia

The corporate environment in Malaysia may exacerbate this situation, as many large business groups are closely linked either formally or informally to the ruling party or senior government officials (Gomez & Jomo, 1999). The negative outcomes of diversification associated with firms belonging to large and structurally complicated business groups may suggest that they do not take advantage of the political connections they have to improve the outcomes of that diversification. One possible reason could be that close political connections are used by controlling families to advance diversification activities for personal or family interests more than the interests of other shareholders. Personal interest, wealth, or utility gained by controlling families from diversification activities in this case outweigh the wealth that controlling families need to forgo due to poor diversification results (i.e., reduced firm performance), as elaborated by Lins and Servaes (2002).

For instance, a firm affiliated with a large business group may choose to enter into a diversification deal involving a director or an affiliate (e.g., the firm may decide to acquire a director-owned private company operating in a different business sector10) who has close political contacts rather than an arm’s length diversification deal even though the deal with the director or his crony is not the best deal. This is because the close relationship with the director may facilitate more rent-seeking activities for the controlling family and provide opportunities to secure future contracts, credit or other benefits from the ruling political party.

Finally, it is reported by Claessens et al. (2000) that in Malaysia, the top 15 families control corporate assets worth 76.2% of the country’s GDP compared to only 2.1% in Japan and 2.9% in the US. This percentage is one of the highest in Asia and implies that families with large business groups could be highly influential and ‘lobby’ the government into implementing policies that are in their favour and ‘interfere’ in policies that are ‘unfriendly’ to them, such as a stricter takeover policy that may hinder their self-interested takeover-and-diversify activities.

CONCLUSION

The evidence that diversification performance is worse in group-affiliated firms than in non-group firms is consistent with Lins and Servaes’s (2002) and Chakrabarti’s et al. (2007) proposal that there is a lack of valid reasons to diversify at the firm level when the task can be more efficiently fulfilled at the group level. In addition, the evidence in this study shows that the effect of firm diversification on the performance of group-affiliated firms is negatively moderated by the size as well as the complexity of business groups. It infers that diversification is more detrimental to performance in firms affiliated with business groups that are larger and more structurally complex. These findings are in line with the viewpoints of La Porta et al. (1999), La Porta, Lopez-de-Silanes and Zamarripa (2003), Khanna and Palepu (2000b) and Young et al. (2008) that groups that are larger or that have more complex networks of affiliates are sometimes formed by the controlling shareholders to reduce the threat to their control and enable them to engage in unwarranted diversification.

Moreover, business groups, particularly those large in size or complex in structure, are also more likely to be linked to the “political apparatus in the country (that) also insulate them from external interference and monitoring” (Khanna & Palepu, 2000b, p. 265). The findings in this study support the idea that firm diversification in such business groups is more likely to be associated with personal, family or political agendas to the detriment of firm performance. Poor corporate transparency in these business groups, which may have led to severe expropriation, implies that the size and complexity of business group structures is worthy of regulators’ attention. Various incentives could be created by the relevant authorities to encourage business groups to retain a certain size or level of group structure complexity as well as a certain level of firm diversification.

The knowledge from this study may help public investors improve their investment decision-making, particularly in the aspects of risk assessment. The findings suggest that firms affiliated with large and complicated family-controlled business groups could be bound to a higher expropriation of resources by the controlling shareholders. Investors should by no means totally rule out the possibility of investing in these firms, but rather, they should ensure that they are fully aware of and have taken into account the risks associated with investing in such firms.

One of the limitations in this study is that it does not separate firm diversification into related and unrelated diversification. Such separation allows the researcher to examine whether there is a difference between group-affiliated and non-group firms in terms of choosing between related or unrelated diversification. Such a finding may clarify why the diversification outcomes of group-affiliated firms are generally worse than that of non-group firms, as found in this study.

Finally, due to its peculiar affirmative economic policy (from 1970-present), political interference in Malaysian business is wide-ranging, regardless of the size of firms or business groups. The attention paid by this study to firms affiliated with large and complicated groups only serves to indicate that political connections may be more pronounced in these firms compared to other firms. Future research may want to take into account the unique political-business circumstances brought about by the affirmative economic policy by comparing family-controlled business groups with other types of business groups, such as state-controlled ones. This comparison may be able to shed more light on the links between the types of business groups, their political connections and the outcomes of their firm diversification.

NOTES

1.     The 2008 data used in this study indicate that the findings may be more reflective of the slower pace of Malaysian economic growth of 4.6% recorded for that year (due to the global financial turmoil) than the stable economic growth of around 6% for the country. Though the economic climate of 2008 for Malaysia is not considered ‘poor’, it was by no means a satisfactory growth for the country. Future research may investigate the finding differentials under different economic conditions.

2.     Haniffa and Hudaib (2006), for instance, also make use of Krejcie and Morgan (1970) as a guideline for sample size selection.

3.     The reporting and disclosure requirements of Financial Reporting Standards (FRS)114 are similar to the requirements of the revised International Accounting Standards (IAS) 14. The new standard International Financial Reporting Standards (IFRS) 8 (Operating Segments) is enforceable in Malaysia with effect from 2009.

4.     Direct holding is often insufficient to determine who actually controls the firm. Thus, the ‘ultimate owner’ approach (Claessens, Djankov, Fan, & Lang, 2002) is employed in this study, which indicates that when the principal shareholders of a listed firm are themselves corporate entities, the major shareowners of these entities will be identified; then, the major shareowners of the major shareowners will be identified and so on until the identity of the ultimate owner is identified. This process can be cumbersome, but fortunately, as part of the disclosure requirements, family members who own the firm indirectly through their privately-held or publicly-listed firm(s) will be reported in the annual reports as having indirect holdings in the firm with the percentage of those holdings disclosed. This has eased the identification of family-controlled firms in this study.

5.     The inclusion of firms that are controlled by individual entrepreneurs into ‘family-controlled firms’ in this study is consistent with previous studies, such as Anderson and Reeb (2003), Andres (2008), and Masulis et al. (2011).


6.     Members of a family are seen as persons acting in concert. Thus the shareholdings of family members are aggregated and treated as shareholdings of the family to determine whether a firm is family-controlled or otherwise. Family relationships or kinship are disclosed in the company annual reports.

7.     The fact that Tobin’s Q cannot take a negative value leads to an extreme value only at one end of the Tobin’s Q data.

8.     Increases in Entropy equal increases in the diversification level.

9.     Increases in the Herfindahl equals decreases in the diversification level.

10.   The firm diversification level increases after acquiring the private company from the director.
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ABSTRACT

Previous studies have tried to make a comparative analysis between the market-oriented system and the mixed governance system on the determinants of stock option awards for managers; however, these studies exhibit some failures that must be overcome. In addition, we note the absence of studies addressing the validity of the agency theory on the determinants of equity-based compensation in times of instability or crisis. We used a sample of 159 French companies and 203 US companies for the period spanning 2002 to 2010. The results of the present study support the conclusion that the variables measuring the size of the firm, growth opportunity, debt, management and control functions, size of the board, and ownership concentration explain the decision to grant equity-based compensation, regardless of the sample and period considered. Using a variable representing the presence of institutional investors, we show that this type of investor is only involved in controlling the leader in the French case, during a period of financial instability.

Keywords: equity-based compensation, agency theory, financial crisis, information asymmetry

INTRODUCTION

In recent decades, equity-based compensation has attracted the attention of researchers, academics, and government regulatory agencies. Shleifer and Vishny (1997) suggest that the allocation of shares to the manager demonstrates an aspect of corporate governance because these shares convey a personal fortune to the manager rather than to the shareholders, which reduces the possibility of the managers taking measures against company owners; therefore, allocation of shares is a means to mitigate agency problems.

Although research on stock-based compensation continues to proliferate (Barkema & Gomes Mejia, 1998; Harvey & Shrieves, 2001; Ryan & Wiggins III, 2002; Rosenberg, 2003; Brown & Lee, 2010; Liljeblom, Pasternack, & Rosenberg, 2011), most studies highlight the impact of the new international financial reporting standards 2 “IFRS 2” (Street & Cereola, 2004; Chalmers & Godfrey, 2005; Avallone, Quagli, & Ramassa, 2011; Croci, Gonenc, & Ozkanc, 2012) and the introduction of new laws protecting the interests of minority shareholders, namely Sarbanes-Oxley (SOX) (Gordon, 2003; Holmstrom & Kaplan, 2003; Dicks, 2012), on the decision to grant this type of compensation. However, we see a lack of studies that address the validity of the agency theory for the determinants of equity-based compensation during periods of instability (crisis).

In addition, the studies of Poulain-Rehm (2003), Idi Cheffou (2009), and Gallali and Bouras (2012) remain the only comparative investigation between the two systems of governance (market oriented and mixed) with respect to stock options in particular and equity-based compensation in general. These studies attempt to identify factors that may have an impact on the granting of stock options in the French market and to compare the results with those of other markets, namely the US market; however, this study has some limitations, which we attempt to overcome in this paper.

On the one hand, the authors make comparisons with other investigations without considering the difference in the number of companies studied, the composition at the sector level, and the period of study. On the other hand, these studies have focused only on factors related to the characteristics of the firms and the manager and have ignored factors related to governance, specifically the characteristics of the board of directors and ownership structure.

Agency theory is the main supporter of the theory of allocation of equity-based compensation despite the scandals attached to this component. However, agency theory explains the widespread use of this type of compensation through economic and governance characteristics associated with the firm in an absolute manner without taking into account the specificity of the country or the study period. Faced with generally issued theoretical predictions of the agency theory, we seek to determine whether the factors explaining the allocation of stock-based compensation are insensitive to spatial dimension (change of context) and time (economic conditions).

This study provides a contribution to the literature in several ways through which we attempt to conduct a bidimensional analysis of the predictions of agency theory. On the one hand, we attempt to examine the factors that explain the allocation of equity-based compensation for the American and French markets, and to express the differences that may exist between them. On the other hand, we attempt to determine whether the findings of the agency theory in these determinants are valid regardless of the economic conditions (stability or instability).


LEGAL AND INSTITUTIONAL FRAMEWORK

Our study focuses on a comparison between France and the United States. This section will be devoted to presenting the characteristics of the governance system of these two countries, and the characteristics of equity compensation for each country.

According to Moerland (1995) and Charreaux (1997), the Anglo-Saxon system, of which the United States is a prototype, is characterised by a highly dispersed ownership structure, a low presence of institutional investors where the functions of management and control are combined for one leader, and supervision of the latter occurs mainly through the financial market. In addition, countries adopting this system of governance are characterised by strong protection of minority investors, unlike the French context, which is a prime example of a hybrid system of governance. In the French case, there is a separation of the functions performed by the executive; the financial market is not well developed compared to the United States, and the ownership structure is highly concentrated and characterised by a large presence of institutional investors. In this case, the financial market and an investor with greater control simultaneously perform the function of monitoring the executive.

Equity compensation, in general, and stock options, in particular, have emerged since the 1980s in the United States. However, in France, this practice did not truly develop until the mid-1990s, after publication of a series of reports on good governance practices such as the Vienot (1995) report, Clement (2003), and Association Française des Entreprises Privées (AFEP)-Mouvement des Entreprises de France (MEDEF) (2008–2012); these highlight the positive effect of managerial ownership on firm value.

A second component of equity compensation, i.e., restricted stock, similar to stock options, has emerged in the United States; it has also emerged in France, with the 2005 Finance Act, which allows French companies to pay employees and executives in the form of share awards subject to performance conditions.

In accounting terms, we do not find a big difference in the recording of stock options and restricted stock. Indeed, companies are adopting international standards (IFRS 2) in accounting for this component of compensation to facilitate the international comparison and interpretation of data.


THE RESEARCH HYPOTHESIS

Based on previous work, we can divide the factors into three groups. First, we analyse the determinants of economic characteristics of firms and factors related to the characteristics of the leader. Next, we present the characteristics relating to corporate governance.

Faced with a lack of literature regarding the explanatory factors for granting equity compensation, and taking into account the economic situation and the context studied, we identify different research hypotheses from the general context of agency theory.

Variables Related to the Firm Characteristics

According to Matolcsy, Shan and Seethamraju (2012), companies pay their leaders according to their characteristics. Indeed, the awarding of compensation is explained primarily through three key ideas: the information asymmetry between the principal and the agent, the liquidity problem, and the conflict of interest between shareholders and the manager and shareholders and creditors.

Firm size

Numerous previous studies have assumed that firm size affects the probability of attributing equity compensation (Uchida, 2006). According to Ryan and Wiggins III (2001), large firms have less information asymmetry, as the press and analysts frequently report their news. However, a positive relationship between the allocation of the equity compensation decision and the size of the firm is the origin of agency theory. Indeed, Eaton and Rosen (1983) find that a manager of a large firm combines more complex assets resulting in greater difficulty for shareholders to monitor the firm’s actions.

At the empirical level, results of most previous studies support the ideas of agency theory, such as Core and Guay (1999), Harvey and Shrieves (2001), and Conyon and He (2012). Hence, the hypothesis to be tested is as follows:



	H1:

	Equity-based compensation is positively related to firm’s size.





Liquidity

According to Dechow et al. (1996), Kedia and Mozumdar (2002), and Kim, Yasuda and Hasegawa (2012), equity based compensation provides firms with a method to preserve liquidity, unlike cash compensation such as salary and bonuses, which deplete liquidity.


However, the empirical results are mixed. Matsunaga (1995), Yermack (1995) and Chen, Liu and Li (2010) failed to find a significant relationship. We test the following hypothesis:



	H2:

	Equity-based compensation is positively related to a firm’s liquidity constraints.





Growth opportunity

According to Bryan, LeeSeok and Steven (2000), firms with significant growth opportunities have a range of possible investment decisions known only by the manager, resulting in a rise in information asymmetry between managers and shareholders. One way to overcome this problem is to link the remuneration of CEOs to shareholder interests via equity compensation.

Several previous studies provide evidence to support this idea, including Baber, Janakiraman and Kang (1996), Burns and Kedia (1993), Avallone et al. (2011), and Van Essen, Otten and Carberry (2012). Hence, the hypothesis to be tested is as follows:



	H3:

	Equity-based compensation is positively related to growth opportunities.





Debt

Based on the predictions of agency theory, Jensen (1986) suggests that, due to contractual payment obligations, the repayment of the debt limits manager’s discretionary behaviour and attenuates the agency problem. Accordingly, the use of debt may even reduce the demand for equity compensation as a substitute for managerial control (Qin, 2012).

Empirical tests have yielded inconclusive results. Indeed, some studies confirm the relationship of substitutability between debt and equity compensation, such as Ittner, Larcker and Meyer (2003), Uchida (2006), Liljeblom et al. (2011) and Qin (2012). However, other studies failed to find a significant relationship between these two variables (Bryan et al., 2000; Chen et al., 2010). We test the following hypothesis:



	H4:

	The highly leveraged companies attribute less compensation in the form of shares to their managers.






Noise (ROA-equity returns)

Bryan et al. (2000) suggest that noise in a performance measure is an important factor in determining a manager’s compensation contract. Empirically, the noise variable is measured by the variance of earnings returns or equity returns (Shin, 2005) or the ratio between the two variances (Lambert & Larcker, 1987; Holthausen & Larcker, 1991).

From the assumption of substitutability, the agency theory assumes that when a performance measure is noisy, the firm gives less weight to this measurement to determine CEO pay packages (Shin, 2005). Yermack (1995) and Bryan et al. (2000) confirm this idea when they find that the noisiness in accounting data (stock) is positively (negatively) associated with equity compensation. From the above we can formulate the following hypothesis:



	H5a:

	There is a negative relationship between equity compensation and noise in stock returns.




	H5b:

	There is a positive relationship between equity compensation and noise in earnings returns.





Variables Related to Manager Characteristics

Manager age

The problem horizon is another facet of the agency theory used to explain the granting of equity to a manager. Indeed, the leader approaching retirement refuses all projects characterised by high initial expenditure in research and development because this type of project would be profitable only after a long period of time.

In addition, according to Qin (2012), equity-based compensation is a form of managerial ownership; therefore, the prediction of the agency theory is an alignment mechanism of interests, which leads to decision horizon problem. The equity-based compensation is an alignment of interest mechanism, designed to alleviate decision horizon fears. Therefore, there is a tendency towards intensive use of equity compensation in compensation contracts of the older executives, especially those approaching retirement age (Gibbons & Murphy, 1992).

Empirically the results are inconclusive. First, Yermack (1995) and Oreland (2008) did not find a significant relationship; second, David, Kochhar and Levitas (1998), Tzioumis (2008) and Van Essen et al. (2012) found a negative relationship between age and the likelihood of the manager to allocate equity-based compensation. From the theoretical findings, we can formulate the following hypothesis:



	H6:

	Firms allocate more equity-based compensation to an older manager.





Manager tenure

According to Ryan and Winggins III (2002) a manager characterised by a long-term period in the executive office raised more shares when the stock option awards or bonus shares would have a minimal effect on the alignment of interests between shareholders and the manager. However, based on the entrenchment theory, the research also shows that the manager can take advantage of his seniority within the firm to receive excessive compensation, including equity-based compensation (Lippert & Moore, 1994). From the agency theory assumption, we can formulate the following hypothesis:



	H7:

	There is a negative relationship between manager tenure and equity-based compensation.





CEO duality

Based on the proposals of agency theory, Petra and Dorata (2008) confirmed that the governance structure and, in particular, the dual functions of a manager affect the composition of executive compensation. Baliga, Moyer and Rao (1996) shows that the title of Chairman of the board of directors is an honorary award for officers who have achieved satisfactory results during an initial trial period. Consequently, the manager, who has two functions (CEO and chairman of the board), has demonstrated his ability to create shareholder value, and therefore these interests are most likely aligned with those of shareholders (Ryan & Wiggins III, 2002; Qin, 2012).

However, the agency theory assumes that the functions of management and control must be separated to improve the level of control (Vigliano & Barré, 2010); therefore, in the case of dual functions, decisions reside with the same person, which creates an agency problem. Thus, based on this finding we can formulate the following hypothesis:



	H8:

	The grant of equity-based compensation as a way to mitigate conflicts of interest is positively related to CEO duality.






Variables Related to Corporate Governance

We will determine corporate governance through the features of the board; we will also determine ownership structure in general and the concentration of ownership and the presence of institutional investors in particular. These two forms of ownership have been chosen because of the divergence between the two countries, as we previously mentioned in the section related to the presentation of the legal and institutional framework.

Board of director characteristics

Whatever is the direction of the previous governance literature (agency theory or managerial power theory), mechanisms related to corporate governance have an influence (positive or negative) on the probability of granting shares to the manager.

Based on agency theory, a board of directors characterised by small size (Yermack, 1996; Ryan & Wiggins III, 2002; Shin, 2005), a high degree of independence (Jensen, 1993; McNulty & Pettigrew, 1999), and the presence of a compensation committee (Conyon & He, 2012) contribute to a strong governance structure that reduces the need for equity compensation (Qin, 2012). In fact, these mechanisms ensure enhanced managerial monitoring; in this case, the integration of equity-based compensation does not have a great effect on the decisions made by the manager. Therefore, we test the following hypothesis:



	H9:

	Firms with small board size, a high percentage of independent directors, and the presence of a compensation committee attribute less equity-based compensation.





Ownership structure

In terms of ownership structure, according to Jensen and Meckling (1976), a dispersed ownership cannot possibly provide effective supervision of the leader’s behaviour. Indeed, Benz, Kucher and Stutzer (2001) suggest that none of the minority shareholders has an incentive to participate in the monitoring process. Therefore, the interests of shareholders are dispersed and difficult to coordinate. Thus, the higher the concentration of shares, the more shareholders are motivated to exercise effective control to encourage the manager to make creative value decisions. Faced with this situation, firms have no incentive to allocate equity compensation, because the interests of both parties are aligned (Bryan et al., 2000; Bebchuk & Fried, 2006).


In addition to the concentration of ownership, the identity of the shareholders of the company may also restrict or enable managerial power over the practice of executive compensation (Van Essen et al., 2012). According to Useem (1996), one of the most important changes in corporate governance over the last 20 years is the dramatic increase in the participation of institutional investors in the capital of the company.

Although investor status does not provide some investors more formal power than other investors, institutional investors often have substantial interests. Therefore, this type of investor has a tendency to more actively control, and may be able to limit executive power in the implementation of the compensation policy (Hartzell & Stark, 2003; Bebchuk & Fried, 2006).

Fama and Jensen (1983) emphasise that the shareholders/manager agency problem may be mitigated by a number of control mechanisms such as the presence of institutional investors. Therefore, the proportion of shares held by institutional investors is a sign for effective control of the leader that allows a reduction in agency costs and, consequently, a low allocation of equity compensation. Therefore, based on these agency theory findings, we can formulate the following hypothesis:



	H10a:

	The allocation of equity compensation as a means to mitigate conflicts of interest is negatively related to ownership concentration.




	H10b:

	The allocation of equity compensation as a means to mitigate conflicts of interest is negatively related to the presence of institutional investors.





SAMPLE AND DATA SOURCES

Our initial sample for the US case is composed of 300 large US companies, based on the market capitalisation criterion, and belonging to the S&P 500 stock market index. For the French case, our initial sample consists of 250 French companies listed on the Paris Stock Exchange and is part of the CAC All-Tradable stock index (ex SBF 250).

In the two samples, we have eliminated American and French financial companies with 16% and 14% of the total sample, respectively. We also excluded companies with defects in their accounting information and related governance data, 16% of the total sample for the US firms and 22% for the French firms.


Finally, our study focuses on a sample composed of 203 US companies and 159 French companies for a period of study from 2002 to 2010, with 1827 and 1431 observations (firms/year), respectively. For both cases, our sample consists of the service sector (30%), the industrial sector (26%), the consumer goods and information and communication technology sectors (18% each); the health sector represents only 8% of all companies selected.

The data relating to compensation, including stock options and restricted stock granted to the executive, as well his age and the period of occupation in the chief executive position, were collected from two main sources. In fact, in the US and French cases, information is collected respectively from the Compustat ExecuComp database and manually from annual reports.

Variables related to accounting data are assembled using Compustat North America and Compustat Global databases.

Variables related to corporate governance (board characteristics, the presence of a compensation committee, and ownership structure) are collected manually from Proxy Statement DEF14a and the Thomson Institutional Ownership database for the US case and reference documents for the French.

MODEL AND SELECTED VARIABLES

Several studies attempt to determine why some firms allot equity-based compensation more than others. However, the results remain inconclusive because of the diversification in the study period, measurements of selected variables, and estimation models.

To eliminate the factors that may affect the results in our study, such as the composition of the sample, the diversification of variables, measures and multiple econometric methods, we perform a comparison under the same conditions for both cases (France vs. US) and two periods (stability vs. crisis).

To test the above hypotheses, we use the Tobit model regression to determine the factors that may affect the decision to award equity-based compensation to the manager1.
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The dependent variable (Equity.Comp) is the natural logarithm of (1 + values of stock options and restricted stock received by the manager in year t)2 (Brown & Lee, 2010; Guillet, Kucukusta, & Xiao, 2012; Kim et al., 2012). For independent variables:


	Size: Firm size, measured by the logarithm of total assets;

	Opport: Growth Opportunity, measured by the market to book ratio;

	No.Div: Non dividend distribution3, binary variable that is 1 if the firm does not distribute dividends and 0 otherwise;

	Lev: The leverage of the company, measured by the ratio of total debt and book value of total assets;

	Noise.ROA: Noise in earnings returns, calculated by the standard deviation of return on assets (ROA) as measured by (Net income/Total assets) over the past five years compared to year t;

	Noise.Rent: Noise in stock returns, calculated by the standard deviation of return on stocks over the past five years compared to year t;

	Age: Manager’s age in years;

	Tenure: Number of years during which the manager filled the position of manager;

	Dual: Dummy variable equal to 1 if the manager is also the board chairman and 0 otherwise;

	Bd.Size: The size of the board measured by the number of directors;

	Indep.Dir: The percentage of independent directors on the board;

	Comp.Comm: A dummy variable that equals 1 if the company has a committee and 0 otherwise;

	Concent: The concentration of ownership measured by the percentage of shares held by the three largest shareholders;

	Institu.Own: The presence of institutional investors as measured by the percentage of shares held by institutional investors;

	Sec: A dummy variable indicating the presence of sector effect;

	D: A dummy variable indicating the period effect.




Table 1

Descriptive statistics of selected variables
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Notes: *** Significant at 1%

The table shows the descriptive statistics for the 159 French companies and 203 US companies for the period of 9 years from 2002 to 2010. The dependent variable is calculated as the natural logarithm of equity-based compensation (1+ value of stock options and restricted stock valued by the Black-Scholes formula) received by the manager, in U.S. dollars, we used the annual average exchange rates USD / Euro for each year [2002: 0.9411, 2003: 1.1286, 2004: 1.2417, 2005: 1.2436, 2006: 1.2545, 2007: 1.3687, 2008: 1.4648, 2009: 1.3892, 2010: 1.3244]. The independent variables: Size: The logarithm of total assets, Opport: The market to book ratio, No.Div: Dummy variable equal to 1 if the company does not distribute dividends and 0 otherwise, Lev: The ratio of total debt and book value of total assets, Noise.ROA: The standard deviation of return on assets over the last five years compared to the year t, Noise.Rent: the standard deviation of stock returns over the past five years compared to year t, Age: Manager’s age in years, Tenure: Number of years during which the manager filled the position of manager, Dual: Dummy variable equal to 1 if the manager is also the board chairman and 0 otherwise. Bd.Size: Number of directors, Indep.Dir: The percentage of independent directors in the board, Indep.Dir: The percentage of independent directors in the board, Comp.Comm: A dummy variable that takes 1 if the company has a compensation committee and 0 otherwise, Concent: The concentration of ownership measured by the percentage of shares held by the three largest shareholders, Institu.Own: The presence of institutional investors as measured by the percentage of shares held by institutional investors.


INTERPRETATION OF RESULTS

Descriptive Analysis

Table 1 shows the descriptive statistics of variables used for both samples. The dependent variable (Equity.Comp) is measured by the natural logarithm of the value of equity-based compensation. The average of this variable for US companies is 1.511, well above the average for French companies, which is 0.262.

This difference is explained by the distribution of the total remuneration received by the manager. Figures 1 and 2 show that the remuneration package of French managers is composed primarily of cash compensation whereas in the US, the equity-based compensation represents approximately half of the total compensation throughout the study period (2002–2010).

In the French case, we note that the percentage of equity compensation increases for the years 2006 and 2007; this finding is explained by the new Act in 2005 authorising French managers to receive free shares subject to performance conditions (restricted stock units). During the years 2008 and 2009, which corresponds to the period of crisis, the equity-based compensation began to decrease. This reduction allows us to infer that during periods of instability, French managers prefer certain cash remuneration over random stock-based compensation, in which their awards are subject to performance conditions.
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Figure 1. Distribution of compensation (cash and equity) of French managers
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Figure 2. Distribution of compensation (cash and equity) of American managers



We divided independent variables into three groups: economic variables related to the characteristics of the firms, variables related to the characteristics of the manager, and variables related to the board. We note that, for the variables related to the characteristics of the firms, the differences in the averages are not high, except for variables measuring firm size and growth opportunities; these have a large and statistically significant difference.

For variables related to the characteristics of the manager, the average ages of French and American leaders are, respectively 55 and 56 years. On average, the French manager holds the post for 10 years, whereas the US the manager remains for seven years. This result is evident, because the American managers’ market is very active compared to the French. Therefore, there is a high probability of change in incompetent managers when the agency problem arises between the agent and the principal.

In addition, this difference is explained by a high percentage of independent directors; 76.8% in the US compared to only 36% in France. According to the “CEO Succession Practices” report published in 2012 (Schloetzer, Tonello, & Aguilar, 2012), strong independent directors could motivate the board to revoke the manager who performs below expectations.


We note that there is a large difference in the average for US Companies compared to French companies for the variables related to the presence of independent directors and the presence of the compensation committee because US law is very rigid compared to French law. Indeed, the Securities and Exchange Commission (SEC) and the NASDAQ authorities require the boards of US Companies to have independent directors as a majority and to have a compensation committee.

For the variable measuring the size of the board, we see that the average for the two samples is very close but is greater than the optimum value determined by Jensen (1993), which assumes that the board should be composed of seven or eight directors.

We note that there is a large difference in average for variables measuring the concentration of ownership and institutional investors (26.34% and 22.83%). This difference is expected because of the divergence in the governance system for these two countries.

Tables 2 and 3 show the Pearson correlation coefficients for the French and American companies, respectively. Note that in both cases the correlation coefficients between variables are weak. Thus, we can deduce that there is no multicollinearity problem in the model analysis.

The dependent variable (Equity.Comp) results showed a significant association for both cases, between this variable and the explicative variables (Size, Age and Indep.Dir). For the variables Lev, Noise.ROA, Noise.Rent, Tenure and Bd.Size, the significance of the correlation coefficient with the endogenous variable (Equity.Comp) depend on the selected sample. There is an absence of significant correlation between the variable measuring the growth opportunity (Opport) and the dependent variable (Equity.Comp), regardless of the sample.

Interpretation of Results

The empirical results of the paper are presented and discussed in this section including a bidimensional analysis of the validity of the agency theory. First, we verify the above hypothesis for two samples of different systems of governance and explain the differences that may exist between the two samples. Second, given the importance of the financial crisis, we verify whether the agency theory is enabled during periods of instability, in terms of equity-based compensation.


Table 2

Pearson correlation matrix (French firms)
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Notes: This table shows the correlation coefficients between the variables used for a sample of 159 French firms for the period from 2002 to 2010.

*** Significant at 1%, ** Significant at 5%, * Significant at 10%

Table 3

Pearson correlation matrix (US firms)
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Notes: This table shows the correlation coefficients between the variables used for a sample of 203 US firms for the period from 2002 to 2010.

*** Significant at 1%, ** Significant at 5%, * Significant at 10%

Comparative Analysis between the Two Countries

Table 4 presents the results of estimating equation (1). Column (1) presents the results of all data related to French and American firms to determine whether US companies attribute more pay to equity-based compensation compared to their French counterpartsiv.

Columns (2) and (3) show the results of estimating equation (1) for two separate samples. Note that the coefficient (US indicator) is positively significant at 1%. Indeed, most American companies reward their managers in the form of equity-based compensation more than the French, which has been verified in the descriptive statistics. This result can be explained by the difference in the system of governance between the two countries.

Table 4

Results of regression of the determinants French and American firms



	
	Pooled

	France

	US




	US indicator

	2.396***(9.81)

	
	



	Size

	0.152***(3.21)

	0.3927***(4.50)

	0.058*(1.81)




	Opport

	0.133**(1.95)

	0.4648***(4.44)

	0.053**(2.54)




	No.Div

	0.016(1.36)

	0.8951**(1.71)

	−0.033(–0.41)




	Lev

	−0.512***(–4.27)

	−0.428*(–1.69)

	−0.777*(–1.91)




	Noise.ROA

	0.245(0.29)

	0.3464(1.24)

	−0.580(–0.46)




	Noise.Rent

	0.765***(3.87)

	−0.111(–0.51)

	0.209***(6.02)




	Age

	−0.034***(–2.99)

	−0.046***(–3.01)

	−0.004(–0.30)




	Tenure

	−0.0154(–1.02)

	−0.029(–1.07)

	−0.140(–0.23)




	Dual

	0.178(1.48)

	0.247**(2.02)

	0.084**(1.99)




	Bd.Size

	0.060**(2.05)

	0.124***(3.02)

	0. 497***(3.56)




	Comp.Comm

	0.957***(3.68)

	0.793***(2.78)

	−0.144(–0.23)




	Ind.Dir

	0.278***(3.21)

	0.180**(2.09)

	0.178**(2.14)




	Concent

	−1.642*** (−3.60)

	−0.183***(−3.04)

	−0.930*(–1.71)




	Institu.Own

	0.154(0.63)

	−0.099***(–3.21)

	0.1527(0.54)




	Constant

	−1.907***(–2.43)

	−1.767***(–4.89)

	−3.021**(–2.40)




	Sector

	Yes

	Yes

	Yes




	Year

	Yes

	Yes

	Yes




	Log likelihood

	−5939.7849

	−1636.392

	−4228.8195




	N

	3258

	1431

	1827





Notes: *** Significant at 1%, ** Significant at 5%, * Significant at 10%

The table presents the results of the regression of the determinants of award of equity-based compensation for the different cases (Pooled, French and American) for the period from 2002 to 2010.

According to Charreaux (2009), the control of the manager is lower in the case of a market-oriented system of governance (US). Conversely the French context is characterised by a mixed system in which control is stronger and occurs mainly in the ownership structure. Consequently, faced with less active control in the Anglo-Saxon system, equity-based compensation is a way to align interests between the agent and the principal.

In addition, this difference is explained in legal terms because France is unlike the US; in France, the allocation of equity compensation has only been recently regulated by the enactment of Nouvelles Régulations Economiques (NRE) or New Economic Regulations 2001, which only allows the allocation of stock options to executives. Free shares subject to performance conditions (restricted stocks) are regulated by the Finance Act of 2005, which states that the restricted stocks previously reserved for shareholders, are available to company management employees.

For the variable indicating the size, we note that there is a positive and statistically significant relationship at the 1% level for the French and 10% level for the US, which confirms most of the results of previous research, such as Bebchuk and Weisbach (2010), Bryan et al. (2000), Avallone et al. (2011) and Gallali and Bouras (2012). According to Vlittis and Charitou (2013), large firms require more talented managers and are more difficult to control, which makes equity-based compensation a most important mechanism for reducing the agency problem for these types of companies.

Consistent with our expectations and previous works such as Du and Lin (2011) and Van Essen et al. (2012), firms with high growth opportunity distribute more equity-based compensation. In fact, the market to book ratio represents a proxy for growth opportunities, and is positive and statistically significant at 1% regardless of the sample used. According to Ozkan (2007), it is difficult to observe the actions of the manager in a high growth opportunity business as equity-based compensation is one of the solutions to facilitate manager control.

The leverage ratio (Lev) is negative and significant at the 10% level for both cases, supporting hypothesis 3. According to Qin (2012), highly leveraged firms have a high risk of bankruptcy while debt holders can influence these companies. Therefore the use of equity-based compensation is reduced because these payments encourage the manager to make risky decisions to increase shareholders’ wealth and the manager’s wealth. In addition, according to Jensen (1986), the debt repayment is a way to monitor and limit the manager’s discretion in cash flow. An important leverage is a substitute for the use of equity-based compensation for executive control.

For variable (No.Div), which represents a proxy for the liquidity of firms, the results are inconclusive and depend on the chosen market. Indeed, in France, stock-based compensation is a way to maintain liquidity (positive and statistically significant at the 5% level), which is consistent with results found by Chen et al. (2010). This situation differs from the American context where the decision to award equity-based compensation is not related to the liquidity constraint (non-significant relationship between the value of stock-based compensation and variable [No.Div]), but is a mechanism of increasing control. In the American context firms are less controlled than their French counterparts due to the difference in the governance system between the two countries and, in particular, the dispersion of capital forcing shareholders to exercise effective control.

The variable indicating the noise in stock returns (Noise.Rent) is related to the stock market, unlike other variables, which explains the non-converging result for the two samples. On the French market level, the noise linked to stock returns is not a factor in the allocation of equity compensation, unlike the US market, where the variable (Noise.Rent) is statistically significant at the 5% level. Indeed, in the US context the financial market is a mechanism to monitor the manager. The result found is consistent with the previous work of Core and Guay (1999) and Shin (2005). Indeed, Breedman and Viswanathan (1998) suggest that high noise in stock returns is a sign of information asymmetry between the shareholder and manager while the probability to adopt equity-based compensation plans for the manager is essential to reduce this asymmetry.

Considering the manager’s age, we reject the horizon problem hypothesis, which proposes that the manager approaching retirement benefits from more compensation in the form of stocks. In the American case, we failed to find a significant relationship as expected by the result obtained by Oreland (2008). For the French case, managers approaching retirement prefer certain compensation rather than random remuneration based on shares, in accordance with the work of Ryan and Wiggins III (2002) and Gallali and Bouras (2012).

An explanation of the negative effect of age on stock-based compensation could be that the long-term nature of this type of compensation reduces the likelihood of benefit from this compensation for executives entering retirement (Tzioumis, 2008). Another explanation for this negative relationship is developed by Eaton and Rosen (1983), who suggest that risk aversion may increase with the age of the leader and therefore, can influence the preferences of the individual for risky compensation and primarily equity-based compensation.

We find that US and French companies with a manager who is also Chairman of the board have more equity-based compensation (positive and statistically significant at the 10% level). This finding is in accordance with the agency theory, which states that if the management and control functions of are combined in one person, agency problems arise. According to Ryan and Wiggins III (2002), this conflict led to the need for equity-based compensation because the monitoring by the board is likely to be less effective.

For the variable indicating the size of the board, we found a positive and statistically significant relationship at 1% for both samples. This result is consistent with the study of Ozkan (2007) and confirms the finding of agency theory, which states that large board size can cause communication and coordination problems among members. Given this situation, the board becomes ineffective in controlling the manager, while the equity-based compensation can be a substitute to reduce the opportunistic behaviour of the manager.

The presence of the compensation committee is not a mechanism for monitoring the equity-based compensation of the manager. The inefficiency of this committee is due to its composition. In the US case, our results converge with the results of the study of Qin (2012), where the mechanism is not a determinant that can have an influence on the decision to award compensation in the form of stocks. Indeed, in this context, the compensation committee is composed entirely of independent directors with a reduced probability for the manager to take advantage of excessive compensation in shares, as these independent directors have no relationship with the manager. In addition, this type of administrator can be served by other committees such as the audit committee, while the control over executive compensation and performance-based compensation is not effective. Based on the foregoing, the role of the compensation committee is not conclusive and cannot be detached from the efficiency or inefficiency of the mechanism.

In France, according to Abate, Jaclot and Petit-Perrin (2000), the role of the compensation committee remains low because, on the one hand, the manager may be a member of this committee and, on the other hand, the law only requires a minimum of one third of independent directors on the committee. The legal requirement explains the positive relationship (statistically significant at the 1% level) in accordance with the work of Conyon and He (2012).

In addition, we find a positive and statistically significant relationship at the 5% level between equity-based compensation and the presence of independent directors on the board for both cases, according to the results obtained by Franks, Mayer and Renneboog (2001) and Croci et al. (2012). This result is inconsistent with the predictions of the agency theory made by Fama and Jensen (1983), who argue that the presence of independent directors is likely to have an incentive to ensure effective control. Accordingly, based on the hypothesis of substitutability of governance mechanisms, there is a low probability of assigning stock-based compensation as a means of reducing the manager’s opportunistic behaviour when firms are characterised by a large percentage of independent directors. Our result confirms the idea proposed by Ozkan (2009), who reported that independent directors do not fulfil the function of control and reduction of managerial entrenchment. However, the main function of such directors is to improve firm performance thus, they have a strategic role to strengthen the control of the manager.


For the variable measuring the concentration of ownership, there is a negative and statistically significant relationship at the 1% threshold in the French case and 10% in the American case. Indeed, if a high concentration of ownership is characterised by a highly dispersed ownership structure, holding a large fraction of actions is a device that reduces conflicts of interest between the principal and the agent. Faced with this situation, companies distribute under equity-based compensation as a means of aligning interests between these two parties (Jensen & Meckling, 1976; Shleifer & Vishny, 1997).

At the institutional ownership level, our result confirms our theoretical findings in which institutional investors for the French context succeed in exercising more control over the executive. Indeed, there is a negative and statistically significant relationship at the 1% threshold in this case. However, in the American case, our result fails to find a significant relationship. We can deduce the importance of this type of investor in controlling the behaviour of the French leader compared to the possibility of opportunism in the US case. Indeed, in the United States this investor has a more strategic role and intervenes in the process of decision making more than controlling officers in France; this explains the absence of a significant relationship between this category of investor and the allocation of equity compensation as a probable device of managerial control.

Comparative Analysis for the Two Periods

To check whether the hypothesis derived from agency theory in terms of stock-based compensation are valid regardless of the period of study for a set of samples (159 French companies and 203 US companies), we will divide our sample in two sub-periods. The interval of instability (market crisis) corresponds to the years 2002 to 2008 and 2009, where these years are characterised by high volatility in the S&P 500 and CAC All-Tradable indices due to the computer crisis and the subprime crisis. The second interval is in other years where there has been stability in the S&P 500 and CAC All-Tradable indices.

Table 5 shows the estimation results for the two periods. On the level of the variables related to the characteristics of the firms, the results for the variables measuring firm size, growth opportunity, and leverage are similar and do not depend on the period of stability or instability. In fact, these variables are consistent with the prediction of the agency theory and are not sensitive to changes in economic conditions.

During the crisis period, the variable (Noise.Rent), where firms with high noise in stock returns distribute under stock-based compensation and the manager prefers the accounting performance pay, performs contrary to what is expected. In fact, according to Hugon (2010), variability of stocks during this period is high, which leads to high information asymmetry between shareholders and the manager during this period; therefore, managerial ownership and, in particular, equity-based compensation is one way to reduce the problem of information asymmetry.

Table 5

Results of regression of the determinants of equity-based compensation for periods of stability and instability



	
	Pooled (stable period)

	Pooled (instability period)




	US indicator

	1.411***(5.97)

	3.767***(8.61)




	Size

	0.112***(2.70)

	0.210***(2.68)




	Opport

	0.326***(5.51)

	0.235**(2.00)




	No.Div

	0.186(1.09)

	−0.023(–0.07)




	Lev

	−1.064**(–2.55)

	−0.739**(–0.97)




	Noise.ROA

	0.493(1.50)

	−0.020(–0.92)




	Noise.Rent

	0.115(0.63)

	0.174***(4.71)




	Age

	− 0.019(1.53)

	−0.043**(–2.01)




	Tenure

	−0.009(–0.89)

	−0.020***(–2.92)




	Dual

	0.199**(1.99)

	0.559**(1.76)




	Bd.Size

	0.077***(3.14)

	0. 812***(5.73)




	Comp.Comm

	−0.770***(–3.14)

	0.134***(2.92)




	Ind.Dir

	0.314***(3.87)

	0.161***(2.76)




	Concent

	−0.146***(–3.47)

	−0.175**–(2.09)




	Institu.Own

	0.099(0.47)

	−0.196***(–3.38)




	Constant

	−2.15***(–3.01)

	−3.158**(–2.12)




	Sector

	Yes

	Yes




	Year

	Yes

	Yes




	Log likelihood

	−3568.2938

	−2195.603




	N

	2172

	1086





Notes: *** Significant at 1%, ** Significant at 5%,

The table presents the results of the regression of the determinants of award of equity-based compensation for periods of stability and instability.

Another explanation is rooted in the signal theory. According to Guimbert and Vallat (2001), during the period of instability, an allocation of stock-based compensation is a signal to maintain the trust and interests of investors in the company’s long-term state; the variability of the stocks is occasional and limited to the crisis period.

For the entire sample, regardless of the holding period, the decision to allocate equity-based compensation is not explained by illiquidity or high noise in earnings returns.


At the level related to the characteristics of manager variables, we find that, during the period of stability, the age and experience of the manager and the cumulative functions are not determinants in the decision to award compensation based on shares. During the crisis, older managers become more risk averse and prefer short-term compensation; therefore, agency theory’s assumption of managerial horizon is rejected during a period of instability.

The variable (Tenure) behaves counter to the prediction of the agency theory. Agency theory states that, when the tenure in the executive position in the firm increases, the interests of managers and shareholders are aligned, and the probability of allocating equity-based compensation as a mechanism to reduce conflicts of interest is low. During the crisis, our results support the findings of entrenchment theory. Indeed, Core and Guay (1999) and Tzioumis (2008) assume that a long period of occupation by a manager allows him to take root in the firm and have some influence on the board of directors. Brown and Lee (2010) assume that this mechanism is ineffective in controlling managers’ actions during the crisis period, which increases the possibility of managerial entrenchment, and enjoying excessive compensation, especially in the form of shares.

For variables (Dual) and (Bd.Size), we found a positive and statistically significant relation at the 1% level similar to the work of Qin (2012), regardless of the period chosen. This finding is in accordance with the agency theory finding we have previously developed.

The result obtained in the presence of the compensation committee is mitigating and depends on the period analysed. On the one hand, in a context of stability, the compensation committee is effective in controlling the manager (a negative and statistically significant relationship at the 1% level between the variable [Comp.Com] and [Equity.Comp]). This result is consistent with agency theory, which assumes substitutability controls the manager; this explains the negative effect of the presence of the remuneration committee on equity-based compensation (Chang, Labban, Gapin, & Etnier 2012). On the other hand, during the crisis period we find a positive and statistically significant relationship at the 1% level. Therefore, during this period, the compensation committee fails to control equity-based compensation received by the manager, which confirms that during this period the members of the compensation committee and members of the board have a more strategic role than controlling the executive in general and the remuneration of the executive in particular (Brown & Lee, 2010).

Variables related to the percentage of independent directors on the board are ineffective in controlling the manager; their presence is contrary to what is provided by Fich and Shivdasani (2005). Regardless of the time (stability or crisis), such directors may serve on several committees within the firm (audit committee, compensation committee), which leads to overlap in the directors’ functions and therefore, weakens the control actions taken on the manager.

In general, at the economic variables’ (related to the characteristics of firms) level, the agency theory is validated regardless of the time when the sample was selected; the exception is variables measuring the liquidity of the company, noise stock returns, and earning returns.

Regarding characteristics related to the manager, with the exception of the variable (Dual), we found results similar to that provided by agency theory; the assumptions derived from agency theory and applied to other variables measuring the age and tenure period depend on the sample and the economic conjuncture.

Regarding variables related to the characteristics of the board, we first demonstrated that the board size is ineffective in controlling the American and French manager, during the two sub periods. This result is similar to agency theory’s assumption of. Thus, the compensation committee is effective only during the period of stability, which challenges the disciplinary role of directors during the crisis. Finally, independent directors do not have a supervisory role, but rather a strategic role in both French and American contexts and for a period of stability and crisis. This result is contrary to what is provided by agency theory.

The variable for measuring the concentration of ownership is a negative and statistically significant relationship at the 1% threshold for the stability period and 5% for the period of instability. Indeed, the holders of a large percentage of shares exercise greater control over the executive to eliminate opportunistic behaviour; these investors are unable to diversify their portfolios because of the huge amounts expended by these investors to hold many titles.

The presence of institutional investors during the period of financial stability has a strategic role in strengthening control over the executive, which explains the non-significant relationship between this category of investors and the allocation of share-based compensation as a device of control reinforcement.

For the period of financial instability, which is characterised by a lack of confidence in the financial market, there is a negative and statistically significant relationship at the 1% relationship. Indeed, institutional investors, due to important participation in companies, are more interested in controlling the executive to avoid the possibility of the extraction of private benefits that can lead to negative consequences for the company and for the wealth associated with institutional investors.


CONCLUSION

The objective of developing optimal compensation contracts in general and the allocation of equity-based compensation in particular, is to align manager actions with shareholders’ wishes. This type of compensation is a major issue in the debate between researchers and organisations; regulations attempt to explain why firms continue to allocate stock-based compensation despite several scandals related to such compensation. Although this study is a continuation of previous studies that have tried to make a comparative analysis between the market-oriented system and the mixed governance system on the determinants of stock option awards for managers, we tried to go beyond certain limits. In addition, this investigation was one of the first that analysed the validity of the agency theory relative to two markets characterised by a different system of governance and for two different periods (stability and instability).

A two-dimensional analysis of the validity of the agency theory for a sample of 159 French companies and 203 US companies for the period from 2002 to 2010 leads us to conclude that only the variables measuring the size of the firm, growth opportunity, leverage, duality (combining the functions of management and control), the size of the board, and the ownership concentration explained the decision to grant equity-based compensation regardless of the sample and period considered.

Although this study tries to provide a contribution to the literature for previously untreated periods (validity of the theory of agency during the crisis for two systems of governance), it would be interesting to do a comparative study between three systems of governance (American, French, and German-Japanese model) without limiting the range of the crisis to the period of high fluctuation in stock market indices.

NOTES

1.     We used a Tobit model because 31% of the total sample did not attribute remuneration in shares. The endogenous variable does not take values below 0.

2.     Calculated using the Black and Scholes (1973) taking into account any payment of dividends.

3.     According to Yermack (1995) and Tzioumis (2008), the non-distribution of dividends is a proxy for the liquidity constraint of the firm.

4.     We integrate a dummy variable (US indicator), taking value 1 if the firm is an American company, 0 otherwise.
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ABSTRACT

The Australian government’s extensible business reporting language (XBRL)-derived reporting facility, called Standard Business Reporting (SBR), went ‘live’ to companies in 2010. Its voluntary take-up by companies has been poor following a promotion that emphasised its technological benefits. This study seeks to identify a set of perceived environmental factors and examine how these factors influence managerial intention to adopt SBR. A survey instrument is developed to measure the extent of the competitive pressure, government pressure and external communication perceived by the Chief Financial Officers (CFOs) of listed companies as influences on their firms’ intention to adopt SBR. Based on 54 usable responses by CFOs of relatively large listed companies, the survey results reveal that, contrary to the expectation, no significant association exists between perceived competitiveness in the industry and the intention to adopt SBR. However, CFOs regard becoming a leader or an early follower as a significant consideration influencing their firms’ intentions to adopt SBR. As the paper reports, CFOs believe that they do not have adequate information about SBR from external sources. Communication about SBR is found to be significantly related to the intention to adopt SBR. Interestingly, government pressure is not found to relate to the intention to adopt SBR. Implications of these environmental influences for the successful voluntary take-up of SBR in Australia are discussed.

Keywords: standard business reporting, XBRL, competitive pressure, government pressure, communication

INTRODUCTION

The medium for processing and reporting corporate financial and business information through the supply chain from the manager-preparer to government regulators and to external users has evolved in recent years. In Australia, some major regulatory agencies of federal and state governments went ‘live’ with a coordinated on-line reporting facility called Standard Business Reporting (SBR) in July 2010. As SBR is a relatively recent phenomenon in the Australian context, there is a lack of knowledge about its likely success (if any) in the medium term in relation to its take-up by Australian business entities. While the actual adoption of SBR during the first year of its availability has been minimal, the prospect of this facility being taken up by entities in the medium term can be gauged by the evidence of the intention to adopt. The purpose of this study is to investigate managements’ intention to adopt SBR and its determinants to provide guidance to the Australian government and its regulatory agencies concerning the policy decision with regard to reporting via SBR in Australia.

Accounting disclosure plays an important role in decision-making for a wide range of stakeholders (Elsayed & Hoque, 2010). Government agencies, which are stakeholders, rely on accounting disclosure by entities to assist them with regulatory decision-making. Like other countries in the world, companies within Australia are required by law to lodge accounting reports with various public agencies. These reporting obligations result in an administrative burden for Australian companies, justifying the need to take an initiative (driven by government regulators) to seamlessly exchange accounting information between companies and public sector organisations in Australia. Following government-led initiatives in the US and European countries to implement an XBRL (extensible business reporting language)-based financial reporting medium between businesses and regulatory agencies, the Australian government, through a task group led by the Australian Treasury, developed a version of XBRL-facilitated on-line reporting, which has been called Standard Business Reporting (SBR). This SBR facility went live in July 2010, allowing reporting entities to submit their financial reports, tax returns and other required reports to the Australian Securities and Investments Commission (ASIC), Australian Taxation Office (ATO) and other regulatory agencies. To take up SBR, a reporting entity needs to adopt a version of XBRL as an interface with its accounting and financial and compliance reporting systems. The claim is that SBR will lead to improved data quality and integrity in compliance reporting. There is also potential for timelier reporting, as businesses will not need to transform their existing data sets to the same extent. These technological benefits are promoted by participating government agencies to induce their adoption by Australian entities. However, the voluntary nature of SBR means that it is ultimately in the hands of the business organisations to make SBR a success.

The examination of the determinants of disclosure in corporate annual reports represents one of the most systematic and sustained research efforts in the financial reporting literature (Asbaugh, Johnstone, & Warfield, 1999; Oyelere, Lasward, & Fisher, 2003). Oyelere et al. (2003) identified a gap by saying that future research should consider explanatory variables specific to the reporting environment, which may provide further insights into reporting practices. Such factors should not be limited to only company size, profitability, etc. but should also extend to the age and levels of education of company directors/managers, the attitude of management to IT and new ideas, the age and strategic position of each company in its industry. These factors may influence the voluntary use of the Internet for financial reporting purposes (Oyelere et al., 2003). The study by Beyer, Cohen, Lys and Walther (2009) also leads to suggestions for future research on the reporting environment. They noted that the description of the corporate information environment highlights aspects of the environment that are still unknown. Haniffa and Cooke (2002) suggest that financial reporting practices reflect the underlying environmental influences that affect company accounting practices. Similar arguments are put forward by notable adoption theories (diffusion of innovation [DOI] and technology-organisation-environment [TOE] frameworks), which bear a particular relevance to the voluntary adoption of SBR because SBR is primarily a technology-intensive project. A closer investigation of those theories indicates that a number of factors for technology adoption relate to the outside environment of the organisations. The environmental forces may relate to (among others) relationships with business partners, competitors, industry associations, and governments and may influence the adoption decisions of organisations (DePietro, Wiarda, & Fleischer, 1990). As such, environmental factors have been tested empirically in the field of information technology adoption (see Dong, Xu, & Dresner, 2007; Huang, Janz, & Frolick, 2008). The increasing use of information technology in financial reporting practices indicates that there is a need to widen our understanding about how organisations would react to a new system by looking at possible external factors that influence the adoption of the new technology.

Several factors in the environment interrelate with each other and shape the decisions of managers/accountants. The discussion of this interrelationship has so far been ignored in the literature (Beyer et al., 2009). This paper contributes to the existing literature by investigating the influence of factors in the corporation’s environment that affect the management’s intention to adopt a new financial reporting medium: SBR. To this end, this paper aims to shift the attention from technical aspects of SBR to behavioural issues faced by Australian entities in response to the introduction of SBR. Although the field of behavioural research in accounting has, according to Sutton (2010), flourished over the past 40 years, the large majority of this research has excluded current technological developments that influence the behaviour of accounting professionals. Taking SBR as an adoption case, this paper aims to determine the extent of the influence of key environmental factors on the corporate management’s intention to adopt a new technology to facilitate its entity’s financial and other compliance reporting to government regulators and agencies. This paper uses empirical data gathered from Australian listed companies to report the findings concerning the association of perceived environmental factors with the level of intention to adopt an alternative financial report medium (SBR). Previously, Troshani and Doolin (2005), Doolin and Troshani (2007) and Cordery, Fowler, and Mustafa (2011) published empirical research about the adoption of XBRL. These studies have taken a case study approach or conducted interviews of managers across a small number of businesses and regulators. The study by Henderson, Sheetz and Trinkle (2012), which attempts to explain the determinants of XBRL adoption, is predominantly based on US entities. Approximately 85% of the respondents in the Henderson et al. (2012) study are located in the US. The present study is more suited to the Australian perspective, as SBR was developed by the Australian government to streamline business reporting in Australia. Moreover, Henderson et al. (2012) recruited respondents from a range of sources. In contrast, the present study is based only on a sample of the preparers of corporate reports in Australia. The findings therefore provide new evidence of their relevance to Australian regulators, which might assist the regulators in transferring their implications to effective and market-oriented strategies to infuse the future take-up of the government’s SBR facility.

Background on XBRL and Australia’s SBR

The field of information and communication technology (ICT) has generated many innovative products in the past two decades. This has attracted a diverse body of theoretical and empirical work on the adoption of ICT-based innovations (Jeyaraj, Joseph, & Lacity, 2006). The pace of change in information technology (IT) can also be felt in the field of accounting, and it has been commented that IT has radically changed the manner in which accounting information is produced, disseminated and used (Sutton, 2010). The Internet enables the spread of this electronic information in an easy and economical way. The early step taken in the use of the Internet for electronic business reporting was the presentation of documents such as annuals in Hyper Text Mark-up Language (HTML) or Portable Document Format (PDF). However, as these communication media for presenting documents only provided text and multimedia for the human eye, important functions such as intelligent search and data exchange were not possible. It was argued that what the financial reporting supply chain needed was a new universal language in which to report information and a way to use that language that did not require years of study by preparers and users (DiPiazza & Eccles, 2002).

This language now exists. XBRL, a variant of XML, defines the financial data on the web with explicit semantics in a machine-readable format (Yoon, Zo, & Ciganek, 2011). Each financial item in XBRL documents is assigned a unique, predefined tag. These tags are established according to financial accounting standards. Using these tags, every data element is fully described in terms of its definition, format, location, calculation, and labelling (Li, Roge’, Rydl, & Crews, 2006). XBRL can also tag non-financial, industry-specific, and company-specific information. It goes even further by facilitating the collection of information not only inside a company but outside it as well. The tagging structure of XBRL allows the interoperability of the data, and the overall objective of using XBRL is to improve the disclosure, management and analysis of corporate data (Bonson, Cortijo, & Escobar, 2009). The framework of XBRL facilitates the easily automated production of financial data (Debreceny, Farewell, Piechocki, Falden, & Graning, 2010), and the availability of software applications makes the analysis of such information possible (Silveria, Abreu, & Fatima, 2007). Due to its apparent advantages, XBRL is gaining widespread acceptance, support and advocacy from a range of key constituencies in some parts of the world, including the accounting, software, regulatory and industrial sectors (Jones & Willis, 2003).

Considering the benefits that XBRL provides, several regulatory bodies worldwide have already adopted or plan to adopt XBRL in their reporting infrastructure. While some governments or their agencies have already mandated XBRL report filings, a few others have started voluntary XBRL programs (Cordery et al., 2011). Examples of countries that have adopted XBRL-based reporting facilities include the US, Canada, the UK, Singapore, the Netherlands, Spain, and China. The emergence of XBRL gave the Australian government an impetus to take an initiative to reduce reporting burdens faced by Australian entities. An Australian federal task force report (titled “Rethinking Regulation”) indicated that the aggregate total cost to businesses as a result of adhering to government-reporting requirements (in Australia) was in the range of 2.5% of gross domestic product (GDP) per annum because it diverted time and resources from core business activities (Madden, 2009). Some submissions to the taskforce indicated that compliance activities could occupy up to 25% of senior management’s time. In response, the Australian Government approved the development of an SBR program through an SBR Steering Group with the Australian Treasury as the lead agency and participation from the Australian Securities and Investments Commission (ASIC), the Australian Taxation Office (ATO) and the Australian Bureau of Statistics (ABS), and State and Territory revenue offices (SROs). It closely considered the Dutch Taxonomy project that aimed to standardise the reporting of financial accounts, taxes and financial statistics and move to XBRL reporting in all of these areas (Madden, 2009). There has been extensive consultation and collaboration with stakeholder groups, including business and business intermediaries such as commercial accounting and business software developers. These ‘business intermediaries’ are a large group that includes accountants, tax agents, financial advisors, payroll specialists and bookkeepers as well as business and industry associations (Madden, 2009). Together, a single set of reporting definitions was developed that makes it possible to map government reporting terms directly to the appropriate information in a business’s financial/accounting or payroll system. From July 2010, companies within Australia can voluntarily use the SBR platform to submit their statutory reports to the major participating government agencies.

Theoretical Perspectives and Hypotheses

The SBR facility presents a change in the Australian financial reporting landscape and, if adopted by Australian entities, has the potential to develop into a more innovative and informative financial disclosure practice by entities in Australia. It has been suggested that financial disclosure practices do not develop in a vacuum (Haniffa & Cooke, 2002), and company disclosure practices are influenced by external factors, such as market uncertainty, culture, and corporate governance, among others (Armitage & Marston, 2008; Belkaoui & Al Najjar, 2006; Khanna, Palepu, & Srinivasan, 2004). Decisions on company reporting practices are primarily made by internal management. Contingency theory offers help to explain actions of managers. Contingency theory contends that what constitutes effective management is situational depending upon the unique characteristics of each circumstance (Elsayed & Hoque, 2010). Therefore, managers’ choice of financial reporting practices is influenced by outside contingencies. While the application of contingency theory in accounting research is not common, several researchers have found the theory useful in explaining the development of international accounting practices (e.g., Elsayed & Hoque, 2010; Tan & Tower, 1999). Previously, Thomas (1986) established that the environment of an entity affects the entity’s reporting practices, which led the author to comment that the contingency perspective has the potential to capture the determinants of adopting a new reporting practice by entities. The literature informs that environmental contingencies are outside of the control of the managers of an organisation but affect a manager’s decision-making process. Schweikart (1985) develops a model that treats the environment as an external contingency affecting the organisational decision-making process. More specifically to financial reporting, Lopes and Rodrigues (2007) state that variations in the environment (in which companies operate) lead to differing decisions as to the optimal methods of corporate reporting. SBR adoption is a decision case for Australian managers, and it is likely that their decisions would be affected by factors in the environment in which entities operate. Drawing on the theoretical perspectives of contingency theory, a research model has been developed for this study to investigate the impact of environmental factors on potential adoption of SBR in Australia. Figure 1 presents the research model used in this study.
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Figure 1. Research model of the study



As seen in Figure 1, the model used in this study takes into account the influence of three perceived environmental factors (competitive pressure, government pressure and communication in the industry) on the intention to adopt SBR in Australia. Adoption studies normally use the intention to adopt to predict the adoption pattern. This study does the same. There is also another reason why the intention to adopt SBR has been included in the conceptual model as the dependent variable. The data collection period for this study is just before the initial rollout of voluntary SBR in Australia. No actual adoption would have occurred at the time of data collection. This makes the “intention to adopt” the focal point of the investigation.

Competitive Pressure and the Intention to Adopt SBR

The impact of competitive pressure on the adoption of a new system is widely discussed in the literature (Teo, Tan, & Wei, 1995; Chwelos, Benbasat, & Dexter, 2001). Kuan and Chau (2001) believe that in many cases, a company may adopt a technology (or system) due to influences exerted by its competitors, and this decision has nothing to do with the technology or organisation per se. Similarly, a firm may also feel pressure when it sees more and more companies in the industry adopting SBR (or XBRL) and therefore feels the need to adopt SBR to remain competitive. Competitive pressures are examined in the adoption studies of Internet reporting. Debreceny and Gray (1999) indicate that given the possibility for firms to make on-line information available for a broad array of stakeholders, it may not be surprising that the Internet can give these firms a competitive advantage over competitors who do not provide Internet disclosures (Debreceny & Gray, 1999). Ashbaugh et al. (1999) found out that firms generally agree that an important reason for establishing website reporting is the need to keep pace with their competitors. Therefore, these researchers are convinced that companies are (partly) inspired by their competitors. The same result is found in the IT literature. Some researchers (Webster & Trevino, 1995) believe that social influence can affect the intention to adopt a new technology. This is because adoption decisions may be influenced by socialisation forces due to the desire to align one’s behaviour with the rest of the group (Songpol, Burner, & Al-Shuridah, 2009). Wang, Wang and Yang (2010) found the adopters of new technology perceived significantly higher competitive pressure than non-adopter firms. Russel and Brown (2007) and Fosso, Keating and Michael (2009) reached the same finding. It can be explained that demand uncertainty or competitiveness tends to increase a firm’s incentives to adopt new systems (Zhu & Weyant, 2003). The findings from these studies indicate that the competitive pressure is an important environmental stimulator for the adoption of a new technology-based system, and therefore, competitive pressure has long been recognised as an adoption motivator in the innovation adoption literature (Grover, 1993; Iacovou, Benbasat, & Dexter, 1995; Crook & Kumar, 1998; Lin, 2008). It is only logical because when competitors implement a new technology, they would try to reap competitive benefits from the technology; similarly, the other firms will feel pressure and be more receptive towards the technology. Porter and Millar (1985) suggested that by adopting a new information system (or a new technology), firms might be able to alter the rules of competition, affect the structure of the industry, and leverage new ways to outperform their competitors, thereby changing the competitive environment. Thus, new technology adopters (especially the voluntary adopters) are more concerned about the competitive differentiation than are non-adopters. The positive relationship between competitive pressure and the adoption of technology can be extended to the adoption of SBR in Australia.



	H1:

	Competitive pressure is positively related to an organisation’s intention to adopt SBR.





Perceived Government Pressure and the Intent to Adopt SBR

Another factor of the external environment that influences the adoption of a new system, especially in a regulated environment, is government pressure. Teo et al. (1995) argued that a government can exert significant pressure on organisations to adopt a new technology, which sometimes is enough to induce its adoption. Government pressure to adopt a new technology comes with a cost to comply. However, Delmas (2002) noted that even though firms may experience higher transaction costs to meet governmental requirements, non-compliance may produce additional transaction costs. From this suggestion, it might be assumed that if government makes the objectives and benefits clear to organisations, it might lead to the quicker adoption of the technology by the organisations (Lippert & Govindarajulu, 2006). This argument is supported by Xu et al. (2004), who assert that governments can encourage adoption by taking appropriate action. A survey of Korean companies by Hovav and Kim (2006) provides some interesting findings on the adoption of an Internet protocol in Korea. The protocol was advocated by the Korean government in the same way that SBR is being advocated by the Australian government. It was found that few organisations agree that the Korean government provides enough information regarding the benefits (38%), technical issues (23%) and risks (23%) associated with the adoption of the protocol. However, 42% of the organisations surveyed felt that the involvement of the Korean government would affect their adoption decision. The surveyed organisations also felt that they are not provided with enough information regarding the risks involved in adopting the new standard. These findings indicate that organisations increasingly evaluate government actions before adopting a new technology when it is advocated by government. The topic of this study bears a considerable relevance to SBR in Australia. SBR in Australia is being advocated by regulators, and therefore, it is only logical to assume that Australian entities would evaluate government actions before they decide on the large-scale adoption of SBR. This is supported by Lin (2008), who suggests that the government can draw up public policies to encourage companies adopt a new system by seeing the benefits in the system. Therefore, it is hypothesised that perceived government pressure is positively related to the intention to adopt SBR.



	H2:

	Perceived government pressure is positively related to an organisation’s intention to adopt SBR.





Communication in the Industry and the Intent to Adopt SBR

For an innovation to be adopted, information about it must be available to potential adopters (Premkumar, Ramamurthy, & Nilakanta, 1994; Rogers, 2003). The extent of information available will depend on the level and nature of communication within the industry (Frambach, 1993). An environment with success stories and pioneering adopters can also raise awareness and encourage innovation adoption (Elliot, 2002; Gharavi, Love, & Cheng, 2004). Proper and adequate communication in the external environment makes the decision maker aware of the new technology. Researchers view the communication as vital to encourage the voluntary adoption of a new technology. That communication may come from regulatory agencies, vendors or even other organisations. Ellis and Belle (2009) demonstrated that the key problem areas in regard to the selection of a new technology (software in their study) is the fact that decision makers are not adequately informed about the alternative solutions available (Johnston & Seymour, 2005). In the same study, it was revealed that organisations in general feel more confident about the technology to which they have had more exposure. This factor feeds directly into product knowledge and is a fundamental barrier to the widespread use of the new technology. The study by Hovav and Kim (2006) provides some insight into the role of communication, leading to the adoption of a new technology. The study found that Korean firms actively searched for information regarding the new Internet protocol before adopting it. They found that government did not provide enough information. More organisations agree that local trade magazines provide enough information about the protocol (44%–50%), while international trade magazines provide less information (ranging from 15% to 35%). In addition, the survey indicates a lack of information regarding adoption patterns in other countries. This lack of information can increase concerns of interoperability and deter adoption, especially for global companies (Hovav & Kim, 2006). These findings show that companies need enough information about the technology if the technology is advocated by government. In a voluntary environment, the lack of information might prompt the organisations to view the technology as risky, which works against their adoption. It is not necessary that the communication only come from the regulators or professional bodies, although they may be a major source. The communication may come from peers and other companies in the industry, depending on how the network system is working. Direct and frequent communication strengthens attitudes and behavioural similarity between two companies (Erickson, 1988). Marsden and Friedkin (1993) suggest that in situations of uncertainty, decision makers unintentionally rely upon inter-organisational network ties to gather information. Therefore, if the network is cohesive, it will speed up the pattern of innovation adoption (Davis & Greve, 1997; Ahuja, 2000). While Gibbons (2004) suggests that different network structures affect the diffusion of innovation differently, it is clear that communication plays a vital role in shaping the adoption pattern. On the issue of previous XBRL adoption (in Australia), the interviews conducted by Doolin and Trohani (2007) suggest that the availability of information and its benefits are important during the early stage of adoption. SBR in Australia is pioneered by the Australian treasury with the involvement of several other regulators (ATO, state revenue offices, etc.). Professional bodies such as CPA Australia recommend its use. The level of communication received from these parties or any other party would have an impact on the organisational intention to adopt SBR.



	H3:

	The level of communication received about SBR is positively related to an organisation’s intention to adopt SBR.





RESEARCH METHOD

This study investigates the adoption of SBR by addressing the relationship between the three environmental factors and the intention to adopt SBR in Australia. Because there is very little published research as a result of the newness of the SBR project, the study was designed to be descriptive to enable the researcher make a commentary on the hypothesised relationships. This study meets the requirements for the use of a quantitative research design. To overcome the difficulties with data collection from a geographically dispersed population, a standard instrument (self-administered questionnaire) was developed and used as a data collection medium. This approach makes use of primary data collected from field surveys. The data are cross-sectional from a sampled population of listed organisations in Australia. This study restricted its empirical investigation to the top 500 (based on market capitalisation) listed companies in Australia. While the SBR initiative is available to all business entities in Australia, this study restricts its empirical investigation to listed companies only because these entities have more complex and comprehensive reporting requirements to be processed. To avoid confounding effects due to different legal, institutional and cultural factors, the study is concentrated on companies listed in one country, i.e., Australia. The names of the listed companies were collected from the “Connect 4” database (www.connect4.com.au), which has a list of all listed companies and their annual report information.

In deciding to use the top 500 companies from the ASX (Australian Securities Exchange) as the sample, several factors were considered. First, due to the lack of a similar study in Australia, the researcher was unable to seek help from previous research. Troshani and Doolin (2005) investigated the XBRL situation in Australia by sending open-ended questions to and interviewing organisations who were members (27 in total) of XBRL Australia at that time. This study has sought to use a larger sample. Second, larger companies are chosen because the SBR medium is a new concept in Australia, and it requires knowledge and investment by companies to implement SBR. The information systems literature suggests that larger companies are more interested than smaller companies in adopting IT innovations. Therefore, the researcher decided that the sample for this project would be top 500 companies listed in the ASX.

The data collection method employed for this study is self-administered questionnaire surveys sent to the CFO (or nominated senior manager) of each company. A mailed questionnaire was developed as the survey instrument. The researcher has taken care when developing the instrument for this study. The preparation of the questionnaire involved several drafts to seek the information required and avoid possible problems. To ensure the satisfactory measurement of the variables, previous technology adoption studies were carefully reviewed, and the items used in those studies were selected. All core questions (to measure variables) were anchored on a six-point Likert scale with 1 denoting “strongly disagree” and 6 denoting “strongly agree”. The questionnaire was first pilot-tested (to ensure content validity) by sending it to 10 organisations. Based on the feedback from their responses, necessary modifications were performed before the data collection.

Data collection was carried out between February and May 2010. To increase the response rate, reminders were sent to the organisations. At the end of data collection period, 54 usable responses (which included 10 responses received after sending the reminder) were received, which constitutes more than 10% of the sample. The researcher acknowledges that the number of responses is low for this type of study. As SBR was a new project yet to be launched at the time of data collection and because there had not been a significant story in the media concerning a case of XBRL adoption in Australia, it was probable that many recipients of the questionnaire felt that they had insufficient knowledge about the technology to make an attempt to complete the questionnaire. However, the results of factor analyses and sampling adequacy tests presented in the next section will reveal that this dataset is sufficient for the construct validity tests and multiple regression analysis that will be applied. As the reminder produced 10 additional responses, a time response bias test was carried out, which revealed no significant differences between the two batches of responses. Given that late respondents are deemed to be representative of non-respondents, the response bias test results suggest that there is not a systematic non-response bias due to the low response rate.

RESULTS AND DISCUSSION

The quantitative data for this study are analysed using the recent version of SPSS. A range of statistical procedures is adopted to test the hypotheses. Initially, a descriptive analysis is undertaken to explore the results prior to an in-depth analysis to test the hypotheses. Before proceeding to other analyses, confirmatory factor analyses are conducted on the attributes of the variables to test for their construct validity. A linear correlation analysis is adopted to explore the relationships between the independent variables and the intention to adopt SBR. As the variables in this study are measured as means of scales from multiple items, the data become continuous, allowing for a parametric analysis using Pearson’s product-moment correlation. The correlation analysis also provides an initial indicator of the presence of multicollinearity between the independent variables. Finally, a multiple regression analysis is carried out to test the hypotheses.

Sample Characteristics

The organisations that make up the sample are listed companies and domiciled in Australia. The respondents were either CFOs or their nominated senior managers, who are involved in the strategic decision-making of the organisation. Most of the respondents are male (more than 80%). More than 75% of the respondents fall into the age group of over 40. On a scale, the average SBR (or XBRL) familiarity with the respondent is 2.48, which means that they are slightly more than vaguely familiar, while only 25% reported somewhat familiarity or better. Of these respondents, less than 25% represented companies with fewer than 100 employees, approximately 50% represented companies with 100 to 1,000 employees, and the rest of the respondents represented companies with more than 1,000 employees. Almost all of the respondents reported that they use “PDFs” as the main electronic medium of reporting financial results.

Validity and Reliability of Measurement Instrument

Due to the low number of responses received, it was necessary to observe the communalities of the items to ensure a good recovery of factors. MacCallum, Widaman, Zhang and Hong (1999) and Hogarty, Hines, Kromrey, Ferron and Mumford (2005) state that when communalities are consistently high (most likely all greater than 0.6), then the sample size has little effect on the good recovery of factors and that the factors can be achieved with a small sample (even when the number of responses is well below 100). The communalities of the items in the variables/factors used in this study were all found to be higher than 0.7. This goes to show that the good recovery of factors is possible, and accordingly, a factor analysis is carried out. Table 1 presents the results of the principal components factor analysis (including Kaiser-Mayer-Olkin [KMO] and Bartlett’s Test of Sphericity) as tests of the construct validity of the multi-item variables. The factor analysis is a convergent validity test of each construct. Table 1 also presents the Cronbach’s Alpha reliability test in the last column.

Table 1

Construct validity and reliability tests for the variables
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The confirmatory factor analysis of the independent variables of “Government pressure” (after an adjustment discussed later) and “Communication in the industry” yields two distinct factors and the dependent variable of “Intention to adopt” gave rise to one factor. One item in the questionnaire measuring “Government pressure” had to be dropped because of the low value compared to other items in the variable. The remaining items in “Government pressure” delivered better results in the factor analysis, and one factor is extracted for this variable. The original independent variable of “Competitive pressure” gave rise to two separate factors. The first four items resulted in one factor, hereafter termed “Competitiveness”, and the other two items resulted in another factor, hereafter termed “Industry force”. To validate the appropriateness of the factor analysis, several measures are applied to the entire correlation matrix. Here, Bartlett’s test of sphericity (p ¼ 0:000) indicates the statistical probability that the correlation matrix has significant correlations among at least some of the items, and the Kaiser-Meyer-Olkin measure of sampling adequacy showed acceptable sampling adequacy. The Cronbach’s Alpha coefficient was used to assess the reliability of the measures. As shown in Table 1, reliability coefficients were acceptable for all of the variables. The Appendix contains the detailed results.

Correlation and Regression

SPSS is used to perform the regression analysis of the data. The results are presented in the Appendix. It has already been mentioned that the variables were measured on a 6-point Likert scale with 1 being “strongly disagree” and 6 being “strongly agree”. The mean values of all of the variables are as shown in Table 2.

Table 2

Mean values of variables



	Variable

	Mean

	Std. Deviation




	Intent to adopt

	2.3951

	1.021




	Competitiveness

	4.2870

	1.036




	Industry force

	2.7037

	1.172




	Communication

	2.1667

	0.940




	Government pressure

	4.1296

	1.095





Pearson’s correlation coefficients suggest there is a significant correlation between Industry force and Communication and the intention to adopt (see Table 3) but no significant correlation between “Competitiveness” and “Government pressure” and the intention to adopt.


Table 3

Latent variable correlations
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Note: *Sig at 0.05

Table 4 contains the results of the regression analysis. The value of “R” is positive, and the value of R-squared is 0.488 when the predictors are competitiveness, industry force, government pressure, and communication in the industry (Model 1 and Model 2 in Table 4). The regression analysis is extended to include the control variables (Respondent’s Age, Familiarity with SBR or XBRL, and Company Size) to understand the effect (if any) of the control variables on the test results. R-squared increases to 0.535. Two variables are found to have significant relationships with the “intention to adopt SBR”: “communication in the industry” and “industry force”. There is no concern about multicollinearity (assessed by the variance inflation factor [VIF] results) among the variables.

The low mean value of the intention to adopt SBR is evidence of the hesitance by CFOs to adopt SBR purely on the espoused technical advantages it could provide for the company’s financial and other compliance reporting. The survey suggests that the voluntary adoption of SBR is not expected to happen on a large scale, as the intention is quite low. Troshani and Doolin (2005) suggests that Australian managers are more reactive than proactive in that they tend to take a “wait-and-see” approach in regard to adopting a new system. This view is supported by the respondents’ comments given in the open-ended section of the questionnaire. One respondent indicated. “Voluntary adoption would be limited due to other revenue-based initiatives that take priority”. Another respondent expressed a scepticism about voluntary SBR as, “XBRL (has) been considered for a long time without gaining too much traction”. It is difficult to draw conclusions from the Australian experience with SBR, as the SBR rollout is still in its early stage. However, early signs of SBR adoption are not encouraging because only very few listed companies have registered with one or more of the participating government regulatory agencies because SBR became available in July 2010, according to the Australian Treasury. The findings in this study from the survey data obtained shortly prior to this SBR activation date, confirm the low take-up, as seen in the low mean score for the “intention to adopt”.


Table 4

Regression results
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The regression analysis suggests that environmental factors describe 48.8% of the variance in the intention to adopt SBR. The inclusion of control variables leads the value to increase to 53.5%. The study confirms that environmental factors were more prominent in explanations of the prospective limited adoption of SBR in Australia. This result is in line with the conclusions drawn by Doolin and Troshani (2007) and Cordery et al. (2011) on the limited adoption of XBRL in Australia and New Zealand. The regression analysis suggests that two external factors (Industry force and Communication) are significantly associated with the level of intention. A detailed discussion of each of the environmental forces is given in the following sections.

Competitive Pressure and the Intention to Adopt SBR (H1)

Two distinct factors of competitive pressure are identified in this study: (1) Competitiveness and (2) Industry force. The effects of each factor are discussed below.

Competitiveness and the intention to adopt SBR

The argument is that when a company faces keen market competition, there are strong incentives for it to search for new innovations to help maintain or enhance its competitive edge (Chewols et al., 2001; Huang et al., 2008; Cordery et al., 2011). This study, however, shows that there is no significant relationship between competitiveness and the intention to adopt SBR. This result is true for both the bivariate analysis (non-significant correlation) and multivariate analyses (non-significant ‘t’ value). Therefore, it might be asked: Does SBR add anything extra into the existing infrastructure of the entities to extend or maintain their competitiveness? Perhaps entities in Australia believe they have well-established accounting and business reporting systems. The addition of the XBRL language and SBR requirements to their system might help entities extend their competitiveness in the long term, but that does not appear to be a reason for these entities to induce adoption, at least that is what the results in this study suggest. Perhaps this lack of effect is due to the management’s belief that an innovation to the medium for reporting to government regulatory agencies is a project that is remote from core value-generating strategies for the company.

Industry force and the intention to adopt SBR

The variable ‘Industry force’ measures whether an entity seeks to be leader or fast follower in regard to adopting innovation. With a correlation coefficient of 0.609, industry force is significantly correlated with the intention to adopt SBR on a bivariate basis. That correlation is further confirmed in the multivariate analysis, as the regression result reveals that unlike competitiveness, this factor is significantly associated with entities’ intention to adopt SBR (t = 4.26, sig 0.001). When the model is controlled for respondents’ age, familiarity and company size, the variable ‘industry force’ remains significant at the 0.001 level. Therefore, a positive relationship has been found between industry force and the intention to adopt SBR.

Earlier, it was found that competitiveness is not a significant predictor of SBR adoption. However, being recognised as leader or fast follower is found to be significantly related to SBR adoption. What rationale can be given for these two findings? SBR is based on XBRL and, as indicated in the ‘Background’ section, XBRL promises to make financial reporting more timely, more reliable (with fewer errors) and more easily verifiable. When an entity starts to report using that technology, that entity might be viewed by regulators (and possibly by investors) as more reliable. This would be viewed by some CFOs as being in their best interest and in the interest of the business entity as well as recognised favourably by corporate regulators. CFOs with such a view would want their company to become a quick follower if not a leader over their important industry competitors in adopting SBR. Therefore, it is not surprising that ‘Industry force’ in this study is significantly associated with Australian entities’ intention to adopt SBR. A delphi investigation by Bonson et al. (2009) found that being a pioneer with information technologies is an important factor for many of the companies participating in a voluntary XBRL program in the US. Along the same line, it can be argued that companies in Australia may join the voluntary SBR program to improve their image with regulators; therefore, ‘industry force’ in this study is found to be positively related to the intention to adopt SBR.

Some earlier studies on the use of Internet reporting offered evidence of this industry effect. Lymer, Debreceny, Gray and Rahman (1999) report that the trend to follow the sector suggests that companies are very aware of what their rivals are using the Web for and are likely to respond more to what industry competitors do than to the community as a whole. The study by the FASB (2000) found that almost all of the companies interviewed at least occasionally monitor other organisations’ websites to stay abreast of what others are providing and to generate ideas about what should be included on their website. However, the regularity and the profoundness of these activities are dependent on the philosophy of the company (Lybaert, 2002). This study suggests that the philosophy is now directed more towards becoming a pioneer or quick follower of the adoption of the SBR medium for business-to-government data exchange to gain a superior reputation and a sound working relationship between the top management of the entity and its various government regulators.

Government pressure and the intention to adopt SBR (H2)

Financial and other business information reporting operates in a highly regulated environment, and the government plays a large role in that regulation. Several adoption studies (Teo et al., 1995; Zhang, Cui, Huang, & Zhang, 2007) suggested that Government influence can strongly affect the take up of technology by entities. It is therefore assumed in this study that government pressure is likely to influence Australian entities’ intention to adopt SBR. The bivariate and multivariate results indicate that the variable ‘Government Pressure’ is not a significant predictor of SBR adoption. Therefore, H2 is not supported. No significant relationship is found between government pressure and the intention to adopt SBR. This is an unexpected finding, given that SBR has been initiated by the Australian Government and its major agencies (even though SBR adoption has not been made mandatory by the Australian Government). Locke and Lowe (2007) argue that a government push to obtain the widespread voluntary adoption of XBRL (technology enabler of Australian SBR) by managers-preparers is less likely to succeed unless software tools for XBRL-based data extraction are widely available to all preparers. However, software vendors would push for the government to mandate the adoption of XBRL by preparers rather than try to help the government succeed with a voluntary approach, to create an assured market for software vendor services. Therefore, there is a circular argument according to Locke and Lowe (2007), which would undermine the government’s attempt to convince preparers to voluntarily adopt XBRL. This problem with the role of software vendors/service providers in supporting the government’s push for voluntary adoption is reflected in the following comments by respondents from the open-ended question of this study:


“A set of tools to support the development of XBRL-based facilities is required (from the Government) for the uptake of SBR”.

“Software vendors have done little (to make XBRL a reality)”.

“Getting the government to settle on a single set of definitions will be impossible. XBRL will require an explosion of info points so that every micro piece of information can be provided – just look at how the automated tax return process has gone”.



Communication and the intention to adopt SBR

The survey shows that the general level of communication about SBR is very low in Australia. The mean figure is 2.167, which does not even reach the ‘slightly agree’ scale.

The lack of communication is also evident from the respondents’ comments. These comments are reproduced as follows:


“Education information/resources are (needed) for up-skilling”.

“I find it disappointing that there is no active campaign to improve awareness (of SBR)”.

“Haven’t seen much information (about SBR)”.

“This (SBR) needs to be communicated if it (SBR) is intended for any company other than large companies”.



This study finds that the level of communication is significantly correlated with the intention to adopt SBR. The regression analysis also shows a significant association between the level of communication and the intention to adopt SBR (see Table 2). Therefore, Hypothesis 3 is accepted: communication in the industry is positively related to the intention to adopt SBR.

This finding is not surprising, given that the importance of communication is found in other parts of the world where XBRL is advocated to entities. Dunne, Helliar, Lymer, & Mousa (2009) found that there was a significant lack of communication about XBRL with UK entities. The same study also reports that only a handful of organisations have consciously adopted XBRL in the UK (Dunne et al., 2009). One of the voluntary adopters of Securities and Exchange Commission’s (SEC) XBRL initiative in the US is AGL Resources. When asked for his views on XBRL adoption, the senior vice president of AGL, Bryan Seas, stated that the frustrating part about making the transition to XBRL was the lack of information provided to users (Compliance Week, 2008). Similar concerns were voiced by other early adopters of XBRL in the US (for complete interviews, see www.complianceweek.com). The interview-based study by Doolin and Troshani (2007) reports that the availability of information about XBRL is important for the diffusion of XBRL in Australia.

From the findings in this study, it can be said that the degree of communication of information to managers-preparers about the SBR facility in Australia that is able to revolutionise the financial reporting medium is an important determinant of the intention to adopt it. However, not enough information about the SBR project is reaching the relevant management in business entities. The reason for this perceived poor communication may stem from respondents’ view that SBR is technically difficult as an innovation (Dewar & Dutton, 1986; Nilakanta & Scameel, 1990) and that it is necessary to form a technical group to help gather knowledge from their counterparts in the industry. However, it seems that organisational networks are not sufficiently effective in distributing information about SBR. In terms of sources of information about SBR, this is currently left mainly to the Australian Government with some help from professional bodies, such as CPA Australia. The website for SBR, www.sbr.gov.au, indicates that the main vehicles used to distribute information are industry consultations, Webinars, and government media reports. The respondent comments from the survey suggest that these information sources are not effective enough to raise awareness among managers-preparers. This is evident from the low rating given on the scale for communication about SBR. SBR is still at the initiation stage of implementation. Therefore, improved communication strategies are required to induce adoption (Nilakanta & Scameel, 1990).

CONCLUSION

The Australian Government is moving one step closer to real-time reporting by introducing SBR in Australia. The success of SBR depends on how quickly the system is adopted by Australian entities. Adoption theories agree that the external environment plays a role in predicting the adoption of a new system. In the field of behavioural accounting, the results of this study contribute to an understanding of the implications of the relationship between environmental factors and the adoption of SBR. While the mean value for the intention to adopt SBR is found to be relatively low, the interest in this study is in the factors that can explain the variation in this construct. The regression model used in this study provides results on the independent variables that are related to the dependent variable: the intention to adopt SBR.


Two out of the four variables (industry force and communication) related to the external environment were significantly related to the intention to adopt SBR.

This study contributes to the field of adoption research with specific relevance to the field of corporate financial reporting. As identified by Sutton (2010), one aspect that has largely been ignored by the financial accounting research is the rapidly increasing impact of IT on financial/accounting managers in organisations (Sutton, 2010). Taking the recent major SBR initiative led by the Australian Treasury as its point of reference, this study has sought to fill this research gap. It is found that manager-preparers are influenced by factors from an environmental perspective, namely, industry forces (i.e., being recognised as an industry leader or fast follower of technology adoption by the key regulators and possibly by shareholders and securities analysts) and communication (i.e., receiving knowledge and advice about SBR and its consequences for the company’s control over its own proprietary data). The practical implication of these conclusions is that a focused strategy to improving the success rate of voluntary SBR adoption by listed companies should be considered by the Australian Treasury’s SBR Group and the participating regulatory agencies. This focused strategy suggested by the findings is that the business case for organisations to adopt SBR needs to be communicated more effectively, perhaps through industry networks and software developers/consultants and accounting/auditing firms providing more expert advice to their corporate clients. This communication strategy should be targeted at high-profile/leading companies in different industries by the regulatory agencies to secure their adoption of SBR. If successful, the ‘industry force’ factor suggests that others in the industry would quickly follow.

This study is subject to several limitations. The first limitation is the low response rate, which has resulted in a relatively small dataset for the multivariate statistical analysis. However, the data satisfied the tests for non-response bias and sampling adequacy. Second, the study focuses only on the “intention to adopt SBR” (and the likelihood of adoption) but not on post-adoption “implementation”. A future longitudinal study is required to determine the implementation issues associated with SBR adoption. Third, this is a cross-sectional study. Therefore, the findings are true at the point of data collection. Similar studies in future might show how the intention has changed (from the definition used in this study) to obtain a fresh perspective on SBR adoption in Australia. Fourth, the scope of companies included in the sample is limited to the top 500 listed companies in Australia. Other listed companies and private entities are omitted from the sample. The perceptions of these companies may well differ from the perceptions of the companies used in the sample. Any future research might target these other companies to complement the findings in this study. Future research might also consider a replication of this study in a setting that includes public-sector entities to understand their views on SBR. A cross-country study (e.g., in the Netherlands) can also be carried out in future. This sort of cross-country study might point to the differences that Australia experiences when compared to a place in which a similar initiative is taken. Finally, the survey instrument used in this study was self-administered and based largely on questions that required the perceptions and opinions of the respondents. This can cause biases in the data due to respondent fatigue, acquiescence error or a halo effect. The ‘soft’ nature of the survey data due to such limitations means that replication studies are desirable before the conclusions are firmly established. As this is basically a descriptive study, explanations and recommendations that logically emerged in the discussion should be treated with caution considering the limitations of the study.
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