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ABSTRACT

This study focuses on technical efficiency measures and its decompositions as well as the relationship between efficiency and banking competition of Malaysian commercial banks. This study employs Data Envelopment Analysis to assess efficiency performance of Malaysian commercial banks during 1996–2011 while to estimate banking competition; Lerner index approach is utilised. Next, Granger causality tests between competition indexes and various measures of efficiency are undertaken to investigate “Does competition foster efficiency?” The evidence suggests that Malaysian commercial banks experienced increased concentration coupled with lower competition. The results of causality tests support a positive effect of competition on technical efficiency in Malaysian banking.
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INTRODUCTION

Malaysian financial industry can be divided into banking industry, non-banking financial intermediaries and financial markets. The Central Bank of Malaysia (Bank Negara Malaysia, BNM) constitutes the apex of the banking industry, comprising commercial banks, investment banks, foreign bank representative offices and offshore banks in the International Offshore Financial Centre in Labuan as well as Islamic banks. The Malaysian banking sector has always presented the most important financial intermediaries and acts as the primary source of financing of an economy. The Malaysian Seventh Plan for 1996–2000 was set out to strengthen and modernise the banking industry so as to provide new instruments of funding and at the same time, to promote savings (Economic Planning Unit, 1996). In addition, the Eighth Plan 2001–2005 outlined the thrust of the financial sector lay in creating a strong, competitive and resilient domestic financial system to meet the challenges of globalisation (Economic Planning Unit, 2001). The restructuring of the financial institutions through consolidation would facilitate the development of an efficient and competitive banking system to support the growth of the economy. Next, the phased implementation of the 10-year Financial Sector Master Plan and Capital Market Master Plan during the Ninth Plan period (2006–2010) strengthened the resilience and competitiveness of the banking system and the capital market in a more globalised operating environment (Economic Planning Unit, 2006). At the same time, domestic financial institutions were encouraged to expand abroad whilst the Islamic financial system continued to be further developed to tap its potential and serve as a new source of growth. The importance of the role of financial intermediaries is kept recognised by Malaysian government throughout its long-term policy in Tenth Malaysian Plan 2011–2015 (Economic Planning Unit, 2011). The second thrust of Tenth Malaysian Plan stated the urgency to create conducive environment to unleash economic growth, by emphasising on 12 sectors of National Key Economic Areas (NKEAs); and financial services sector is listed as one of the NKEAs to be exploited. The New Economic Model of Malaysia highlighted that the growth in financial development is needed in order to stimulate private investment (Economic Planning Unit, 2011).

Commercial banks in Malaysia are licensed under the Banking and Financial Institutions Act 1989 (BAFIA) by BNM. The roles of commercial banks include raising funds by collecting checkable deposits, savings deposits and time deposits from businesses and individuals; then, the banks give out loans to both customers and other business as defined by BNM (Institute of Banker Malaysia, 2013). The commercial banks are the largest component of the Malaysian banking system, comprise of 25 commercial banks (excluding Islamic banks) of which 17 are locally incorporated foreign banks (Central Bank of Malaysia, 2011). In year 2011, the share of commercial banks with respect to total assets is RM1,713 (‘000 million), total loans (RM798,359 million) and total deposits is RM699,421 million (The Association of Banks in Malaysia, 2012).

The economic malaise in the end of 1990s has triggered the banking reform and has changed the Malaysian banking sector landscape profoundly. The enforcement of Malaysia’s bank mergers in 1999 resulted in the mergers of all domestic commercial banks into several merged entities. Prior to bank mergers, there were 38 commercial banks of which 22 were domestic banks while 16 banks were foreign-controlled banks in Malaysian banking system in year 1998. In Malaysian banking industry, mergers and acquisitions can be traced to the historical reluctance of local banks to merge. The policy had always been to allow for market forces to dictate the pace of mergers. Even with the government’s efforts, the shareholders of banking institutions were more interested in protecting their interests than paying heed to national considerations (Central Bank of Malaysia, 1999). Nevertheless, the currency and financial crisis in July 1997 sharply impacted on the Malaysian economy. Banking institutions were badly hit by the crisis as they were burdened with high levels of non-performing loans arising from over-lending to the property industry and overexposure to share-based lending in the 1980s. Due to the losses, BNM came up with a rescue scheme to protect the integrity of public savings and stabilise the financial system. The rescue scheme involved the establishment of asset management companies to persuade and encourage local market participants to voluntarily merge. However, the banks remained reluctant to merge. Hence, the government proceeded to set in motion the consolidation process with BNM and expressed its intention to consolidate the local banks in April 1999.

The impact of bank mergers had created concerns among policy makers and researchers in terms of potential anticompetitive conducts of banks. Structurally speaking, bank mergers generate more concentrated systems and as a result, worsen bank competition. The preponderance of mergers has raised concerns that increased concentration is likely to intensify market power and therefore, hinder the realisation of competition. Additionally, restructuring in the banking industry would stimulate those firms operating inefficiently to shift to the frontier. Banks not allocating their resources efficiently would be liquidated or would merged with more efficient banks; unless they could become more like their efficient competitors by producing more outputs with existing inputs. Therefore, it is important to have a better understanding of the potential consequences of bank reform on banking competition as well as banking efficiency. A strong and resilient banking system should support economic efficiency and stability, where efficiency is closely related to the optimal competitive structure (Northcott, 2004).

Competition and efficiency are closely entwined in banking system; however, majority of past efficiency studies on banking industry have tended to neglect the nexus between competition and efficiency. Few attempts have been undertaken to investigate the relationship between bank competition and efficiency of banks, however they rely on structural measure of competition by taking concentration per se as a proxy for competition; whilst with respect to efficiency, only cost efficiency is estimated. Apart from that, the link between market structure and competition is not investigated. By addressing the above discussion as the gap in the literature, this study contributes to the existing literature by utilising Data Envelopment Analysis (DEA) to compute technical efficiency scores and its decompositions, which are pure technical efficiency and scale efficiency. While Lerner Index model is utilised to estimate competitiveness in the banking industry, market concentration is used to measure market structure.


Finally, Granger causality tests between competition indexes and measures of efficiency are undertaken to test the relationship between competition and efficiency in Malaysian banking market during 1996–2011. The rest of this article is organised as follows. Next section provides a brief discussion on the literature review of the nexus between concentration, competition and efficiency in banking sector, and it is followed by a description of data and the methodology in subsequent section. Next section presents the results of the market structure and competition as well as the nexus between various measures of efficiency and banking competition; this article ends with conclusions in the last section.

PREVIOUS STUDIES

The theoretical foundation for the relationship between competition and efficiency in the banking market are emanated from theories on market structure and efficiency. The rationale behind the link between market structure and efficiency originates from the ‘quiet life’ hypothesis. Hicks (1935, p. 35) states that “The best of all monopoly profits is a quiet life”. The quotation suggests that in concentrated markets, there is less pressure to compete, which results in reduced efforts by managers to operate efficiently. Therefore, increased market concentration weakens market competition which will halts productive efficiency. The ‘quiet life’ hypothesis also constitutes the ‘structure conduct performance’ hypothesis as proposed by Bain (1951), which postulates that banks in a concentrated market can charge higher loan rates and pay lower deposit rates, generating more profits and lower collusion costs; as a result, competition will decline. Thus, both hypotheses propose for the positive link of ‘competition-efficiency’; increased concentration results in lowered competition which leads to a decrease in efficiency.

In a view of industrial organisation theory, the level of concentration in a market will determine the competitiveness level among firms in the market. Basically, the ‘structure-conduct-performance’ paradigm views that markets which are dominated by few large firms (highly concentrated) are less competitive than markets which are low concentrated (Mason, 1939; Bain, 1951). The hypothesis contends that the higher the concentration, the lower the competition; increased market concentration is associated with higher prices and greater profits (Bain, 1951). Nevertheless, the ‘efficient-structure’ hypothesis infers that the degree of concentration is determined by the superior performance of the efficient banks. ‘Efficient-structure’ hypothesis postulates that firms with superior efficiency become more profitable, the firms will increase their market share; as a result, the competition declines. (Demsetz, 1973; Peltzman, 1977). Both ‘structure-conduct-performance’ and ‘efficient-structure’ theories which are known as structural approach postulate that market concentration determine the competitive conduct of firms in a market. On contrary, the non-structural approach suggests that there is no clear evidence that in more concentrated markets, the market power is higher and that competition is lower. The contestable market theory emphasises that a high concentration market can be highly competitive even if it is dominated by few firms only (Baumol, 1982).

In addition, Leibenstein (1966) argues that competition can reduce ‘x-inefficiencies’ or inefficiencies inside firms. The existence of imperfections in the internal organisation of firms which affect the level of information asymmetries between owners and managers will results in x-inefficiencies. Eventually, the flaw in the labour contract will lessen the effort of managers and as the owners are unable to check the level of effort exerted by the managers, Liebenstein suggests two reasons to explain how competition can reduce ‘x-inefficiencies’. Firstly, managers are aware that the only way to sustain performance in a competitive market is to cut cost and produce more, which means that managers must increase their work efforts. Managers are motivated to avoid the personal costs of firms’ bankruptcy. Secondly, when competition is running high; shareholders of firms tend to compare the firms’ performance relative to their rivals. The owners have the authority to change the management if necessary; thus, managers see this as a drive to increase their efforts and to reduce ‘x-inefficiencies’. In this context, the relationship of ‘competition-efficiency’ is asserted.

On the other hand, ‘efficient-structure’ hypothesis posits a reverse causality between competition and efficiency (Demsetz, 1973). It is contended that relatively, more efficient firms possess more superior products, advancement in technology or better management. Firms may be exploiting greater x-efficiency (efficiency hypothesis) or greater scale efficiency, which is known as scale efficiency hypothesis (Berger, 1995). Therefore, more efficient firms mean that the firms have lower costs, which enable them to capture larger market shares, resulting in higher market concentration. As concentration is considered as an inverse measure of competition, it is suggested that there is a negative link between competition and efficiency.

The preceding discussion gives some highlight on the theoretical references about the nexus between competition and efficiency. The empirical evidences which directly addressed the relationship between competition and banking efficiency appear to be limited. Most of the existing studies on the nexus of competition and efficiency regressing efficiency scores on a set of variables for market structure. Studies such as Berger (1995) and Berger and Hannan (1998) confine their analysis on the United States of America (US) banking market while Goldberg and Rai (1996) and Punt and van Rooij (1999) focus on European banks. The studies support a positive relationship between efficiency and market concentration, in favour of the ‘efficient structure’ hypothesis. The mentioned studies measure cost efficiency by employing stochastic frontier approach while market structure is measured with market concentration indices.

Empirical studies that test the running causality between efficiency and competition are scant. The most notable’s study is Casu and Girardone (2009); the study reveals the causality relationship by employing Granger-causality tests. The study finds the negative magnitude between efficiency and competition in selected EU countries (France, Germany, Italy, Spain and the United Kingdom) over 2000–2005 periods. The authors find that there is a positive causation between market power and efficiency; whereas, the causality running from efficiency to competition is weak. Next, Pruteanu-Podpiera, Weill and Schobert (2008) investigate the effects of banking competition on efficiency measures in the Czech Republic between 1994 and 2005. The study rules out the competition improvement over the study period. The results offer support to the negative relationship between cost efficiency scores and the banking competition; thus, the ‘quiet life’ hypothesis is rejected. Maudos and Fernández de Guevara (2007) analyses the relationship between market power and efficiency in the EU countries over 1993–2002. Regressing market power variables which are represented by Lerner index and Hirschman-Herfindahl index (HHI) and other explanatory variables (size of banks and types of banking specialisation) on the dependent variable which is the cost efficiency variable, the results of the study reject the ‘quiet life’ hypothesis in the European banking system. Schaeck and Čihák (2008) offers support to the pro-competition policies in European and U.S. markets by suggesting that competitive banks are able to allocate resources more efficiently to bank customers. The testimony is confirmed further in Koetter, Kolari and Spierdijk (2008) study of U.S. banking market between 1986 and 2005.

No known studies have investigated the relationship between competition and efficiency in the context of the Malaysian banking industry. Attempts to measure competition and efficiency of Malaysian banks have been carried out on separate basis. For instance, Abdul-Majid and Sufian (2006) examine the competitive conditions of Malaysian banking industry; the results imply that Malaysian banks are operating in monopolistic competition market structure. Other studies such as Omar, Abdul-Rahman, Mohd.-Yusof, Abd.-Majid and Mohd.-Rasid (2006), Sufian (2007), Ahmad-Mokhtar, Abdullah, and M-Alhabshi (2008), Yeoh and Hooy (2011), Ab-Rahim, Md-Nor, and Ramlee (2012), and Ab-Rahim (2015), amongst all; confine their studies to assess the efficiency performance of the Malaysian financial institutions. Employing data envelopment analysis, Yeoh and Hooy (2011) and Ab-Rahim (2015) find that there is a declining trend in mean technical efficiency across all Malaysian banks around the period from 2000 to 2011. The results of earlier studies such as Sufian (2007) also show the declining trend of technical efficiency scores among merchant banks and the finance companies. In order to improve their productivity, Omar et al. (2006) add Malaysian banks should utilised advanced technology and acquire more technological knowledge in banking system.

Hence, this study contributes to the literature by extending the analysis of the relationship between efficiency and competition to developing countries, specifically Malaysian banking market. As far as this study is concerned, this is the first empirical study on testing the relationship between efficiency and competition in Malaysian banking industry.

DATA AND METHODOLOGY

Input and Output Variables

This study covers the period from 1996 to 2011, consists of nine domestic anchor banks created due to the merger policy. The commercial banks include Affin Bank, Alliance Bank, AMBank, CIMB Bank, EON Bank, Hong Leong Bank, Maybank, Public Bank and RHB Bank.1 The bank level data used are taken from (2000) spreadsheets published by Bureau Van Dijk (BVD). All financial variables reported are in nominal values (Ringgit Malaysia), so to facilitate comparison over time; all the variables are deflated by the consumer price index (hereafter denoted as CPI) to obtain real values in 2000 price constant.2

As the purpose of this study is to evaluate the efficiency of banks with banks acting as financial intermediaries, this study employs the intermediation approach like many studies on banking efficiency. Mlima and Hjalmarsson (2002) suggested that intermediation roles include mobilising and distributing resources efficiently in order to smoothen investment activities. The approach views financial institutions as mediators between the depositor (supply) and the borrower (demand) of funds at the lowest cost. The approach is also superior in evaluating the importance of frontier efficiency as the minimisation of total cost (besides production cost) is needed to maximise profits. The input variables chosen in this study are personnel expenses, fixed assets, deposits and short term funding (deposits) whereas the output variables are represented by total loans, total securities and off-balance sheet items. Subsequently, the intermediation approach is maintained in the estimation of competition in the Malaysian banking sector. Input prices employed are calculated as price of labour (total expenditure on employees such as salaries, employee benefits and reserves for retirement pay, divided by total assets); price of capital (the ratio of non-interest expenses to the book value of premises and fixed assets) and price of deposits (total interest expenses divided by total deposits and short-term funding).

Methodology

Data envelopment analysis

The main non-parametric method, DEA, was introduced by Charnes, Cooper and Rhoades (1978) and is an analytical tool used to measure relative efficiency of firms throughout the process of transforming inputs into outputs. The following presents two types of envelopment surfaces, referred to as the constant returns to scale and variable returns to scale models. The DEA procedures are adopted from Coelli, Rao and Battese (2000). The constant returns to scale model measures efficiency in terms of overall technical efficiency (Charnes et al., 1978) assuming firms are operating at the optimal scale; however, firms in practice may face either economies or diseconomies of scale.

Subsequently, Banker, Charnes and Cooper (1984) extend the constant returns to scale model, by incorporating the variable returns to scale assumption, the model is used to assess the efficiency of decision-making units characterised by the variable returns to scale model. The variable returns to scale model provides the measurement of pure technical efficiency, which is the measurement of technical efficiency devoid of the scale efficiency effects. Next, scale efficiency is determined by taking the ratio of constant returns to scale efficiency scores over variable returns to scale efficiency. In other words, technical efficiency can be decomposed into pure technical efficiency and scale efficiency. Technical efficiency represents the deviation from the efficient frontier due to the inefficient use of resources; hence, the failure of the firm to extract the maximum output from its adopted input levels may be thought of as measuring the unproductive use of resources. While pure technical efficiency measures the proportional reduction in input usage that can be attained if the firm operates on the optimal frontier, scale efficiency refers to the proportional reduction if the bank achieves optimum production level.

DEA efficiency score is obtained by taking the maximum ratio of weighted outputs to weighted inputs. This measurement allows multiple outputs and inputs to be reduced to single “virtual” input (xi) and single “virtual” output (yi) by optimal weighs.
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The vectors xi and yi indicate the K × N inputs matrix and K × M outputs matrix for ith decision making units (DMUs) respectively. In addition, the vector (u′yt/v′xt)represents the ratio of all outputs over all inputs where u is an M × 1 vector of output weighs and v is a K × 1 vector of input weighs. The efficiency for the ith DMU is maximised by finding values for u and v; next, a constant constraint ρ′ xt = 1 is imposed to Equation (1).
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The efficiency measure is then a function of multipliers of the “virtual” input-output combination, as in Equation (2). The notations μ and ρ indicate the transformation of u and v. The envelopment form is seen below as:

[image: art]

where θ is a scalar and λ is an N × 1 vector of constants. The value of θ is the efficiency score for the ith DMU and it should be solved n times. If the value is equal to 1, the particular DMU is technically efficient. By relaxing the constant returns to scale assumption (Banker et al., 1984), the efficiency is assessed on the assumption of variable returns to scale; the convexity constraint N1′λ=1 is applied to Equation (3).

[image: art]

Measuring market structure

To measure market share in an industry, a market concentration ratio is used. Specifically, this study employs a bank concentration index of the highest two (CR2), three (CR3) and four (CR4) banks’ total assets, total deposits and total loans. CRk is computed as the sum of the k largest firms’ market shares in the market, which takes the form:
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Next, HHI is utilised to capture the general features of market structure. HHI includes information of the distribution of market shares as well as the number of firms in the industry.3 HHI refers to the sum of the squared market shares of all banks in the market, where the market shares are considered weights. The formula is given as follows:
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where [image: art] is the sum of squared market shares of the i-th is firm and n is the number of firms in the market.

Measuring market competition

The Lerner index of monopoly power is a non-structural indicator of the degree of market competition developed in the context of the new economics industrial organization. The computation of the index, which provides measures of competition at the firm level, allows the investigation of the causality between efficiency and competition at the firm level to be carried out. The Lerner index has been computed in several empirical studies on banking competition (e.g. Angelini and Cetorelli, 2003; Maudos and Fernández de Guevara, 2007; Fernández de Guevara, Maudos and Perez, 2005). Basically, it is defined as the difference between price (calculated as the ratio of total costs to total assets) and marginal cost (expressed as a percentage of prices) divided by price.

The Lerner index measures the degree to which firms can mark-up output prices over the marginal cost of production. It can be approximated empirically using the translog functional form with three inputs and a single bank output (following Shaffer, 1993; and Berg and Kim, 1994). It is assumed that the flow of goods and services by banks is proportional to its assets; the price of assets is computed as total interest income divided by total assets. To derive marginal cost, a translog cost function with one output and three input prices was estimated. The econometric model is applied to a pooled sample of banks to evaluate the competitive structure, as the heterogeneity is controlled in the domestic banking industry. Standard symmetry restrictions of linear homogeneity in input prices are imposed by normalising total costs and input prices by one input price (PD) to correct for heteroskedasticity and scale biases. The cost function adopted from Pruteanu-Podpiera, et al. (2008) is specified as follows.
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Bank costs (TC) are functioned to output or total assets (Q), the input prices which are PL as the price of labour, PK as the price of physical capital and PD as the price of borrowed funds; whilst α = 1, 2,…, 9 are parameters to be estimated and ε is the error term. Indices for each bank have been dropped in the presentation for simplicity. Once the parameters are estimated, the marginal cost of banking can be computed. The cost function is estimated using a common frontier and allows the derivation of marginal costs (MC) as in Equation (8) and the formula for Lerner index is as in Equation (9):
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where pi is the price of production output Q total assets and is calculated as total revenue (interest plus non-interest income) divided by total assets. LI stands for Lerner index, LI = 0 indicates perfect competition so firm has no market power while LI closer to 1 indicates relatively weak price competition thus, the firm has market power.

Testing the relationship

This study attempts to employ fixed effects panel regression using Granger-causality test to assess the causality between bank competition and bank efficiency as the number of cross-sections, which are represented by the number of banks (approximately 9), is about the same as the number of regressors in the model (which is nine); thus, the random effects model could not be employed. Nevertheless, to confirm the procedures, the Hausman test will be held.4 The fixed effects model assumes that all explanatory variables are correlated with the unobserved effects or the specific error term that eliminates this correlation within the transformation and “…the crucial distinction between fixed and random effects is whether the unobserved individual effect embodies elements that are correlated with the regressors in the model, not whether these effects are stochastic or not” (Green, 2008, p.183).

The standard procedure for Granger causality test is as below:
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where y represents efficiency, x represents the competition whilst f represents the bank’s individual effect. i and t represent indices for the bank and the time period, respectively. The error terms in Equation (10) and Equation (11) are assumed to be normally distributed with mean zero and constant variance. Each dependent variable is regressed on its yearly lags and on those of the other variable.

The dependent variable in Equation (10) is the estimated efficiency scores which represents technical efficiency, pure technical efficiency and scale efficiency of bank i relative to its peers in year t. The second dependent variable in Equation (11) measures the competition indexes of the individual firms. The right-hand side variables include lagged values of the dependent variables y (efficiency) and x (competition) as a standard procedure for Granger-causality models. A significant relationship between current and past (lagged) efficiency would imply that the latter contains information that improves the prediction of current efficiency. Granger-causality gives historical associations in which a change in one variable precedes a change in the other, but does not necessarily imply economic causation.

RESULTS AND DISCUSSION

This section presents the results of Granger causality test between bank efficiency and competition. The Lerner index is employed to compute the individual measures of competition for each sample in bank whilst DEA measured efficiency for each bank.

Empirical Results of Competition

The Lerner index of monopoly power is a non-structural indicator of the degree of market competition. The computation of Lerner indices which provides measures of competition at the firm level, allows the investigation of the causality between efficiency and competition to be performed. The yearly Lerner indices are displayed in Table 1.


Table 1Lerner indices per year



	Year
	Median

	Mean

	s.d.




	1996
	0.5808

	0.6128

	0.0726




	1997
	0.6050

	0.6211

	0.0725




	1998
	0.5674

	0.6065

	0.0881




	1999
	0.6253

	0.6469

	0.1075




	2000
	0.6572

	0.6829

	0.0973




	2001
	0.6243

	0.6439

	0.1176




	2002
	0.6139

	0.6525

	0.1200




	2003
	0.6274

	0.6765

	0.1268




	2004
	0.6382

	0.6817

	0.1345




	2005
	0.6648

	0.6895

	0.1378




	2006
	0.6501

	0.7012

	0.1340




	2007
	0.6627

	0.7200

	0.1336




	2008
	0.6340

	0.6982

	0.1360




	2009
	0.6311

	0.7028

	0.1408




	2010
	0.6260

	0.6882

	0.1379




	2011
	0.6190

	0.6742

	0.1336





Table 1 shows that the Lerner index jumps from 0.6065 in 1998 to 0.6829 in year 2000; this could be due to the immediate enforcement of merger policy effects, announced at the end of the 1990s. Generally, the main trend is decreased banking competition over the entire period. Following the mixed results of Lerner index between years 1996 to 2001; banking competition decreases considerably from year 2002 to year 2007. Thus, one fails to observe any evolution towards strong banking competition during the post-merger period. Thus, the enforcement of merger policy probably has favoured market power during the period. Nevertheless, the effects do not last long, as in 2007 onwards, the Lerner index drops considerably. In 2011, the banking competition is at its highest value, when the Lerner index is recorded lowest at 0.6742. It would be interesting to find out whether the market concentration is positively or negatively related to market competition. Table 3 shows an average concentration index based on CR2 and the Lerner indices between 1996 and 2011.


Table 2Concentration ratios and competition indices (1996–2011)



	Year

	Concentration Ratios (CR2)

	Lerner Index




	1996

	0.48

	0.6128




	1997

	0.51

	0.6211




	1998

	0.43

	0.6065




	1999

	0.42

	0.6469




	2000

	0.41

	0.6829




	2001

	0.40

	0.6439




	2002

	0.40

	0.6525




	2003

	0.37

	0.6765




	2004

	0.37

	0.6817




	2005

	0.36

	0.6895




	2006

	0.37

	0.7012




	2007

	0.38

	0.7200




	2008

	0.39

	0.6982




	2009

	0.39

	0.7028




	2010

	0.37

	0.6882




	2011

	0.41

	0.6742





Basically, the results in Table 2 suggest that a higher concentration leads to a lower degree of market power; even though the banking market is highly concentrated, it does not lead to anti-competitive conduct as postulated by the traditional SCP hypothesis. It would be interesting to find out whether the market concentration is positively or negatively related to market competition, as illustrated in Figure 1. The figure shows a scatter diagram of concentration ratios CR2 and Lerner indices. The slightly downward-sloping regression line denotes the negative link between market concentration and market power. Nevertheless, the linear regression in this figure does not yield any significant relationship between concentration and competition; thus, the link is further explored in the next section.
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Figure 1. A scatter diagram of concentration ratios and competition indices



Empirical Results of Efficiency

The results in Table 3 are generated from the DEA common frontier approach. The reported mean efficiency is based on the averaging of estimated efficiency scores by years of study period. Technical efficiency refers to the firm’s ability to maximise output from a given set of input5 and it can be decomposed into two components: pure technical efficiency and scale efficiency.


Table 3Efficiency scores of the common frontier (1996–2011)



	Year

	Technical Efficiency

	Pure Technical Efficiency

	Scale Efficiency




	1996

	0.6403

	0.7596

	0.8541




	1997

	0.6008

	0.7028

	0.8679




	1998

	0.6440

	0.7587

	0.8596




	1999

	0.6129

	0.7422

	0.8431




	2000

	0.6034

	0.7463

	0.8257




	2001

	0.6264

	0.7630

	0.8361




	2002

	0.6464

	0.8092

	0.8172




	2003

	0.6089

	0.7823

	0.8030




	2004

	0.6164

	0.7753

	0.8138




	2005

	0.5910

	0.7658

	0.7898




	2006

	0.5893

	0.7708

	0.7816




	2007

	0.5619

	0.7408

	0.7710




	2008

	0.5879

	0.7868

	0.7684




	2009

	0.5635

	0.7718

	0.7524




	2010

	0.5404

	0.7519

	0.7524




	2011

	0.5458

	0.7652

	0.7524




	Mean

	0.5987

	0.7620

	0.8055





Generally, the results suggest that throughout the study period, scale efficiency (81%) contributes more to technical efficiency than pure technical efficiency (76%). The banks performed relatively well with minimal input waste in scale efficiency (19%), followed by 34% and 40% in pure technical efficiency and technical efficiency, respectively.

Empirical Results of Competition and Efficiency

This section reports the results of the causality tests between competition and efficiency. The Granger causality tests are performed for each type of efficiency, namely technical, pure technical, and scale efficiency in order to examine the relationship between efficiency and competition within the Malaysian banking industry. Whilst Panel A reports the causality running from efficiency to competition, the results of the causality running from competition to efficiency are reported in Panel B of the tables. Based on the Hausman test, the null hypothesis that random effect model is consistent and efficient is rejected; thus, this study reports the results from fixed effect panel model and are White corrected (White, 1980).6 The results are presented in Tables 4 to Table 6.

Panel B in Table 4 shows that the Lerner index negatively Granger-causes the efficiency, thereby indicating that competition positively Granger-causes efficiency i.e., an increase in bank competition Granger-causes an increase in efficiency. This link is relatively significant at 1% significance level. Panel A shows the positive signs of the coefficients indicate a negative running causality between efficiency and competition.

Table 5 shows that the negative Granger coefficient demonstrates that the Lerner index negatively Granger-causes the efficiency index and thus, the competition positively Granger-causes efficiency with the summation of coefficients is 10.31. With respect to the Granger causality running from competition to efficiency, the link is significant at a 5% level. The negative sign of the summation of coefficients indicates the positive link between competition and efficiency. As the coefficients of the lags of Lerner index increase, the competition measures decrease and as a result, the pure technical efficiency scores decrease.


Table 4Granger-causality – Lerner index (LI) and Technical Efficiency (TE)



	Variables
	
PANEL A: Dependent – LI

	
PANEL B: Dependent – TE




	Coefficient

	s.e.

	Coefficient

	s.e.




	Intercept
	0.2872

	0.0438*

	0.8073

	0.1698*



	LI t-1
	0.6153

	0.0638*

	–0.3413

	0.1238*




	LIt-2
	–0.1738

	0.0751**

	0.3190

	0.1254**




	LIt-3
	0.2120

	0.0593*

	–0.3499

	0.1034*




	LIt-4
	–0.0862

	0.0403**

	–0.0250

	0.1113




	LIt-1 = LIt-2 = LIt-3 = LIt-4=0
	λ2 (4) = 146.28*

	λ2 (4) = 19.88*




	Σ coefficients:
	0.5625

	0.0697

	–0.3973

	0.4641




	TEt-1
	0.0024

	0.0144

	0.3453

	0.0722*




	TEt-2
	–0.0186

	0.0196

	0.0827

	0.0635




	TEt-3
	0.0306

	0.0163***

	–0.1816

	0.0581*




	TEt-4
	0.0011

	0.0194

	–0.1619

	0.0835***




	TEt-1= TEt-2= TEt-3= TEt-4= 0
	λ2 (4) = 2.57

	λ2 (4) = 39.10*




	Σ coefficients:
	0.0155

	0.0697

	0.0845

	0.2774





Note: *, **, *** Significant at 1%, 5%, 10% significance level


Table 5Granger-causality – Lerner index (LI) and Pure Technical Efficiency (PTE)



	Variables
	PANEL A: Dependent – LI

	PANEL B: Dependent – PTE




	Coefficient

	s.e.

	Coefficient

	s.e.




	Intercept
	0.2826

	0.0424*

	0.7899

	1.1792*




	LI t-1
	0.6220

	0.0696*

	–0.3427

	0.1658**




	LIt-2
	–0.1939

	0.0585*

	0.2268

	0.1257***




	LIt-3
	0.2261

	0.0830*

	–0.2258

	0.1309***




	LIt-4
	–0.0916

	0.0337*

	0.0167

	0.0990




	LIt-1 = LIt-2 = LIt-3 = LIt-4=0
	
λ2 (4) = 155.62*

	
λ2 (4) = 10.31**




	Σ coefficients:
	0.5625

	0.2448

	–0.3250

	0.5214




	PTEt-1
	0.0114

	0.0142

	0.3161

	0.1083*




	PTEt-2
	–0.0285

	0.0163***

	0.0537

	0.0631



	PTEt-3
	0.0291

	0.0196

	–0.0918

	0.0899




	PTE t-4
	0.0106

	0.0187

	–0.0254

	0.0745




	PTEt-1 = PTEt-2 = PTEt-3 = PTEt-4 = 0
	
λ2 (4) = 6.96

	
λ2 (4) = 23.03*




	Σ coefficients:
	0.0226

	0.0687

	0.2527

	0.3358





Note: *, **, *** Significant at 1%, 5%, 10% significance level


Table 6Granger-causality – Lerner index (LI) and Scale Efficiency (SE)



	Variables

	
PANEL A :Dependent – LI

	
PANEL B: Dependent – SE




	Coefficient

	s.e.

	Coefficient

	s.e.




	Intercept

	0.3457

	0.0657*

	0.1409

	0.0308*




	LI t-1

	0.5693

	0.0638*

	–0.0247

	0.0078*




	LIt-2

	–0.0894

	0.0696

	0.0333

	0.0178***




	LIt-3

	0.1467

	0.0688**

	0.0025

	0.0178




	LIt-4

	–0.0771

	0.0572

	–0.0085

	0.0146




	LIt-1 = LIt-2 = LIt-3 = LIt-4=0

	
λ2 (4) = 129.27*

	
λ2 (4) = 13.08**




	Σ coefficients:

	0.5495

	0.2594

	0.0025

	0.0581




	SEt-1

	–0.1209

	0.0535**

	0.6879

	0.0700




	SEt-2

	0.0737

	0.0608

	0.0810

	0.0700




	SEt-3

	0.0996

	0.0511***

	0.0154

	0.0487




	SE t-4

	–0.0990

	0.0460**

	0.0251

	0.0381




	SEt-1 = SEt-2 = SEt-3 = SEt-4 =0

	
λ2 (4) = 12.19**

	
λ2 (4) = 504.73*




	Σ coefficients:

	–0.0466

	0.2113

	0.8095

	0.2267





Note: *, **, *** Significant at 1%, 5%, 10% significance level

Based on the results in Table 6, it can be concluded that the Lerner index positively Granger-causes the scale efficiency index, which means that competition negatively Granger-causes efficiency. The joint test is significant at a 5% significance level and the null hypothesis that efficiency does not Grangercause competition, is rejected. The Granger coefficient is reported positive in Panel B and therefore, as the competition measures decrease, the scale efficiency scores increase.


CONCLUSION

In the case of causality running from banking competition to efficiency, the results reveal that there are positive effects of banking competition on technical and pure technical efficiencies. Yet, the sign is reversed in the context of scale efficiency. The positive sign of ‘competition-efficiency’ link, affirmed the quiet-life hypothesis. “The best of all monopoly profits is a quiet life” (Hicks, 1935, p. 9), this suggests that banks with more market power are not exposed to competition and therefore, they are not able to reduce costs and attain higher efficiency. This preposition is supported in previous studies, for instance Berger and Hannan (1998) discovered that the quiet-life hypothesis prevailed in the U.S. banking sector. The authors added that in a highly concentrated market, bank managers do not work hard to control costs and managers pursue other objectives other than profit maximisation. In this kind of environment, managers are able to exercise market power by setting prices above marginal costs. As a result, costs of production increases, the social welfare is hampered and eventually, it halters cost efficiency.

From a policy perspective, the results are of interest to authorities which are seeking for assessment of the trade-off between banking efficiency and competition. As quoted in Central Bank of Malaysia’s Governor Speech (Central Bank of Malaysia, 2000), “The merger and consolidation program is a necessary pre-condition to create strong, efficient and competitive domestic banking institutions”. Both elements are desirable to policymaker’s point of view because a competitive banking environment allocates resources more efficient to the society and eventually, it enhances the financial stability of a nation.

This study found that, a heightened banking competition had resulted in a higher technical efficiency of banks. On contrary, an intensified banking competition yielded a lower scale efficiency of banks. The results of this study offer cautions to the authorities; it shows that efficiency and competition cannot be achieved with a single directive policy. This study recommends that the authorities should tackle the issue by addressing policies based on continual basis. In this vein, it is important for the government to make continuous effort, persistently towards promoting competition in banking industry; the competitiveness of banking industry will results in higher efficiency and better innovation that eventually, lead to a greater variety of products, lower prices, higher consumer welfare, lower market power and better access to financial products and services. Adding to that, a heightened competition also would encourage banks to identify new lending opportunities while expanding their customer base in order to generate income.
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NOTES

1.   With regard to the Malaysian banking sector, because of the consolidation process undertaken in the aftermath of the 1997 crisis, the number of domestic commercial banks was reduced from 24 to only 10 banks; however, Southern Bank merged voluntarily with CIMB bank in May 2007.

2.   CPI is preferred for use as the deflator in many studies such as Dogan and Fausten (2003) and Detragiache and Gupta (2004). Okuda and Hashimoto (2004) stated that when using panel data, it is necessary to use a deflator in order to keep outputs from various years comparable.

3.   Interested readers are referred to Bikker and Haaf (2002) for comprehensive merits and demerits of both CRk and HHI.

4.   To decide between fixed or random effects, Hausman (1978) suggested a test to check whether the individual effects are correlated with the explanatory variables. The null hypothesis of the test is no correlation between individual effects and the regressors; while the alternative hypothesis implies that the individual effects are correlated with the explanatory variables, thus the fixed effects approach is consistent and efficient.

5.   Berger and Humphrey (1992) define technical inefficiency as the cost related to allocating more input than the minimum level, or producing less than the efficient level of production.

6.   The White’s (1980) heteroscedasticity consistent statistics and the Wald test which follows an F-distribution are used throughout this study.
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ABSTRACT

As Malaysian banks step into Basel-III era, a close look at their performance on risk adjusted basis using RAROC and EVA would throw significant light on their relative strengths and weaknesses. Post restructuring during 1999–2000, the regulatory framework of Bank Negara Malaysia (BNM) throughout 2001–2010 was mainly centered on capitalisation, risk management and governance practices in banks. Financial Sector Blue Print is viewed as the reference framework for growth of banks in the current decade. Though numerous studies have evaluated the performances of Malaysian banks in terms of efficiency and productivity gains before and after the merger and also at various phases during the last decade, no study has so far been reported to evaluate their performances using the above framework. This paper intends to fill up this gap. The period covered is 2001 to 2013. Findings of this paper would be of keen interest to the policy planners, investors and researchers alike.

Keywords: commercial banks, risk management, performance measurement

INTRODUCTION

Malaysian banking system has developed significantly since the implementation of a conscious strategy of restructuring, mergers, consolidation and rationalisation exercise in the year 2000 to tide over the deleterious effects of the Asian Financial crisis. The post restructuring growth of banks was guided by the Financial Sector Master Plan (FSB) 2001–2010 of Bank Negara Malaysia (BNM). As stated by Zeti (2013), “There has been a tremendous payoff from the development of our financial system, its restructuring, rationalisation, deregulation and subsequent liberalisation”. Since 2001, the financial sector has expanded at an average annual rate of 7.3%, to account for 11.7% of real GDP in 2010 compared to 9.7% in 2001. Domestic banks have accumulated strong capital and loan loss buffers, with improvements in underwriting and risk management practices. Risk Weighted Capital Ratio (RWCR), Return on Asset (ROA) and Return on Equity (ROE) of the domestic commercial banks went up from 4.2% to 11.7%, 1.1% to 1.5% and 13.7% to 15.7% respectively between the years 2000 to 2013.

As the Malaysian marketplace continues to evolve at a rapid pace under the policy of liberalisation as specified in FSB2011–2020, it has become imperative for domestic banks to remain efficient not only to withstand the competitive pressure, especially from the foreign players, but also to thrive in a rapidly changing environment. It may be recalled that basic touch-stone of success of banks is their inner strengths to absorb shocks arising out of various risks in their business profile. This has become increasingly important benchmark in the aftermath of the global financial crisis which brought perils to banking system worldwide. As BNM steps up its initittaive to usher-in the requirements of Basel-III, performance of each financial institutions will be under the scanner of the investors as well as those who would like to assess the intrinsic strength of each institution to generate return in accordance with the risk-class to which it belongs. Given this background, there is a need to develop an innovative framework which profiles the performance of banks on a risk adjusted basis. Though there are many reported studies which evaluated the performance of banks using traditional ratio analysis and the Data Envelopment Analysis, there is no published paper literature on the risk adjusted performance measurement of Malaysian banks. This paper aims to fill-in this important gap and provide a framework which can be used by regulator, prospective investors and finally future researchers who might be interested in delving deep into the performance of Malaysian banks in the framework attuned to global best practices.

The assessment was carried out in three stages. In the first stage, the focus was to highlight the key findings of BNM and International Monetary Fund (IMF) assessment about the health of the commercial banks in the country. In the second stage, domestic banking groups were evaluated in the Risk Adjusted Return on Capital (RAROC), Economic Value Added (EVA) framework. In the third stage, relative efficiency of banks was evaluated using Data Envelopment Analysis (DEA) with ‘beta’ as input parameter and RAROC and EVA as output parameters.


THE EVOLVING FRAMEWORK OF BANK PERFORMANCE

Despite increasing complexity in banking business, earnings, efficiency, risk-taking ability and leverage are the four key drivers of performance of banking institutions. Return on Assets, Return on Equity, Cost to Income Ratio and Net Interest Margin are the most popular traditional measures of banks performance. Market based performance measures include Total Share Return (the ratio of dividends and increase of the stock value over market stock price), the Price-Earnings (P/E) ratio and Price to Book Value (P/BV) ratio and the Credit Default Swap (CDS) are among others.

Drawbacks in Using Traditional Ratio Measures

Although variety of indicators, as mentioned above, are used to measure the performance of banks, ROE remains the most used one (Baer, Mehta, & Samandari, 2011). Based on the analysis of a sample of 12 large European and US banks, the Report on EU Banking Structure (European Central Bank, 2010) has however contended that ROE has provided misleading information in discriminating good banks from the bad ones over different phases of the financial crisis. The report has also indicated that the P/E ratio calculated with expected earnings did not predict risks that were accumulating in the financial system in advance. Moreover, it did not clearly differentiate the business models of investment and universal banks and hence the market valuations were akin to “herd-estimations”. The said report also argued that in the time of ‘stress’, when earnings tend to reach zero, P/E ratio becomes meaningless. It has also been stated in the report that though ROA, adjusted for leverage, is considered to be more reliable indicator of profitability of banks than ROE, it failed to provide any meaningful indication of the pending reversal of profitability before the crisis.

RAROC and EVA Framework

The economic measures of performance aim to assess the contribution of a bank towards shareholders’ wealth creation by utilising its assets on risk adjusted basis. Risk management in banks has always been an activity of first order importance to ensure efficiency in the operation of banks (Merton, 1995). As risks can trigger losses that can finally corrode the capital base of banks and ultimately their viability, banks are concerned about the potential unexpected losses that are associated with their business activities. Regulators, in turn, are concerned about the potential impact of bank failures on the economy and hence the systemic stability. They focus on the strength of the economic capital positon of banks. Economic capital is defined as the amount of risk capital held by a bank at a predetermined confidence level and the time horizon (Ong, 2012). Economic capital (Zanjani, 2010) held by banks acts not only as buffer to maintain its credit worthiness but also to meet the regulatory requirements.

Risk Adjusted Return on Capital (RAROC) and Economic Value Added (EVA) are two important planks of the economic measures of performance. Efficiency based indicators like capital adequacy, asset quality, revenue sustainability and market based indicators etc. are used in the evaluation of bank performance. However, economic based indicators like RAROC and EVA are not used often presumably due to their complexity and difficulty in their correct assessment.

RAROC is the assessment of profit as a percentage of economic capital (Kimball, 1998). The numerator of the RAROC equation, as mentioned below, is the net income adjusted for expected loss and it is divided by economic capital which is the bank’s best estimate of the capital required to absorb unexpected losses up to a chosen level of confidence:

RAROC = (Net Income – Expected Loss) / Economic Capital

RAROC, so assessed, needs to be compared with a ‘hurdle rate’, which is the opportunity cost of taking the risk in the business. The hurdle rate, in turn, needs to be benchmarked to a market rate that reflects the shareholders’ expectation of the return from a bank’s stock on a risk adjusted basis. It will vary from bank to bank depending upon their respective ‘beta’, which is the individual stock’s volatility vis-a-vis the volatility in the market index (Bandopadhayay & Saha, 2007). Beta can be derived from the one-factor Capital Asset Pricing Model (CAPM) as the excess return on the market per unit of risk. Based on the interactions with the executives of 11 banks around the globe, Baer et al. (2011) reported that banks use RAROC in a backward looking fashion and instead of using it at the transaction level, banks use it at the aggregate level. They have proposed that adoption of hurdle rates, which captures the contribution of each business to the cost of capital including capital requirement of the banking institution, would be a major improvement in the capital allocation process of banks, performance tracking of their individual business lines and to assess the robustness of risk management. In the present study, Tier-I capital of Malaysian banks has been used as an alternative measure of economic capital of individual banks.

EVA, as a parameter of performance measurement, is defined as excess of the risk adjusted earnings over the opportunity cost of the capital employed (Dunbar, 2013, Everts & Haarhuis, 2005, Sharma & Kumar, 2010):

EVA = RAROC – Hurdle Rate


It is argued that maximisation of ‘earnings’ or ‘earnings growth’ rather than ‘economic profit’ would result in a situation where a bank might be profitable in ‘accounting’ sense but unprofitable in the ‘economic’ sense. Banks which aim to maximise ‘economic profit’ would allocate units of equity capital to activities until the marginal contribution capital is equal to its opportunity cost and hence the average return on equity will be equal to or more than its opportunity cost. It needs to be mentioned in this context that, the concept of economic profit has become increasingly popular in the strategic decision making, pricing, performance evaluation and incentive compensation framework of banks.

DEA Framework

Various approaches and techniques have been used by researchers to evaluate the efficiency of banks. In their review of 130 studies on bank efficiency, Berger and Humphrey (1997) found that 57 of them have used DEA. Fethi and Pasiouras (2010) in their review of 196 studies reported that 151 of them have used techniques similar to DEA. Paradi and Zhu (2013) reported that there are 275 applications of DEA in studies relating to bank efficiency. There are many reported studies (Saha, Ahmad, & Dash, 2014) on the efficiency of Malaysian banks. Present study has also adopted DEA, a non-parametric technique, for the estimation of production frontiers for given inputs and outputs of a set of decision making units (DMUs). Introduced by Farrell (1957) and developed by Charnes, Cooper and Rhodes (1978), DEA assumes that if a unit can produce a certain level of output utilising specific input levels, another unit of equal scale should be capable of doing the same. The most efficient producers can form a ‘composite producer’, allowing the computation of an efficient solution for every level of input or output as a ‘virtual producer’ and to make comparisons.

Stage 1

The formulation of the DEA model, with a set of n DMUs, each of which converts m inputs into s outputs, involves finding the weights u and v that are used while calculating the relative efficiencies of the DMUs. A DMU’s efficiency is defined as the sum of weighted outputs divided by the sum of weighted inputs. Each optimisation trial selects the set of weights that results in the highest possible efficiency for the focal DMU associated with that optimisation. The above intuition is represented in the fractional form of the DEA model as shown in the following formulation:


[image: art]
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In the above formulation, yrj, xij are all positive known outputs and inputs of the jth DMU and ur, vi ≥ 0 are the variable weights to be determined by the solution of the problem. As the above formulation is not linear and thus cannot be solved by linear optimisation methods, Charnes et al. (1978) transformed the same to a linear problem by multiplication of the denominator in the side condition as below:

[image: art]

The objective function has been linearised by normalising the denominator, i.e. requiring the weighted sum of inputs to take a constant value say 1, as below:

[image: art]

After the linearisation of the basic and side functions, the complete formulation is as below:

[image: art]


Application of DEA to a set of DMUs results in efficiency scores of 1 or less than 1 for each DMU. DMUs with efficiency score of 1 are relatively efficient as falling on the efficient or “best practice” frontier, while those with scores of less than 1 are inefficient and fall within the frontier curve. On applying DEA, a set of weights are also obtained for the inputs and outputs of every DMU. The weights obtained are optimally determined from the viewpoint of the base branch. A complete DEA analysis involves the execution of the program for all the DMUs leading to many different weight sets. Improvements to the inefficient DMUs can then be made by projecting the same onto the frontier. Depending upon the application of DEA as either input or output oriented, different improvement strategies, such as rationalisation of input resources or enhancement of business output respectively, can be determined.

Interpretation of results using DEA must be done with care. Firstly, DEA results are sensitive to the selection of inputs and outputs. The technique cannot test for the best specification and it is found that the number of efficient firms on the frontier tends to increase with the number of inputs and output variables. In the present study, ‘beta’ is used as input parameter and ‘RAROC’ and ‘EVA’ as output parameter in variable return to scale (VRS) formulation of DEA framework. It needs to be mentioned that in view of the “positivity” (Charnes, Cooper, & Thrall, 1991) requirement of the basic DEA formuations, the negative values of output parameters may be substituted with small positive number and such translation will not adversely affect the efficiency score (Bowlin, 1998).

Stage 2

Researchers using non-parametric methods like DEA face criticisms that it is difficult to draw statistical inference. Dyson and Shale (2010) suggested that bootstrap procedures produce confidence limits on the efficiencies of DMUs to capture the true efficient frontier within the specified interval to enable interpretation of results. DEA scores obtained in Stage 1 of the analysis were therefore corrected by using the formulation of Bogetoft and Otto (2011).

Bias in DEA estimates and bias corection (Bogetoft & Otto, 2011)

In absence of measurement errors in the estimated efficiency score [image: art] in DEA, all of the observations in the sample are from the technology set [image: art]. However, the DEA estimate is biased upward and hence the estimated efficiency [image: art] may be higher than the actual efficiency Ek. As the size of [image: art] depends on the sample, [image: art] is sensitive to sampling variations. In the presence of measurement errors, there is no direct subset relationship between [image: art] and T. In order to remove the bias, the bias is estimated as:


[image: art]

As the distribution of θk is unknown, one cannot compute [image: art]. θkb is used as a bootstrap replica estimate of θk. In such case, the estimated bias through bootstrap is

[image: art]

where,

θk = The true efficiency based on the true but unknown technology T

[image: art] = DEA-estimated efficiency and T the estimated DEA technology

θkb = The bootstrap replica b estimate based on the replica technology Tb

θk* = The bootstrap estimate of θk

[image: art] = The bias-corrected estimate of θk

The variance of the bootstrap estimate as specified below is used for the computation of the confidence interval:

[image: art]

FRAMEWORK OF ANALYSIS AND FINDINGS

In the first phase of analysis, the RAROC and EVA framework as elaborated in “The Evolving Framework of Bank Performance” has been adopted for the purpose of analysing the performances of eight domestic banks in Malaysia for the period 2001 to 2013. It may be recalled here that in the aftermath of the Asian Financial crisis, BNM initiated a major merger exercise in the banking and financial system in the country. It also released the Financial Sector Master Plan (2001–2010) which delineated the regulatory expectation of the central bank of the country about the growth profile of banks during the decade. The Financial Sector Blue Print (2011–2020) of BNM has similarly become the reference document for the country’s banking and financial system for the current decade. It may also be mentioned in this context that BNM has also ensured the development of risk management system in banks in the country since 2001 and aligning the same to the requirements of Basel Accords through its regulatory nudge on a periodic basis. Present studyaimed at taking a comprehensive view of the performance profile of domestic banks on risk adjusted basis since the major merger exercise in 2000. The choice of period of the study from 2001 to 2013 was conditioned by the study objective. The analysis culminates into the evaluation of relative efficiency of Malaysian banks using DEA framework as explained above.

Relevant data was collected from the DataStream database and the annual reports of the respective banking groups. The daily share-price data of these banking groups and KLCI Index for the period January 2001 to December 2013 were also extracted from the DataStream for the computation of β of the shares of the individual banking groups. In the computation of β, the Yield on MGS 1-Year Security over the years have been taken as the relevant risk free rate and a benchmark return of 15% has been assumed as the benchmark market return. The Yield on MGS securities were collected from Fully Automated System for Issuing /Tendering (FAST) of BNM. The Tier-I capital of individual banks was taken as a proxy measure of the economic capital maintained by individual banks to meet estimate of unexpected losses every year. In arriving at the RAROC figures of individual banks, the Expected Loss (EL) percentage is computed using the following relationship:

EL = Probability of Default (PD) × Loss Given Default (LGD)

The default rate is computed as the ratio of non-performing loan to the average loan. Three-year average default rate has been used for the computation of PD. LGD is computed as the average loan write-off as percentage of non-performing loans during the period of reference.

Reflections on the Financial Health of Malaysian Banks

The key performance indicators of the domestic banking system in the country as has been carried out by BNM over the years are presented in Table 1.

Financial Stability and Payment Systems Report 2013 (Bank Negara Malaysia, 2013) indicates that as Basel-II regulatory requirements are being phased in, the banks have strengthened their capital base with an accretion to reserve by 21% and new issuance of equity by 9.1%. The loss absorption buffer of the banking system over the minimum regulatory requirement stood at RM79.3 billion. Risk weighted assets of banks was 63.3% compared to 62.1% in the previous year. The key driver of the earnings performance of banks was reported to be funding activities which grew by 7.1% during 2013 and constituted 42.8% of the gross operating income of banks. Banks have reported been able to grow the fee based income in the recent years to compensate the decline in margin from highly competitive retail lending market. The interest margin net of loan loss provision declined from 0.66% in 2012 to 0.61% in 2013.


Table 1Some of the key financial indicators of Malaysian banks (Figures in %)

[image: art]

*Basel-III complaint Tier-1 Capital Ratio; **Basel-III compliant total capital ratio

Source: Financial Stability and Payment Systems Reports (Bank Negara Malaysia, 2007, 2010, 2014) and Quarterly Bulletin (Bank Negara Malaysia, 2013)

The gross non-performing loan ratio of the banks is found to be slightly higher compared to peers’ average but collateral cover is reported at comfortable level. It has however, raised concern about the possible impact of weakened ability of household to service loans. The Probability of Default (PD) and Loss Given Default (LGD) for residential mortgage lending were estimated to be at 3.1% and 19% respectively. Deposits from business houses constituted 37% of total banking deposits compared to 35% by household deposits with one large corporate accounting for 24% of total business deposits.

Performances of Malaysian Banks on Risk Adjusted Basis

Table 2, Table 3 with corresponding Figure 1 and Figure 2 presents the Expected Loss (EL), Probability of Default (PD), Loss Given Default (LGD), RAROC and EVA for the Malaysian banks during the period of reference respectively.


Table 2Profile of RAROC and EVA of the bigger Malaysian Banks (in %)

[image: art]

Notes: PD = Probability of default; EL = Expected Loss; LGD =; UL = Loss Given Default; RAROC = Risk Adjusted Return on Capital; EVA = Economic Value Added
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(a) Profile of PD of bigger Malaysian banks
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(b) Profile of LGD of bigger Malaysian banks




[image: art]

(c) Profile of RAROC of bigger Malaysian banks





[image: art]

(d) Profile of EVA of bigger Malaysian banks

Figure 1. Profile of bigger Malaysian banks



It is evident from the above profiles that the PD of Malaysian banks fell significantly over the years in tandem with the benign economic situation in the country. The profile of LGDs of the banking groups is however, not commensurate with the profile of PDs of banks; larger swings were observed during the period 2008 to 2012 than during the earlier periods. The swings were more pronounced in the case of PBB, HLB, Affin and AMMB; LGD of MayBank went-up over the years and varied between 6.61% to 40.53%, between 22.14% to 44.76% for PUB, between 3.84% to 68.67% in AMMB. Affin’s made a large write-off in 2008 and hence LGD was as high as 163.31% of net non-performing loans in the said year. It needs to be highlighted, apart from the quality of the loan portfolio, loan write-off percentage by banks clearly portray the policy of the top management of banks regarding the timing of the write-off according to the individual profit position in any particular year.

There are distinct differences in the profile of RAROC and EVA across the Malaysian banking groups and it also varied across the clusters viz. bigger and smaller banking groups. In general, RAROC of banks fell, though not significantly, during 2008 to 2013. CIMB dominated others in terms of its profile of RAROC followed closely by PUB. In terms of EVA, PUB however, occupied the dominant position in terms of EVA during 2008 to 2013 period. RAROC of three smaller banks viz., Affin, Alliance and RHB fell rather sharply between 2008–2012 periods. In the case of AMMB, it moved up from 4.64% in 2008 to 18.08% by 2011 but dropped-off later to 11.68% in 2013. The EVA of the smaller Malaysian banking groups was rather patchy during most of the period of reference.


Table 3Profile of RAROC and EVA of the smallar Malaysian Banks

[image: art]

Notes: PD = Probability of default; EL = Expected Loss; LGD =; UL = Loss Given Default; RAROC = Risk Adjusted Return on Capital; EVA = Economic Value Added
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(a) Profile of PD of smaller Malaysian Banks
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(b) Profile of Write-off by smaller Malaysian banks
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(c) Profile of RAROC of smaller Malaysian banks
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(d) Profile of EVA of smaller Malaysian banks

Figure 2. Profile of smaller Malaysian banks



The DEA results based on ‘beta’ as input parameter and ‘RAROC’ and ‘EVA’ as output parameters without bias correction and after bootstrap correction are presented in Table 4 and Table 5 respectively; 2000 iterations were taken for the boot strap correction. The detailed results have been added as Appendix A.


Table 4Profile of unadjusted DEA score of domestic Malaysian banks using risk adjusted parameters

[image: art]


Table 5Profile of bootstrap corrected DEA score of domestic Malaysian banks using risk adjusted parameters

[image: art]
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Figure 3. Profile of unadjusted DEA scores
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Figure 4. Profile of bootstrap corrected DEA scores



The profile of DEA scores on a market based approach and assuming a hurdle rate of 15% reflect that PUB and HLB led the rest throughout the period 2001 to 2013. CIMB and MayBank had a mixed profile: the efficiency scores of these banks tapered off in the latter half of the period under study. The swings are quite sharp for smaller Malaysian banks.

CONCLUSION

The aim of this paper was to bring into focus the increasing importance of risk adjusted performance measurement of banks in view of the critical limitations of the traditional ratio based measures of performance like ROE, ROA, P/E, P/B ratio. An in-depth analysis using the framework of RAROC and EVA show that although the bigger banks did not portray robust performance in terms of their EVA, on the whole however, they have become more resilient over the years. The situation however, is not entirely true in the case of the smaller banks in the country. Business repositioning to attune them to meet the emerging challenges in the increasingly competitive marketplace has become a necessity. Situation will become more demanding for these banks as BNM phases in the requirements of Basel – III over the next few years. Possibilities of a second phase of consolidation, voluntary or otherwise, cannot be ruled out in the near future. It needs to be mentioned here the EVA values reported in the paper have been computed assuming a hurdle rate of 15% and hence the position may change in case a lower/higher benchmark is used. It is no doubt true that the present analysis is based on the data collected from secondary sources and hence can only be indicative in nature. For future research, granular bank level data would significantly improve the robustness of the analysis and hence the findings. Moreover, looking at the performance of Public Bank Berhad and Hong Leong Bank Berhad, as emerged from the present study, might prompt researchers’ attention to assess the effect of the ownership structure and hence the managerial decision-making processes in Malaysian banks on their financial performance.
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APPENDIX A

Efficiency score of banks before and after bootstrap correction



	Code

	
Theta (Efficiency)

	
Bias

	
Bias Corrected Theta

	
95% confidence interval




	Lower

	Upper




	MAYBK2001

	0.4103

	0.2397

	0.1706

	0.3353

	0.4057




	MAYBK2002

	0.4882

	0.2345

	0.2537

	0.3847

	0.4799




	MAYBK2003

	0.4740

	0.2682

	0.2058

	0.3793

	0.4623




	MAYBK2004

	0.3599

	0.2905

	0.0694

	0.2926

	0.3545




	MAYBK2005

	0.2571

	0.3872

	–0.1301

	0.2099

	0.2540




	MAYBK2006

	0.4366

	0.2492

	0.1874

	0.3504

	0.4295




	MAYBK2007

	0.5876

	0.2612

	0.3264

	0.4564

	0.5699




	MAYBK2008

	0.4587

	0.1330

	0.3257

	0.3943

	0.4574




	MAYBK2009

	0.2923

	0.1404

	0.1519

	0.2578

	0.2919




	MAYBK2010

	0.4204

	0.2867

	0.1338

	0.3371

	0.4105




	MAYBK2011

	0.4794

	0.2080

	0.2714

	0.3947

	0.4726




	MAYBK2012

	0.5501

	0.0877

	0.4623

	0.4801

	0.5490




	MAYBK2013

	0.4164

	0.1737

	0.2427

	0.3524

	0.4149




	CIMB2002

	0.3214

	0.2358

	0.0856

	0.2706

	0.3201




	CIMB2003

	0.2706

	0.3144

	–0.0438

	0.2250

	0.2688




	CIMB2004

	0.3475

	0.3596

	–0.0121

	0.2674

	0.3430




	CIMB2005

	0.4620

	0.1961

	0.2658

	0.3814

	0.4585




	CIMB2006

	0.4535

	0.2640

	0.1896

	0.3639

	0.4452




	CIMB2007

	1.0000

	0.4935

	0.5065

	0.5716

	0.9333




	CIMB2008

	0.3964

	0.2883

	0.1081

	0.3190

	0.3898




	CIMB2009

	0.4193

	0.2701

	0.1493

	0.3286

	0.4128




	CIMB2010

	0.5479

	0.2602

	0.2877

	0.4112

	0.5386




	CIMB2011

	0.6155

	0.3224

	0.2931

	0.4378

	0.6000




	CIMB2012

	0.5671

	0.3352

	0.2319

	0.4048

	0.5553




	CIMB2013

	0.4886

	0.5859

	–0.0973

	0.3188

	0.4793




	PUB2001

	0.7243

	0.0546

	0.6697

	0.6391

	0.7233




	PUB2002

	0.4796

	0.0849

	0.3947

	0.4231

	0.4789




	PUB2003

	0.5681

	0.0773

	0.4908

	0.4995

	0.5671




	PUB2004

	0.4083

	0.1071

	0.3012

	0.3591

	0.4076




	PUB2005

	0.5334

	0.1193

	0.4140

	0.4578

	0.5309




	PUB2006

	0.5127

	0.2425

	0.2702

	0.4089

	0.5028




	PUB2007

	0.8444

	0.2971

	0.5473

	0.5809

	0.8076




	PUB2008

	1.0000

	0.4450

	0.5550

	0.5917

	0.9375




	PUB2009

	0.7965

	0.2629

	0.5335

	0.5648

	0.7765




	PUB2010

	0.8808

	0.2893

	0.5915

	0.6036

	0.8438




	PUB2011

	0.9433

	0.2936

	0.6497

	0.6374

	0.8981




	PUB2012

	0.9002

	0.2755

	0.6247

	0.6286

	0.8667




	PUB2013

	1.0000

	0.2778

	0.7222

	0.6851

	0.9342




	HLB2001

	0.8107

	0.1187

	0.6920

	0.6726

	0.8045




	HLB2002

	0.5036

	0.1678

	0.3358

	0.4220

	0.4993




	HLB2003

	0.4128

	0.1264

	0.2864

	0.3586

	0.4120




	HLB2004

	0.4984

	0.0925

	0.4059

	0.4367

	0.4975




	HLB2005

	0.3547

	0.1379

	0.2168

	0.3093

	0.3540




	HLB2006

	0.5007

	0.0961

	0.4045

	0.4369

	0.4997




	HLB2007

	0.5031

	0.0951

	0.4080

	0.4393

	0.5022




	HLB2008

	0.7536

	0.1295

	0.6241

	0.6248

	0.7468




	HLB2009

	0.6987

	0.2138

	0.4849

	0.5432

	0.6809




	HLB2010

	0.4810

	0.1386

	0.3424

	0.4121

	0.4786




	HLB2011

	0.5339

	0.0945

	0.4393

	0.4645

	0.5328




	HLB2012

	0.6551

	0.1843

	0.4708

	0.5263

	0.6453




	HLB2013

	0.6528

	0.2221

	0.4307

	0.5121

	0.6362




	AFFIN2006

	0.5140

	0.0767

	0.4372

	0.4535

	0.5133




	AFFIN2007

	0.3526

	0.1576

	0.1950

	0.3054

	0.3518




	AFFIN2008

	0.4172

	0.1387

	0.2785

	0.3603

	0.4162




	AFFIN2009

	0.3816

	0.2089

	0.1727

	0.3194

	0.3796




	AFFIN2010

	0.6494

	0.0658

	0.5836

	0.5712

	0.6483




	AFFIN2011

	0.3430

	0.1199

	0.2232

	0.3024

	0.3425




	AFFIN2012

	0.5407

	0.0882

	0.4525

	0.4723

	0.5397




	AFFIN2013

	0.4944

	0.0976

	0.3968

	0.4315

	0.4934




	ALLIANCE2007

	0.5519

	0.3432

	0.2088

	0.3980

	0.5346




	ALLIANCE2008

	0.4940

	0.2232

	0.2708

	0.3959

	0.4855




	ALLIANCE2009

	0.3961

	0.2914

	0.1047

	0.3196

	0.3874




	ALLIANCE2010

	0.3888

	0.1178

	0.2710

	0.3408

	0.3881




	ALLIANCE2011

	0.3812

	0.1118

	0.2695

	0.3354

	0.3806




	ALLIANCE2012

	0.6379

	0.0787

	0.5592

	0.5551

	0.6365




	ALLIANCE2013

	0.4075

	0.1712

	0.2363

	0.3486

	0.4055




	AMMB2001

	0.3119

	0.1310

	0.1809

	0.2751

	0.3114




	AMMB2003

	0.3137

	0.1369

	0.1768

	0.2760

	0.3132




	AMMB2004

	0.3022

	0.1313

	0.1709

	0.2666

	0.3018




	AMMB2005

	0.2922

	0.1379

	0.1543

	0.2578

	0.2918




	AMMB2006

	0.2628

	0.1588

	0.1040

	0.2313

	0.2623




	AMMB2007

	0.3716

	0.1111

	0.2606

	0.3275

	0.3711




	AMMB2008

	0.3213

	0.1245

	0.1969

	0.2835

	0.3209




	AMMB2009

	0.4287

	0.0977

	0.3310

	0.3773

	0.4280




	AMMB2010

	0.3846

	0.1250

	0.2596

	0.3357

	0.3839




	AMMB2011

	0.5495

	0.2643

	0.2852

	0.4133

	0.5391




	AMMB2012

	0.8091

	0.2550

	0.5541

	0.5751

	0.7911




	AMMB2013

	0.5077

	0.1395

	0.3682

	0.4312

	0.5049




	RHB2001

	0.2421

	0.1626

	0.0795

	0.2136

	0.2418




	RHB2002

	0.3109

	0.1280

	0.1829

	0.2743

	0.3105




	RHB2003

	0.2525

	0.1757

	0.0769

	0.2217

	0.2521




	RHB2004

	0.3469

	0.1166

	0.2303

	0.3060

	0.3464




	RHB2005

	0.2598

	0.1677

	0.0921

	0.2285

	0.2594




	RHB2006

	0.3639

	0.3416

	0.0223

	0.2901

	0.3593




	RHB2007

	0.6690

	0.2636

	0.4054

	0.4893

	0.6518




	RHB2008

	0.6622

	0.4824

	0.1798

	0.4245

	0.6435




	RHB2009

	0.6474

	0.3510

	0.2964

	0.4539

	0.6235




	RHB2010

	0.5319

	0.2477

	0.2843

	0.4214

	0.5189




	RHB2011

	0.4187

	0.1535

	0.2651

	0.3582

	0.4175




	RHB2012

	0.3345

	0.6603

	–0.3259

	0.2409

	0.3250




	RHB2013

	0.5055

	0.2157

	0.2898

	0.4138

	0.4963





Note: negative bias corrected scores reflect large bias in the original DEA estimates of the banks for those specific years
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ABSTRACT

This paper examines the linkages among the ASEAN-5 stock exchanges, and their relationship with the Hong Kong and U.S. markets by using the multivariate GARCH approach for the period before and after the global financial crisis. The mean and volatility spillover effects are analysed. The mean, past-volatility, and past-shock spillovers between the ASEAN stock markets occurred to a lesser extent in the post-crisis period. While these findings suggest weaker linkages, the reaction to bad market news has strengthened after the crisis. The U.S. market is the main source to the mean spillover effects. Although the past-volatility and past-shock spillovers effects from the Hong Kong market are larger, the ASEAN markets tend to react more strongly towards unfavourable U.S. market news.

Keywords: global crisis, linkages, multivariate GARCH, spillover effects, stock market

INTRODUCTION

Over time, different economies have become more integrated due to factors such as improvement in mobility and communication technology, the development of trade regionalism, liberalisation of cross-border transactions, free flow of capital, and reduction in the cost of trade (Ethier, 2001). At the same time, international stock markets have been perceived to become more integrated as well. A shock that occurs in one market will be transmitted very quickly into other markets given the efficiency of borderless information flow. Masson (1998) termed this as ‘monsoonal effects’. The subject of stock market integration has been defined broadly from the asset pricing and the statistical viewpoint (Naranjo & Aris, 1997; Cheng, 2000). Theoretically, the definition based on the asset pricing is that the perfectly integrated markets obey the law of one price (Kleimeier & Herald, 2000). The rationale behind this definition is that similar securities with the same risk characteristics should have same valuations regardless of the locations in which they are traded. Perfect financial integration will occur when capital controls and other institutional barriers do not exist, and hence, there will be no arbitrage opportunity. The definition based on the statistical viewpoint is that stock markets are integrated when the prices of different markets share a common equilibrium path in the long run.

A considerable amount of empirical works have been conducted on the integration of stock markets in terms of linkages of stock markets in the first moment of the distribution of returns. Time-series econometric techniques such as VAR and cointegration were applied to examine the transmission of stock market movements. Among others, such works include Palac-McMiken (1997), Wong, Penm, Terrell and Lim (2004), Goh, Wong and Kok (2005), Hawati, Ruhani and Roselee (2007), Karim and Majid (2009), Kamaralzaman, Samad and Isa (2011), and Yeoh, Hooy and Arsad (2010). More recent works such as that of Lean and Smyth (2013) highlighted the need to use cointegration methods with structural breaks to take into account of the changes due to crises that affect stock market integration. There were also studies that advocated the application of other techniques such as the bounds test of cointegration in the mean process based on autoregressive distributed lag models (e.g. Bakri & Zulkefly, 2012).

The focus of this paper is on linkages of stock markets in the second moment. Stock market can fluctuate in a dramatic manner and the price movements can appear to be too volatile to be justified by fundamentals alone. In addition to fundamentals, market volatility is also driven by information in the market and market expectation. Such phenomenon remains the key to modern financial market research where the subject of stock market volatility has been under examination extensively (Shiller, 1981). The importance of volatility in finance is obvious – the equilibrium price from asset pricing models is vulnerable to changes in volatility, fund managers put great emphasis on the mean-variance hypothesis, and the valuation of derivatives depends on the volatility forecast. Portfolio managers, risk managers, arbitrageurs, and treasurers monitor volatility trends closely as variations in prices will have significant effects on investment and risk decisions.

The 1987 international crash of stock markets remains the catalyst to the proliferation of studies on volatility linkages across markets. The common results of Aderhold, Cumming and Harwood (1988), Bennett and Kelleher (1988), Dwyer and Hafer (1988), Goodhart (1988), and Neumark, Tinsley and Tosini (1988) indicated that the high co-movement of international stock markets during the Black Monday crash was transitory in nature. At the same time, many studies showed that the linkages between stock markets have increased significantly after the 1987 crash period. The findings increased the inclination to implement certain regulations and institutional rules in order to reduce the cross-market impacts of large stock prices movements. Volatility of spillovers were also studied by Susmel and Engle (1994), Koutmos and Booth (1995), Longin and Solnik (1995), and Kanas (1998). Common findings are that linkages between stock markets are inclined to increase in the period of high volatility, and higher degree of spillovers was observed during the post-crash period than the pre-crash period, suggesting that these stock markets were more interconnected after the crisis. The 1997 Asian financial crisis sparked similar interest on the linkages of the stock markets in Asia (see, for example, In, Kim, Yoon & Viney, 2001; Worthington & Higgs, 2004; Lee, 2009; Joshi, 2011). Again, the crisis has contributed to more evidence of higher volatility spillover. Another interest finding is that own-volatility spillover was higher than cross-market spillover for the emerging stock markets. The fact that the changes in volatility due to domestic innovations were relatively more significant is itself a revelation of market integration to a lesser extent, a feature of the Asian markets.

A key development in the literature on linkages in the second moment is the recent shift in the application of univariate approaches to multivariate GARCH modelling. Xu and Sun (2010), for example, employed the multivariate GARCH in the form of BEKK to investigate the dynamic linkages between China and the U.S. stock markets under two recent financial crises, namely, the Asian financial crisis and the 2007–2010 subprime global crisis. The dynamic conditional correlation multivariate GARCH model was applied by Teng, Yen, Chua and Lean (2013) to study if the stock markets of ASEAN-5 are integrated with China and India. Lean and Teng (2013) used the same method to estimate volatility spillover from advanced markets and emerging powers to the Malaysian stock exchange. Following this development, this paper examines the linkages of ASEAN stock markets with the application of multivariate GARCH for modelling the second moment of the distribution of returns while taking into account the effect of the global financial crisis. This research initiative has not been sufficiently explored in the literature.

The five founder countries of ASEAN are selected to study the linkages in terms of the stock return and volatility transmission among their stock markets, as well as with the developed stock markets. Price movements in the Hong Kong and U.S. stock markets are included to represent movements in the regional and world markets, respectively. Given the massive evidence of integration among the developed and developing stock markets, Kearney and Lucey (2004) pointed out that investors around the world need to keep an eye on risks associated with the increased welfares of portfolio diversification. This reinforces the intention to study the linkages among these liberalised stock markets.


The liberalisation process of the financial markets in the recent years has attracted investors to expose themselves to the international stock markets which offer various sophisticated investment instruments. Liberalisation means the result of the loosening in home price and quantity restrictions, higher foreign involvement in local financial markets, higher capital movements among countries, and new innovative financial products and services. Asian countries such as Malaysia, Indonesia, Philippines, Thailand, Singapore, and Hong Kong have undergone stock market liberalisations at different period of time which can be summarised using three indicators, namely, the official liberalisation date, the first country fund, and the first ADR (American Depository Receipts) as in Table 1. The official liberalisation date can be defined as a date of regulatory change after which the foreign investors have the option to transact in local shares and local investors have the same privilege to invest in the liberalised foreign stock markets (Bekaert & Harvey, 2000). Closed-end mutual funds (investment entity that manages a portfolio which consists of foreign assets but issues fixed number of shares locally), were the first vehicle for foreign investment in developing financial markets. ADR is a right to foreign stocks that are traded in dollar currency on the U.S. stock exchange or over-the-counter (OTC). Since ADRs are normally treated as U.S. securities, they allow pension funds, mutual funds, and other U.S. institutions to hold securities with the flexibility of exchangeable or replaceable with foreign shares. From these indicators, the financial markets of Hong Kong and ASEAN-5 countries had liberalised since beginning of 1990s. It should be noted that liberalisation does not mean that foreign investments can freely flow given the various forms of direct and indirect barriers. Harrison (1994) elaborated that the barriers which existed at the end of 1989 for the institutional investors include limits on foreign ownership, withholding taxes on dividend and taxes on capital gains.

This study also examines if there are significant changes in the degree of linkages among the selected stock markets before and after the 2008 global financial crisis. The financial crisis 2007–2008 that saw the collapse of many prominent financial institutions was regarded as the worst financial crisis since the Great Depression in 1930. The financial leverage that was increased significantly by these institutions before the crisis led to high exposure to financial shocks. The institutions that have high ratios of debt relative to equity were unable to deleverage concurrently without significant decreases in the value of their assets. This situation had led to the distress of the whole economy where business and consumer confidence dropped significantly, and economic activities suffered a downturn, which in turn increased the unemployment rate. This crisis had resulted downturns in the stock markets around the world. Issues and problems related to bank solvency, shortage of credit availability and discredited investor confidence were among the factors that affected the global stock markets where share prices declined dramatically during 2008 and early 2009.


Table 1Indicators of stock market liberalisation



	Country
	Official Liberalisation Date

	First Country Fund

	First ADR




	Hong Kong
	January 1973a

	–

	–




	Malaysia
	December 1988b

	December 1987b

	August 1992b




	Indonesia
	September 1989b

	February 1989b

	April 1991c




	Thailand
	September 1987c

	July 1985b

	January 1991b




	Philippines
	June 1991c

	May 1986b

	March 1991b




	Singapore
	June 1978a

	–

	–





a see Phylaktis and Ravazzolo (2002), b see Bekaert and Harvey (1998), and c see Bekaert and Harvey (2000).

METHODOLOGY AND DATA

The Sup Wald test proposed by Vogelsang (1997) was used to estimate the occurrence of the break points related to the crisis. The advantage of this test is that there is no need for prior logical setting about the structural break dates while it provides endogenous estimates. In addition, this test is applicable to data which have the characteristics of unit root, non-constant mean, and the presence of autocorrelation problems. The Sup Wald test involves the estimation of an autoregressive process around the n-th order deterministic trend with a break at Tb which can be stated as:

[image: art]

where pit is the stock market index for country i at period t, i = 1, 2, …, 7 (representing the stock market of U.S., Hong Kong, and the ASEAN-5 (Malaysia, Indonesia, Thailand, Philippines, Singapore), respectively), t = 1, 2, …, T with T being the number of observations for the period under consideration, while DTjt = (t – Tb) j if t > Tb, and zero otherwise. Equation (1) was estimated sequentially for each possible break date. As the crisis is known to evolve around 2007–2008, the search for break points was performed within the three-year period up to the end of 2008 to identify the exact date of structural change due to the crisis. The three years thereafter were also searched for another date for the recovery from the crisis. Equation (1) was estimated in a consecutive manner for each possible break date with 5 percent trimming in the range of 0.05 T < Tb < 0.95T. The Wald statistic [image: art] is computed in order to test the null hypothesis of γ0 = γ1 = … = γn = 0 in each stage. The supremum statistic is stated as follows:
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where C is the set consisting of the possible break point dates. The Sup Wald statistic is for testing the null hypothesis of no break change against the alternative hypothesis that at least one of the polynomial trends has a structural break. The critical values for the stationary and unit root case are given in Vogelsang (1997). The critical values for 5% trimming used in this study were interpolated from the the critical values for 1% and 15% trimming. The test was performed on n = 0, 1 and 2 and as in the equations below:
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The break dates identified were used to define the pre-, during, and post-global crisis period.

The multivariate GARCH model was used to explore empirically the linkages of the seven selected stock markets. Let the return of the stock market be defined as rit = ln pit − ln pit-1. The multivariate GARCH model will be used to examine the combined mechanisms which are related to the market returns. The model for the mean of the process was estimated by:

[image: art]

where rt = (r1r, r2t,…,r7t)′ is a 7 × 1 vector of returns at time t, r represents a 7 × 7 matrix which contains the parameters attached to the lagged returns, and εt|It−1 ~ N(0, Ht). The diagonal elements, say γii, in matrix, r, represent the own-market mean spillovers while the off-diagonal elements, γij, represent the cross-market mean spillovers. The term εt = (ε1t, ε2t,…,ε7t)′ is a 7 × 1 vector of random errors, representing the shock of each stock market. The information set, It–1 represents the information available to all the markets at time t – 1 and α is the 7 × 1 vector of constants. The conditional variance-covariance matrix Ht that consists of both diagonal (variance) and non-diagonal elements (covariance) can be stated as follows:
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where hiit represents the conditional variance of stock market i, and hijt represents the conditional covariance between stock markets i and j, i ≠ j, at time t.

Engle and Kroner (1995) suggested the BEKK model as follows:
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An advantage of this model is that it ensures Ht is positive definite due to the quadratic form of the terms in the right-hand-side of Equation (6). There is an extension to the BEKK model proposed by Kroner and Ng (1998) which allows the asymmetric element to be taken into account. In other words, this extension provides the measurement about the asymmetric responses due to the different sign of the innovation. The general view is that the volatility of a stock market is relatively higher due to the response towards the negative shocks compared to the positive counterparts. The extension to the BEKK model is expressed as:
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where Et = εt if εt < 0 and zero if εt < 0. Therefore, the fourth term of the right-hand-side of Equation (7) captures the measurement of the asymmetric responses towards positive and negative shocks. A, B and D are parameter matrices of 7 × 7 and C represents the 7 × 7 matrix of constants. The model may be untenable due to the large number of parameters that need to be estimated. When restrictions are imposed on the A, B and D matrices, a diagonal version of the BEKK model is obtained, which contains lesser parameters. The diagonal version of the BEKK model can be formulated from the full BEKK parameterization if and only if each of the matrices mentioned in Equation (7) are diagonal. The formulation will be as follows:
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where cii and cij are constants, aii is the diagonal element of A, bii is the diagonal element of B, and dii is the diagonal element of D. The term [image: art] is the coefficient of lagged own-volatility of market i, [image: art] is the coefficient of lagged own-volatility shocks of market i, and [image: art] is the coefficient of lagged own-negative volatility shocks.

These specifications imply that the volatility spillovers within one series depend on the past volatility spillovers (the effects arising from past volatility), past shocks (the effects arising from past squared innovations), and past negative shocks. The co-volatility spillovers are due to the past co-volatility, cross-products of past disturbances, and cross-products of past negative shocks between two markets (i and j). The effects are given by the cross-products of diagonal elements of A (aiiajj), B (biibjj), and D (diidjj), respectively. Let these effects be denoted by αij = aiiajj, βij = biibjj and δij = diidjj. The parameters of these models are estimated by using the maximum log-likelihood method. The mechanism of this estimation is to maximise the log-likehood function specified as:
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where θ denotes the vector of all the unknown parameters to be estimated.

The data used in this study are the daily closing prices of the stock markets of Malaysia, Indonesia, Thailand, the Philippines, Singapore, U.S., and Hong Kong. The stock indices selected are Kuala Lumpur Composite Index (now known as the FTSE Bursa Malaysia KLCI), Jakarta Composite Index (JCI), Stock Exchange of Thailand Index (SET), the Philippines Composite Index (PCOMP), Straits Times Index (STI), the S&P 500 Index (SPX), and Hang Seng Index (HSI). The S&P 500 Index represents the market indicator of the global financial centre, while the Hang Seng Index represents the regional financial centre in South-East Asia. These daily data span from 2 January 2002 to 30 December 2011.1 The raw data were obtained from the Bloomberg. The data were synchronised by omitting all the observations if a series has a missing value on a particular non-trading day, and also for time zone differences. There are a total of 2,046 observations for each of the indices.


RESULTS

The results of the Vogelsang test are reported in Table 2. For the crisis period, significant break points were found between August 2007 and September 2008 for the Singapore, Indonesia, Thailand, Hong Kong, and the U.S. stock markets. For the recovery period, significant break dates were detected for Malaysia, Singapore, Indonesia, Hong Kong, and the U.S. stock markets between March and May 2009. The results are consistent with the prior views that the crisis started from the mid-2007 to 2008 and the stock markets have mostly recovered since March 2009.

The results provide some indication of the period when the crisis started and when it ended. The earliest significant crisis break point from Table 2 is 16 August 2007. This implies that the previous day, 15 August 2007, is the end of the pre-crisis period for at least one of the markets. The latest significant crisis break date is represented by 29 September 2008. By this date, the crisis had affected all the selected markets. For the recovery period, the earliest significant break point corresponded with 2 March 2009 and this suggests 27 February 2009 marks the end of the crisis for at least one of the markets. The significant break date indicating the last market recovery is 7 May 2009 and hence, the beginning of the post-crisis period for all the markets. The preceding discussion suggests that all the seven markets went through the three sub-periods defined as follows:


	Pre-crisis period – 2 January 2002 to 15 August 2007

	Crisis period – 29 September 2008 to 27 February 2009

	Post-crisis period – 7 May 2009 to 29 December 2011


Table 2Sup Wald statistics of break dates
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Note: ***, **, * denote significance at the 1%, 5% and 10% levels, respectively. The 10% critical values are 8.60, 12.83, and 15.36, 5% critical values are 10.23, 14.72, and 17.21, and 1% critical values are 14, 19.10, and 21.07 for n = 0, 1 and 2, respectively, for an I(0) process. The 10% critical values are 16.02, 22.49, and 28.07, 5% critical values are 18.09, 25.21, and 31.33, and 1% critical values are 22.59, 30.41, and 38.40 for n = 0, 1 and 2, respectively, for an I(1) process. In the case of Malaysia, the test statistic for n = 2 could not be computed due to perfect collinearity problem.

Table 3 shows the mean daily returns of these markets. Those of the pre-crisis period for Malaysia, Singapore, Indonesia, Thailand, Philippines, and Hong Kong are significantly positive while the mean for U.S. is not significantly different from zero. The stock market returns in the Asian countries were performing fairly well before the crisis. The mean returns for Singapore and U.S. stock markets are negative for the crisis period while the mean returns for the rest of the other stock markets are not statistically different from zero. The post-crisis mean returns for these seven markets are positive, showing sign of recovery from the crisis.


Table 3Average daily returns (%)
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Note: ***, **, * denote significance at the 1%, 5% and 10% levels, respectively (1-tailed test). Figures in parentheses are standard deviations.

The results for the test of equality of mean returns shown in Table 4 indicate differences for all three periods in all the markets based on the F-test. However, the Kruskal-Wallis test indicates that the mean returns for Philippines and Hong Kong are not significantly different for the three periods. The pre- and post-crisis mean returns are significantly greater than the mean returns in the crisis period. These seven markets performed relatively worse in the crisis period. The means for the pre- and post-crisis periods are not significantly different. This suggests that the market had recovered to the pre-crisis level after the crisis.


Table 4Equality test for mean returns
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Note: The Bonferroni comparison tests were performed to assess the cross-period differences of the mean returns. ***, **, * denote significance at the 1%, 5% and 10% levels, respectively.


Pairwise comparisons were made between the pre- and post-crisis correlations. The results in Table 5 show clear change of the co-movement relationships among all the stock markets in ASEAN, as well as their relationship with the Hong Kong and U.S. markets. The correlations before the crisis are lower than the post-crisis correlations, and the degree of the correlations among all the stock markets has strengthened substantially after the crisis. The post-crisis period also saw stronger relationship between the ASEAN and the Hong Kong markets, but less so with the U.S. market.

The results for the ADF unit root test are reported in Table 6. All the indices are integrated of order one except the U.S. where it is integrated of order zero in the pre-crisis period. The test provides evidence that all the stock market indices are stationary at level during the crisis period, suggesting that the innovations to these stock markets are relatively short-lived during the crisis period. The stock indices in the post-crisis period are all I(1).


Table 5Test of equality of pre- and post-crisis correlations of stock market returns
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Note: The table reports the z-statistics of the test. Bonferroni adjustments were made for test of significance. ***, **, * denote significance at the 1%, 5% and 10% levels, respectively.

We proceed to study the linkages of the stock markets using the stationary return series. For easy reference, Malaysia, Singapore, Indonesia, Thailand, Philippines, Hong Kong, and the U.S. are referred to as market 1, 2, 3, 4, 5, 6, and 7, respectively in the labelling of the coefficients.


Table 6Augmented Dickey-Fuller test for unit root
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Note: ***, **, * represent significance at the 1%, 5% and 10% levels, respectively. Figures in [ ] indicates the number of lags chosen using the SIC criterion. The test regression contains a constant and a time trend.


Table 7Parameter estimates for the diagonal BEKK model for the pre-crisis period
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Notes: ***, **, * represent significance at the 1%, 5% and 10% levels, respectively. Figures in parentheses are standard errors. The estimates for the constants of the variance equation are not reported. The coefficients are as follows: αij = aiiajj, βij = biibjj and δij = diidjj.


Table 7 shows the estimated results of the BEKK model for the pre-crisis period. Only a few stock markets have significant own-return linkages which include Malaysia, Indonesia and the U.S. The cross-mean spillovers that are significant among the ASEAN markets include Malaysia-Singapore, Malaysia-Thailand, Malaysia-Philippines, Singapore-Indonesia, Singapore-Thailand and Thailand-Philippines. It is seen that the return spillovers from Singapore market to the other ASEAN markets have a negative impact during the pre-crisis period. The U.S. stock market played a dominant role, which is evident from the significant positive return spillovers to all the other stock markets. The low coefficient for the Malaysia case indicates that its stock market is relatively exogenous to global influence compared to the others. The Hong Kong market does not seem to have any significant influence in the mean spillover to the ASEAN markets.

Significant own- and cross-volatility shock spillovers are evident for all the stock markets. Volatility persistence is found to be high, with coefficients ranging from 0.63 to 0.98 that are significant at the 1 percent level. In terms of cross-volatility spillovers, Hong Kong stock market has a more significant role than the U.S. stock market in influencing the ASEAN markets. In this case, the Hong Kong stock market has reasonable influence as the regional financial center. The cross-volatility shock spillovers are also prevalent but across the ASEAN and Hong Kong stock markets only. It appears that the effects of past innovations from the Hong Kong stock market are relatively lower than the effects of past innovations from the other ASEAN stock markets. On the other hand, the past shocks from the U.S. market did not have a significant impact. There is clear evidence of own- and cross-market asymmetric responses. Good news seemed to have a higher impact on market volatility in general before the crisis. Nonetheless, the volatility of all the ASEAN markets are generally higher in response to the negative shocks from the U.S. market than the positive shocks.

Table 8 reports the results for the post-crisis period. The linkages in returns of the ASEAN market found before the crisis have become mostly insignificant after the crisis. However, the U.S. market continued to influence the mean returns of the ASEAN market. The mean spillover effect from the Hong Kong market remains insignificant. Linkages in the mean appeared to have weakened considerably after the crisis.


Table 8Parameter estimates for the diagonal BEKK model for the post-crisis period
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Notes: ***, **, * represent significance 1%, 5% and 10% levels, respectively.


The past-volatility spillover remains highly significant among the ASEAN markets and between them and the Hong Kong and U.S. stock markets. However, volatility persistence has reduced after the crisis. Just as before the crisis, the impact from past volatility of the Hong Kong and U.S. markets is higher than the inter-ASEAN market impact. Also, the Hong Kong stock market continues to have higher past-volatility spillover effects than the U.S. stock market in influencing the ASEAN markets. The impact from past shocks in volatility almost disappears in the post-crisis period. Despite the smaller post-crisis impact, cross-shock volatility spillovers are more prevalent from the Hong Kong, but not the U.S. market. In contrast to spillovers from past volatility and shocks, the asymmetric spillover effects become stronger after the crisis. The magnitude of response is not only stronger, but also positive, suggesting that post-crisis bad news have a higher tendency to increase market volatility. The results are very different from the pre-crisis period where good news could also increase market volatility. This could be due the residual effects generated by the global crisis which have led the sentiments in the marketplaces to be more responsive towards negative news. The ASEAN markets are also more sensitive towards bad news from the U.S. market than those from the Hong Kong market.

Figures in parentheses are standard errors. The estimates for the constants of the variance equation are not reported. The coefficients are as follows: αij = aiiajj, βij = biibjj and δij = diidjj.

CONCLUSION

This study examines the linkages in the form of stock returns and volatility spillovers between the stock exchanges in the ASEAN-5 countries with the Hong Kong and U.S. stock markets using the multivariate BEKK GARCH model, focusing on the period before and after the global financial crisis. The use of this multivariate model overcomes the weak assumption of market independence of the univariate GARCH model. While the model takes into account inter-market dependence, volatility spillover can be examined from three sources, namely, past volatility, past shocks, and past shocks due to bad market news.

In contrast to the pre-crisis period, the return spillovers among the ASEAN stock markets are almost non-existent during the post-crisis period. However, the positive return spillovers from the U.S. market to all of the ASEAN markets still exist. The same impact is not seen to originate from the Hong Kong market. Persistence of the past-volatility spillover, although reduced, continues to be present after the crisis. Interestingly, the past-volatility spillover effects from the U.S. and Hong Kong markets are larger than those from the ASEAN markets. The fluctuations of the ASEAN markets, hence, are not necessarily better explained by the domestic conditions as suggested by Masih and Masih (1999), but the regional and global market influence is increasingly growing in importance. For the post-crisis period, the past-shock spillovers are lesser in impact. The inter-ASEAN market influence is largely reduced. The Hong Kong market is an important source of this spillover, but not the U.S. market. Asymmetric responses to shocks are evident in both the pre- and post-crisis periods. However, the related spillover effects are much stronger after the crisis. This is particularly true for the shocks due to bad news from the U.S. market that lead to increased volatility in the ASEAN markets, and its impact is larger than the source from the Hong Kong market.


The weaker post-crisis return and volatility linkages support the study of Goh et al. (2005) that found that the long-run relationships that existed between the ASEAN markets had disappeared after the crisis. On the other hand, the results pose considerable challenges to many other studies that suggest stronger linkages between stock markets after the crisis. First, the impact from mean spillover has weakened after the crisis. Second, the persistence in the spillover from past volatility has also reduced. Third, the spillover effects from past shocks in the volatility have receded to a very low level. The linkages after the crisis, however, hinged strongly on the effects from bad market news.

Given the rising potential and its developed financial system (see, for example, Sheera and Bishnoi, 2013), more funds are focusing on the ASEAN region. The weaker post-crisis linkages of the ASEAN stock markets through mean and volatility spillovers suggest a higher degree of individual-market exogeneity that enhances portfolio diversification opportunities. These opportunities, however, have weaker prevalence during bad market conditions when the volatility spillover effects are high. Otherwise, the weaker mean and volatility spillovers among these markets during the post-crisis period indicate that there is a cool-off period after the recovery of the stock markets. This could be due to the cautiousness of investors after experiencing the financial turmoil that also causes them to be more sensitive to unfavourable market news. Whether these effects are transitory in nature requires further investigation. Investors who are able to predict the trough of the stock markets towards the end of the crisis period and the suitable time to get back into the stock markets could reap potential rewards once the market starts to rebound. This study could also be extended by adopting the asymmetric multivariate GARCH model that allows for asymmetric linkages of stock markets. The relaxation of the symmetry assumption facilitates a more effective estimation of cross-volatility shocks that occur in the markets.
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NOTES

1.   The period of study was selected to avoid other events in order to focus on the comparison before and after the 2007–2008 world financial crisis. It excluded the early 2000s economic slowdown that affected some developed nations, particularly the European Union. The latest data available at the time of research were used. With hindsight, the period of study ended before the worsening of Eurozone debt crisis into the year 2012.
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ABSTRACT

The study investigates if the level of investment opportunities reduces the positive impact of expropriation incentive on the level of overinvestments. Under the condition of capital constraint, high incentive of controlling shareholders to expropriate firms’ wealth do not necessarily result in overinvesments if firms have abundant investment opportunities. The study also examine if positive investment-cash flow sensitivity still exists after a significant corporate governance reforms in Indonesia. The study finds no positive relation between investments and cash flow. It documents that overinvestments primarily occur in firms whose controlling shareholders have small ownership. Further, it documents that higher investment opportunities mitigate the effect of expropriaton incentive on overinvestments.

Keywords: expropriation incentive, investment-cash flow sensitivity, investment opportunities, overinvestment

INTRODUCTION

The objectives of the study are: first, to investigate if positive cash-flow investment sensitivity in general exists in Indonesia, more than ten years after the East Asian financial crisis; second, to examine if such sensitivity predominantly is a result of overinvestments caused by expropriation incentive by controlling shareholders and; third, to investigate whether overinvestments primarily occur in firms with bad prospect (i.e., low investment opportunities).

One explanation of the positive relation between level of investments and operating cash flow is the existence of asymmetric information and capital market imperfection. Capital market imperfections and asymmetric information cause financial constrain to the firm and consequently, the cost of external financing is more expensive than cost of internal financing. Managers must rely on internal cash flow to finance the firm’s projects and thus if firm faces a limitation in cash flow or financial constraint, managers tend to pass up a positive a positive net present value projects. Thus, a positive relationship between cash flow and investment is an indication of underinvestment (Myers & Majluf, 1984). Fazzari, Hubbard and Petersen (1988), Hubbard (1998), Ağca and Mozumdar (2008) show that firms with high level of financial constraints tend to have higher investment-cash flow sensitivity (i.e. their investment are more profound to cash flow).

However, a recent study conducted by Chen and Chen (2012) that employ U.S. listed firms as the samples find that the positive investment-cash flow sensitivity has disappeared recently. They suggest given that financial constraints still profound, the positive investment-cash flow relation found in the past cannot be attributed by financial constraints. They suggest alternative explanations for the disappearance, but in the end they conclude that there is no definite answer and the cause for the disappearance remains a puzzle.

Since the ownership structure of U.S. listed firms typically is highly dispersed, Chen and Chen (2012) do not consider the effect of ownership structure on investment-cash flow sensitivity as addressed by Wei and Zhang (2008) and explained as follow. Degryse and de Jong (2006) and Wei and Zhang (2008) provide alternative view about a positive relationship between cash flow and firm’s capital investments. The view focuses on the manifestation of agency problem in firm capital investment (Jensen, 1986; 1993). Large free cash flow in a firm induces managers to squander it for their own private benefit. The managers tend to overspend their cash flow to unprofitable projects (i.e., overinvestment) if they convince there will be more assets under their control. Thus, a positive relationship between cash flow and investment is an indication of overinvestment or empire-building.

Wei and Zhang (2008) suggest that firms in the U.S. and East Asian countries reveal strongly positive investment cash-flow sensitivities but based on different reasons. In the U.S. firms, the result supports the underivestment hypothesis caused by asymmetric information (Hadlock, 1998), meanwhile in East Asian firms, the empirical finding supports the overinvestment hypothesis caused by agency costs of free cash flow (Wei & Zhang, 2008). Wei and Zhang (2008) argue that this difference in empirical finding may be caused by the difference in the agency problem that each economy faces. In the U.S., the conflict of interest is between managers and shareholders, while the agency problem in East Asia primarily is due to the conflict of interest between controlling shareholders and non-controlling shareholders.

Controlling shareholders are encouraged to exproriate non-controlling shareholders (through among others overinvestment) if the their control rights are higher than their cash flow rights (Claessens, Djankov, & Lang, 2000). Thus, the incentive to expropriate increases as cash flow rights decreases and as the difference between control rights and cash flow rights (i.e., cash flow leverage) increases. Wei and Zhang (2008) then hypothesise that overinvestments (underinvestments) exist when the positive relation between cash flow and investment decreases as cash flow rights increases (decreases), or when cash flow leverage decreases (increases). Using the period of the study (year 1991–1996) before the East Asian financial crisis, their findings are consistent with the overinvestment hypothesis and thus, they conclude that the positive association between cash flow and investment in East Asian countries (including Indonesia) is due to overinvestment resulting from expropriation of controlling shareholders.

After the crisis, governments in the region (including Indonesia) introduced a number of regulations intended to improve corporate governance practices of listed companies in the region. The World Bank assessments on corporate governance mechanism at the country level in the region indicate significant improvements in the past decade1. As suggested by Wei and Zhang (2008), future research needs to examine if the improvement in the quality of corporate governance (henceforth, CG) mechanisms alone has changed the investment behaviors of East Asian companies.

Based on the above explanation, our study aims to examine if in Indonesia there still exists a positive relation between investment and cash flow. We also examine if in Indonesia overinvestment still dominates after a number of CG improvement initiatives were introduced.

Other stream of studies examine the relation between over or underinvestment problem and the level investment opportunities. Hoshi, Kashyap and Schafstein (1991) suggest that firms with good prospect (i.e., high Tobin’s Q) tend to have asymetric information problem while firms with poor prospect (i.e., low Tobin’s Q) tend to have agency problem. Degryse and de Jong (2006) then examine if in the Netherland, the positive invesment-cash flow sensitivity primarily exists in firms with poor prospect (low Tobin’s Q) or firms with good prospect (high Tobin’s Q). They find that investment cash-flow sensitivity for firms with low investment opportunities is higher than those with high investment opportunities, suggesting that overinvestment problem tend to dominate underinvestment problem in the Netherland.


We extend Wei and Zhang (2008) and Degryse and Jong (2006) by examining if overinvesments resulting from incentive to expropriate primarily exists in firms with bad prospect. As firm prospect improves, there are abundance of value creating investment opportunities. Given capital constraints, even though controlling shareholders have high incentive to expropriate, they will first take investments with positive NPV and may not take those investments with negative NPV. On the other hand, for firms with bad prospect, there are only few investments with positive NPV, and thus it’s more likely for them to invest in projects with negative NPV. Therefore, the positive effect of incentive to expropriate on overinvestment is stronger in firms with bad prospects than those with good prospect.

Indonesian listed firms are selected as the sample of the study for the following reasons. The Indonesian company law (Undang-Undang No. 40 Perseroan Terbatas) requires companies to adopt dual board structure: the Board of Directors that manage the company and the Board of Commissioners (BOC) that oversees the Board of Directors (BOD). The ownership structure of almost all listed companies in Indonesia are highly concentrated and many of them have pyramid ownership structures2. Thus, controlling shareholders of majority of the companies effectively determine members of the BOC as well as BOD. Under this setting, an independent oversight of BOC on BOD may be hampered and thus, listed firms may be managed primarily for the interests of controlling shareholders, which along the way may detriment non-controlling shareholders.

One cause of the East Asian financial crisis is poor corporate governance practice in the region and during the East Asian financial crisis, Indonesia was the hardest hit country with the record of minus 13% in GNP growth. After the crisis, a number of rules have been enacted in Indonesia to reduce the opportunity of controlling shareholders to expropriate the wealth of non-controlling shareholders. These rules include, among others, the revision of the company law that provides more protection to shareholders, the requirement of having independent commissioners at least 30% of total commissioners in the Board of Commissioners, the establishment of audit committee whose members are entirely independent, the requirement that conflict of interest transactions are approved by those independent of the transaction, extensive disclosure of related party transactions, etc. These initiatives if effectively enforced suggest that the likelihood of expropriation through overinvestment should decrease after the Asian crisis. On the other hand, enforcement of the rules is still a major problem in Indonesia, as suggested by some surveys3. Further, although Indonesia revised its CG Code in year 2006 to be in line with international best CG practices, the adoption of the code to listed companies is voluntary, making the code may not be effective in improving CG practices of the companies4. In addition, as mentioned earlier, until now the divergence between control and cash-flow rights still prevail in most listed companies in Indonesia and relative to other neighbouring countries, the disclosure of ultimate owners is relatively opaque. Therefore, it is an empirical question to examine if after more than 10 years investment-cash flow sensitivity due to overinvestment still exists, exists only for certain type of firms, or does not exist at all.

Using year 2005 to 2008 as the period of the study and manufacturing firms as the samples of our study, we find that in general there is no significant positive relation between investment and cash flow for listed firms in Indonesia. This finding is in line with Chen and Chen (2012). We document that positive investment-cash flow sensitivity exists for firms whose controlling shareholders have low cash-rights, suggesting that overinvestment problem occur for firms whose controlling shareholders have low alignment incentive. When we examine if the relation is affected by the interaction between cash-flow rights/cash-flow leverage and firm prospect, we find that for firms with very low prospect and high risk of expropriation by controlling shareholders, overinvestment is taking place.

Our study extends the study of Wei and Zhang (2008) by showing that the effect of cash-flow right/cash flow leverage on investment-cash flow sensitivity depends on firm prospect. We also extend Degryse and Jong (2006) by demonstrating that investment opportunities have not only a direct effect on investment cash flow sensitivity but also a moderating effect on the relation between expropriation incentive and investment cash flow sensitivity. Further, we document that ten years after the East Asian financial crisis, on average listed firms in Indonesia do not exhibit positive investment-cash flow sensitivity.

HYPOTHESES DEVELOPMENT

The following section elaborates hypotheses to be tested. The first hypothesis examines if there is a positive relation between investment and cash flow among listed firms in Indonesia. The second and third hypotheses identify whether either underinvestment or overinvestment primarily explains the positive investment cash flow sensitivity. The identification is by examining the effect of expropriation incentive on the investment cash flow sensitivity. The fourth hypothesis tests if investment cash flow sensitivy is more positive in firms with low investment opportunities than in firms with high investment opportunities firms. If it does, it indicates that overinvestment is still a major problem in Indonesia. The fifth hypothesis, which reflects the main contribution of the study, examines if the effect of expropriation incentive on the investment cash flow sensitivity depends on investment opportunities.


Background

Existing studies suggest that the positive relationship between cash flow and investment can be explained based on two arguments, i.e., agency problems resulting in overinvesment or asymmetric information problem resulting in underinvestment. The following two paragraphs explain the arguments for the relationships.

Jensen (1986) and Stulz (1990) show the agency problem in capital budgeting where firms with more cash flow will make more investment than firms with lower cash holdings. Further, Taggart (1987), Brealey and Myers (2000), and Harris and Raviv (1996; 1998) also find that managers tend to entrench themselves through increasing firm size and more assets under their control. Wei and Zhang (2008) also show that overinvestment due to the agency problem is not only caused by the conflict between shareholders and managers but also by the conflict between controlling and non-controlling shareholders. Thus, the capital budgeting decision made by managers and/or controlling shareholders may not intend to maximise the firm value.

At the same time, Fazzari et al. (1988); Hoshi et al. (1991); and Hubbard (1998) assert that the existence of information-driven capital market imperfections impede the external financing through the capital market because the cost of capital is expensive. If the capital market market is perfect, internal cash flow of the firm should not be related to corporate fixed investment. Consequently, the “most constrained” firms are more sensitive to internal cash flow in financing their investment expenditure than “less constrained” firms. Wei and Zhang (2008) also corroborate that the financial constraint caused by the imperfection of capital market induce the firm to rely on internal financing and may pass up a value-maximising project or underinvestment. Therefore, there is a positive relationship between a firm cash flow and investment.

As explained in the previous part, in the past 15 years, a significant number of rules have been enacted to improve corporate governance practice in Indonesia, including to reduce the likelihood of wealth expropriation of non-controlling shareholders. In year 2000, the Capital Market Regulator requires that material conflict of interest transactions have to be approved by independent shareholders at the General Meeting of Shareholders. In addition, in year 2008 companies have to publicly announce material related party transactions. Both regulations require publication of the opinion of independent valuers regarding the fairness of the transactions and the statement by Board of Commissioners and Board of Directors that no misstatement in the disclosures of the announcement. Extensive disclosures regarding related party transactions also have to be provided in the notes to financial statements, such as the value, nature and the counter party of the transactions as well as the statement if the transactions are conducted at arm’s length.

In addition to the regulator, non-governmental organisations (NGOs) also conduct advocacies and education to promote good governance practices among listed companies in Indonesia. For example, National Committee on Governance Policy which was established after the economic crisis in 1998 is in charge for producing codes of corporate governance for companies in general and also codes for various sectors in the economy. The Indonesian Institute for Corporate Directorship was established in year 2001 and its activities are providing corporate governance and directorship and corporate governance training to commissioners and directors and conducting research on corporate governance practices in Indonesia. Annually it conducts assessment of corporate governance practices of listed companies and the results are provided to the Capital Market Regulators as feedback for improving corporate governance practices of listed companies.

Hypothesis 1

As explained earlier, both financing constraints which result in underinvestment problem and agency conflicts which give rise to overinvestment problem bring about a positive investment-cash flow sensitivity. The implication is that if financing constraints become less pronounced and/or agency conflicts can be mitigated by better oversight by the regulator then the positive investment-cash flow sensitivity may decline.

As explained above, after the East Asian crisis, the capital market regulator has enacted a number of rules aiming to improve corporate governance practices of listed companies in Indonesia. As a result of these initiatives, as assesed by the World Bank (2010), the average corporate governance score of Indonesia in year 2009 improves significantly relative to the score in year 2004. The assesment primarily focuses on the quality of regulation; while the enforcement of the rules remains a challenge in Indonesia. The capital market regulator has also enacted a number of regulations to reduce market imperfection and asymmetric information in the capital market. As a consequence, the trading value of stocks jumped by almost 9 times between year 2000 to 2008.

Chen and Chen (2012) provide an alternative explanation on the possible no relation between investments and cash flow. They argue that the positive relation between cash flow and investments found in the previous studies may be due to the fact that current cash flow is reflecting future profitability while the level of investment is an increasing function of future profitability. Over time, as a result of an increasing importance of research and development (R&D) activities and intangible assets in determining future profitability, current cash flow is becoming less correlated with future profitability and as a result no positive relation between investment and cash flow is observed. They find however that this explanation cannot totally explain the disappearance of positive investment-cash flown sensitivity in the U.S.

R&D activities are not yet playing major roles in creating value for manufacturing firms in Indonesia since many of the firms are still relying on imported technologies of the production process5. We expect that the increasing role of R&D activities is not as strong as that in the U.S. and thus its impact on investment-cash flow sensitivity should not be substantial.

In conclusion, initiatives to improve corporate governance practice and to reduce capital market imperfection as well as the increasing role of R&D activities should reduce the investment-cash flow sensitivity; however, relatively weak enforcement of the rules and insubstantial role of R&D expenditures in Indonesia imply that positive investment-cash flow sensitivity still exists. Based on above explanation, we offer no prediction with the direction of the hypothesis and thus we posit the following alternative form of hypothesis as follows:


H1: There is a positive relation between the level of investments and cash flow.



Hypothesis 2

Goergen and Renneboog (2001) investigate the effect of ownership structure on investment-cash flow sensitivity. Using large outside shareholders, institutional shareholders, and insider ownership as a proxy of the ownership structure, they test how the the ownerhsip structure may align the interest of managers and other shareholders and also the suboptimal investment (i.e., overinvestment or underinvestment) can be reduced. Their results show that the presence of large outside shareholders reduce the investment-cash flow sensitivy because they monitor the manager from expropriating the firm’s free cash flow and reduce the asymmetric information between managers and other shareholders.

Their findings apply to the firms with dispersed ownership meanwhile in Indonesia, the ownership structure is characterised by concentrated ownership so the primary agency problems is not between managers and shareholders but between controlling shareholders and non-controlling shareholders. In fact, the existence of large shareholders at some point may raise another problems where they tend to expropriate the minority shareholders to reap the private benefit. This argument is also addressed by Goergen and Renneboog (2001) who find the positive relationship between cash flow and investment spending when large share stakes are controlled by industrial companies.

Wei and Zhang (2008) focus on the agency problems between the controlling shareholders and non-controlling shareholders and how the ownership structure affects the investment-cash flow sensitivity. Wei and Zhang (2008) use cash flow-rights and control rights of controlling shareholders suggested by Claessens, Djankov, Fan and Lang (2002) to indicate the alignment and expropriation or entrenchment effect of the presence of controlling shareholders. The alignment between controlling shareholders’ interest and non-controlling shareholders’ interest increases as cash-flow rights of controlling shareholders get higher. As a result, overinvestment tends to decrease. On the other hand, the higher level of divergence between control rights and cash-flow rights of controlling shareholders increases the entrenchment motive of controlling shareholders toward noncontrolling shareholders. As a consequence, overinvestment problem becomes more exacerbated. Therefore, as in Wei and Zhang (2008) we state hypothesis related to the effect of ownership structure on the overinvestment problems as follows.


H2: As a manifestation of overinvesment, the positive investment-cash flow sensitivity decreases as cash-flow rigths increase and as the divergence between control rights and cash-flow rights decreases.



Hypothesis 3

Based on Myers and Majluf (1984), Hadlock (1998) suggests and find that under asymmetric information problems in the capital market, managers who have strong incentive to maximise shareholder wealth tend to underinvest, which is reflected in postive investment cash-flow sensitivity. Based on their studies, Wei and Zhang (2008) suggest that underinvestment becomes more of a problem when the cash-flow rights of controlling shareholders is high or as the divergence between control rights and cash-flow rights is low. Higher cash-flow rights signify higher incentive of controlling shareholders to maximise firm value (i.e., their incentives are more aligned with non-controlling shareholders) and lower divergence between control and cash-flow rights results in less incentive for controlling shareholders to expropriate wealth of non-controlling shareholders. Under the condition of asymmetric information problems, this result in a more positive investment cash-flow sensitivity.

Asymmetric information problems in the Indonesian capital and financial markets still persist even though some initiaves have been taken by the capital regulator to improve the transparency of the markets. The initiatives among others are the mandatory requirement for public companies to have audit committee and more disclosure requirements in the annual report public companies in year 2006. Despite these initiatives, however, in term of corporate disclosure, in general the disclosures of public companies in Indonesia are still lower than those of Indonesia’s neighbouring countries6. The existence of asymmetric information eventually is reflected in the relatively high external cost of funds of Indonesian companies7. Under this condition, value maximising controlling shareholders prefer to utilise internal funds which is mirrored in the positive relation between the level of investment and internal cash-flow generated by the firms. Thus, as in Wei and Zhang (2008), the testable hypothesis is as follows.


H3: As a manifestation of underinvestment, the positive investment-cash flow sensitivity increases as cash-flow rigths increase and as the divergence between control rights and cash-flow rights decrease.



Note that the first and the second hypotheses result in different prediction regarding the effect of ownership structure on investment cash-flow sensitivity. Thus, the empirical test for the the hypotheses will reveal which problem (agency problem or assymetric information problem) is more dominant among publicly listed firms in Indonesia.

Hypothesis 4

Hayashi (1982), Vogt (1994), and Degryse and Jong (2006) find that the investment-cash flow sensitivity depend on the investment opportunities. Degryse and Jong (2006) argue that overinvestment exists in firms with bad prospects. The divergence of objectives between managers and shareholders cause the managers overinvest in negative present value projects to increase firm size even though it may jeopardise the shareholders’ wealth. This argument corroborates the agency problem of free cash flow hypothesis or managerial discretion problem theory as stated by Jensen (1986). Further, Degryse and Jong (2006) also support Myers and Majluf (1986) who argue that the asymmetric information between insiders (managers) and outside shareholders impede the firms to get the external financing and cause the underinvestment in firms with high growth or investment opportunities. Degryse and Jong (2006) find that firms with low investment opportunities have higher investment cash flow sensitivity than those with high investment opportunities, suggesting that overinvesment problem dominates the underinvestment problem.

We expect the findings of Degryse and Jong (2006) are also aplicable to Indonesia. A number of studies in Indonesia (Kim, 2008; Utama & Handy, 2011; Utama & Utama, 2014) find that publicly listed firms with high investment opportunies as proxied by the ratio of stock price to book value of equity per share tend to be better governed than those with low investment opportunities. Using listed firms in emerging markets as their samples, Francis, Hasan and Song (2013) find that better governed firms face less financing constraints than poorly governed firms. Thus, the asymmetric information problems for firms with high investment opportunities are reduced by practicing better corporate governance. Utama and Utama (2014) also find that firms with low investment opportunities are significantly less profitable than those with high investment opportunities, indicating a more severe agency problem for the low investment opportunities firms. Practicing good corporate governance can reduce the negative impact of agency problem on firm performance (Utama & Handy, 2011; Utama & Musa, 2011). However, since low investment opportunities firms are poorly governed, the agency problem faced by these firms are not reduced by their governance practice. Thus, in combination, we expect that in Indonesia, overinvestment problem dominates underinvestment problem. Based on the above explanation, we posit the following hypothesis:


H4: Investment cash flow sensitivy is more positive in low investment opportunity firms than in high investment opportunity firms.



Hypothesis 5

Hypothesis two and three provide the impact of expropriation incentive and asymetric information problems on investment cash flow sensitivity regardless the level of investment opportunities, while hypothesis four explains the impact of investment opportunities on investment cash-flow sensitivity regardless the expropriation incentive. We posit that as the level of investment opportunities gets higher, the impact of incentive expropriation (asymetric information) on investment cash flow sensitivity gets lower (higher). The argument is as follows.

To maximise firm value, a manager should take all investments with positive net present value (NPV) while reject those with negative present value. Investments with positive NPVs increase the wealth of controlling shareholders and thus this rule applies regardless of the controlling shareholder’s incentive to expropriate the wealth of non-controlling shareholders. On the other hand, controlling shareholders with high incentive to expropriate may take investments with negative NPVs if these investments enable them to expropriate non-controlling shareholders and as such increases their wealth.

Firms have varying degree of investment opportunities (i.e., investments with positive NPV) and due to financial market imperfection, they face capital constraints. For firms with good prospect, there are abundances of value creating investment opportunities that will increase controlling shareholders’ wealth and given capital constraints, investments with the highest NPV will be taken first before those with lower NPVs. This condition reduces their need to expropriate non-controlling shareholders by taking value destroying investments. As a result, even though controlling shareholders have high incentive to expropriate, they will be less likely to take those investments with negative NPV (i.e., less overinvestment). On the other hand, for firms with bad prospect, there are only few investments with positive NPV, and thus it’s more likely for them to invest in projects with negative NPV. Therefore, the positive effect of incentive to expropriate on overinvestment is stronger in firms with bad prospects than those with good prospect.

This line of reasoning is consistent with the study of Bae, Baek, Kang and Liu (2012). They examine how expropriation incentive of controlling shareholders affect firm value during economic crisis and the subsequent recovery periods. They argue that during the economic crisis, because of poorer investment opportunities, controlling shareholders have stronger incentives to expropriate their firms for their own benefits. As the economy recovers, investment opportunities significantly improve. This improvement reduces controlling shareholders’ incentive to expropriate non-controlling shareholders. In line with the argument, they find that firms that are subject to controlling shareholders’ high expropriation incentives experience more decline in their value during crisis but perform better during the recovery period.

As explained earlier, Indonesian capital markets are far from perfect due to asymmetric information problem while at the same time the ownership structures of most listed companies are concentrated with large divergence of control rights over cash-flow rights. We posit that the combination of these two conditions aggravates the impact of the interaction between ownership structure and invesment opportunities on the investment cash-flow sensitivity. Based on the above argument, we formulate the following hypothesis:


H5: As investment opportunities improve, the effects of cash-flow rights and the divergence between control rights and cash-flow rights on the positive investment-cash flow sensitivity weaken.




RESEARCH DESIGN

Sample

We restrict our samples to include only manufacturing firms because of these reasons, first, to control for the industry effect on variation in the level of investments, second, the variables used in this study (capital expenditures measured as change in net fixed assets, working capital, assets turnover) are primarily more suitable for manufacturing firms.

Our main variables are cash-flow rights and control rights, and thus to be included in the sample, data on those variables should be available. In Indonesia, only shareholders with direct ownership of more than five percent are publicly dislcosed while in fact majority of controlling shareholders indirectly own listed companies through layers of company ownerships. Thus, to obtain the indirect ownership data for each company, one needs to hand collect them one by one in the Ministry of Justice. Many listed companies are owned by entities domiciled overseas and since the Ministry of Justice has ownership data only on companies domiciled in Indonesia, a large number of Indonesian listed companies whose owners are domiciled overseas have to be removed from the sample. Data on cash flow rights and control rights are obtained from Diyanti, Utama, Rossieta and Veronica (2010) and both measures are computed in according to Claessens et al. (2000). Diyanti et al. (2010) limit her samples to manufacturing firms that have data on cash-flow and control rights. Out of about 130 manufacturing listed firms in the Indonesian stock exchange, Diyanti et al. (2010) have complete ownership data on 98 firms or 294 firm-years during year 2005 through 2007. To increase the number of samples of our study, we extend the period to year 2008. Given that the ownership data is only until year 2007, we assume the ownership of listed firms in year 2008 is the same as in year 20078. With the addition of firms from year 2008, we employ 392 firm-years as the initial samples of our study.

To be included in final sample, the data must meet these criteria:


	Firms must be listed in the Indonesian Stock Exchange (ISE)

	Firms must report audited financial statements annually from 2005 to 2008

	Firms must not have a negative book value of equity (henceforth, BE)

	Firms have all data required for variables employed by this study


Many firms have negative book value of equity and missing values on variables such as capital expenditure, working capital, assets, and sales and consequently they need to be dropped. This results in final sample of 284 firm-years from 78 corporations over the period of 2005–2008.

We identify some outliers in some variables (the level of investments, change in working capital, price to book value and the ratio of cash flow to total assets). Rather than deleting them and losing some observations, we winsorize the values of the outliers to be the same as the highest/lowest values of observations not considered as outliers.

Data for all variables other than ownership structure are obtained from OSIRIS database.

Empirical Model and Measurement of Variables

We employ the following empirical model to examine the existence of positive investment-cash flow sensitivity in our samples:
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where Iit, and CFit represent investment (the difference between net property, plant and equipment plus other fixed assets at the end of the year t minus previous year of net property plant and equipment plus other fixed assets) and cash flow from operating activities during period t, respectively; Ki,t-1 is the amount of fixed capital at the beginning of period t.

Control variables are: As a proxy for investment opportunities we use PBVi,t-1 which is the ratio of stock price to book value of equity, calculated at the beginning of period t. Following Degryse and de Jong (2006), we employ two control variables: the change in net working capital and total sales, both scaled by total assets at the beginning period. Whited (1992) provides evidence that financially distressed firms have difficulties to obtain outside finance and this hampers their real investment expenditures. We measure debt ratio (total liabilities to total assets) as a measure of financial distress.

The first hypothesis states a positive relation between cash flow and level of investment if there is under/overinvestment problem. Therefore, we expect the coefficient of Cash Flow (i.e., β2) to be positive.

To investigate the impact of the ownership structure on the investment-cash flow sensitivity (Hypothesis 2 and 3), we use the following empirical model:
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where CFRit-1 is cash flow rights, i.e. controlling shareholders’cash flow rights and CFLit-1 is cash flow leverage which is the difference between the controlling shareholders’ control rights and cash flow rights. Other variables are defined in Equation (1).

If overinvestment resulting from agency problem has relatively stronger effect than underinvestment, then β3 will be negative and β4 will be positive, while if underinvestment problem dominates, β3 will be positive and β4 will be negative.

To examine the impact of investment opportunities on the investment-cash flow sensitivity (hypothesis 4), the following model is employed:
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where all variables are explained in Equations (1) and (2).

Hypothesis 4 states that investment cash flow sensitivy is more positive in low investment opportunity firms (low PBV) than in high investment opportunity firms (high PBV). Based on the hypothesis, if overinvestment problem in low PBV firms dominates underinvestment problem in high PBV firms, then β3 will be negative.

To investigate the moderating effect of investment opportunities on the impact of ownership structure on investment-cash-flow sensitivity, we use the following empirical model:
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where all variables are explained in Equations (1) and (2).


Hypothesis 5 states that higher investment opportunities weaken the effects of cash-flow rights and the divergence between control rights and cash-flow rights on the positive investment-cash flow sensitivity. According to hypothesis 5, β5 is positive while β6 is negative.

Equation (4) involves a lot of interaction variables and this usually causes multicollinearity problem which usually makes the coefficients of the regressors inefficient. To check if multicollinearity problem exist, we calculate Variance Inflation Factors (VIF) for each regressor. In general, if VIF is more than 15, then multicollinearity problem exists. To addresss the problem, the variable causing multicollinearity needs to be removed from the equation.

Since we employ panel data, for each empirical model, we conduct tests to determine whether the ordinary least squares (OLS), the fixed effect method (FEM), or the random effect method (REM) is the most appropriate method to use. To test if REM or FEM is better method to use, we employ the redundant fixed effect likelihood test. The test is also employed to determine if FEM covers both period and cross-section, cross-section only, or period only. To test if FEM or REM more appropriate, we use Haussman test.

EMPIRICAL RESULTS

Descriptive Statistics

Table 1 provides the descriptive statistics of variables employed in the study. As shown by standard deviation, maximum and minimum values, the variations of the level of investments (INVTA), cash flow (CFTA), price to book value (PBV), assets turnover (SALESTA), financial leverage (DEBTRATIO), and change in net working capital are quite large, indicating that the samples are highly varied.

The average cash flow rights (CFR) is 46.0%. Less than 20% of controlling shareholders have cash flow rights less than 20% while more than 43% of them have cash flow rights more than 50%. The figures indicate that the ownership structure of listed companies in the sample firms is highly concentrated. The average cash flow leverage (CFL = the difference between control rights and cash flow rights) is 11.3%. Slightly more than 50% of the firms have cash flow leverage greater than zero. Thus, the use of pyramid structure is still common, as evidenced by the majority of firms have control rights exceeding cash flow rights.


Table 1Descriptive statistics of the variables (n = 284)



	Variable
	Average

	Standard Deviation

	Maximum

	Minimum




	INVTA
	0.022

	0.126

	0.741

	–0.877




	PBV
	1.938

	3.517

	21.767

	0.082




	CFTA
	0.070

	0.130

	0.668

	–0.350




	SALESTA
	1.269

	1.324

	15.887

	0.024




	DELTAWCTA
	0.195

	0.271

	0.856

	–0.682




	DEBTRATIO
	0.570

	0.316

	3.398

	0.055




	CR
	0.573

	0.251

	1.000

	0.095




	CFR
	0.460

	0.248

	0.971

	0.042




	CFL
	0.113

	0.176

	0.778

	0.000





Correlation Analysis

Table 2 provides the coefficients of pearson correlations among the variables. Contrary to the expectation, the correlation between cash flow and investments is not significant. Consistent with expectation, PBV which proxies for investment opportunities has a significant positive correlation with the level of investment (loginvta) and the level of cash flow (CFTA). In addition, cash flow rights have a positive relation with PBV while cash flow leverage have a negative relation with PBV. These results are also consistent with the view that higher cash flow rights associate with a stronger alignment effect while higher cash flow leverage associate with a stronger entrenchment effect (i.e., more incentive to expropriate).


Table 2Pearson correlations coefficients among variables
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Siginificant coefficients are indicated by * (10% level), ** (5% level), *** (1% level).

INVTA = Investments per total assets, PBV = Stock Price to Book Value of Equity per share, CFTA = Cash flow per total assets, SALESTA = Sales per total assets, DELTANWCTA = Change in net working capital per total assets, DEBTRATIO = Liabilites per total assets.


Regression Analysis

The results of redundant fixed effect tests and Haussman tests consistently conclude that the most suitable method to use is the cross-section fixed effect method. Thus the results provided in the following tables are based on that method.

Table 3 provides the results of the regression test that examines if positive investment-cash flow sensitivity exists during the period of the study (2005–2008). Table 3 shows that the coefficient of cash flow (CFTA) is not significantly positive, meaning that there is no evidence of positive investment-cash flow sensitivity for the sample firms. This result is consistent with the finding of Chen and Chen (2012) who document no positive association between cash flow and investment during the similar period as our study (year 2005–2008). They attribute the result is due to the weakening of information content of cash flow in reflecting future cash flow. They prove this by showing that the correlation coefficient between cash flow and Tobin’s Q that is measured similarly with our measure (PBV) has declined in the past 50 years. In 1970s the coefficient correlation was around 0.40 while in 2000s it was only around 0.15. As shown in Table 2, the coefficient correlation between cash flow and PBV is 0.225, which is slightly higher than the correlation found by Chen and Chen (2012) but it is much lower than 0.40. Therefore, our finding of no positive relation between investment and cash flow may also be attributed to low information content of current cash flow reflecting future cash flow.


Table 3Regression results of investment-cash flow sensitivity



	Variable
	Expected Sign

	Coefficient

	t-statistic




	Intercept
	
	0.130

	3.757




	CFTA
	+

	–0.116

	–1.429




	PBV
	+

	0.023***

	4.584




	SALESTA
	+

	0.001

	0.124




	DELTANWCTA
	+

	0.079*

	1.289




	DEBTRATIO
	
–

	
–0.282***

	
–7.046




	N
	284

	
	



	Adjusted R-squared
	0.333

	
	



	F-statistic
	2.768***

	
	




Siginificant coefficients are indicated by * (10% level), ** (5% level), *** (1% level).

INVTA = Investments per total assets, PBV = Stock Price to Book Value of Equity per share, CFTA = Cash flow per total assets, SALESTA = Sales per total assets, DELTANWCTA = Change in net working capital per total assets, DEBTRATIO = Liabilites per total assets.


An alternative possible explanation is that in general agency problem and asymmetric problem have decreased so there is no positive association between investment and cash flow. As explained above, the decrease may be due to a number of initiatives that have been taken by the capital regulator to improve corporate governance practices of listed companies and to reduce capital market imperfections since the Asian financial crisis in the late 1990s.

Except for SALESTA, all other control variables are significant in the expected direction. PBV, which signifies investment opportunities, has a positive effect on the level of investments. This indicates that firms with abundant investment opportunities invest more than those with poor investment opportunities. Change in net working capital (DELTANWCTA) has a marginally positive relation with the level of invesments, suggesting the need of both working capital and fixed assets concurrently. The level of debt (DEBTRATIO) has a strong negative relation with the level of invesments, indicating that firms with too much debt have lower level of investments.

The second and third hyhpotheses examine the effect of cash flow rights and cash flow leverage on investment-cash flow sensitivity. If higher cash flow rights (cash flow leverage) lower (increases) the sensitivity, then these indicate that overinvestment problem tends to dominate underinvestment problem and vice versa. Wei and Zhang (2008) find evidence consistent with overinvestment problem during pre-financial crisis period in East Asia. Table 4 provides the results of testing the hypotheses.


Table 4Results of regression of ownership structure on investment-cash flow sensitivity



	Variable
	Expected sign

	Coefficient

	t-statistic




	C
	
	0.133

	3.881




	CFTA
	+

	0.339**

	1.746




	PBV
	+

	0.023***

	4.719




	SALESTA
	+

	0.002

	0.193




	DELTANWCTA
	+

	0.082*

	1.323




	DEBTRATIO
	–

	–0.283***

	–7.149




	CFR*CFTA
	–/+

	–0.851***

	–2.589




	CFL*CFTA
	
–/+

	
–0.543

	
–0.874




	N
	284

	
	



	Adjusted R-squared
	0.349

	
	



	F-statistic
	2.848***

	
	




Siginificant coefficients are indicated by * (10% level), ** (5% level), *** (1% level).

INVTA = Investments per total assets, PBV = Stock Price to Book Value of Equity per share, CFTA = Cash flow per total assets, SALESTA = Sales per total assets, DELTANWCTA = Change in net working capital per total assets, DEBTRATIO = Liabilites per total assets.


The coefficient of cash flow (CFTA) becomes positive and the coefficient of interaction between cash flow and cash flow rights (CFTA*CFR) is significantly negative; while the coefficient of interaction between cash flow and cash flow leverage (CFTA*CFL) is not significantly positive. Higher cash flow rights signify that the interests of controlling shareholders are more aligned with other shareholders and this alignment reduces the overinvestment problem. Based on the coefficients of CFTA and CFTA*CFR, we can calculate the coefficient of cash flow as a function of cash flow rights. Based on the calculation, we find that overinvestment problem tends to exist when cash flow rights of controlling shareholders are very low (less than 15%).

The results provide a weak support of the findings of Wei and Zhang (2008) that relative to underinvestment problem, overinvestment problem tends to be more of a problem in Indonesia. The possible explanation for the weak finding is that the enactment of a number of rules aiming at protecting the interests of non-controlling shareholders after the economic crisis in year 1998 reduces the agency problem, i.e., it is more difficult for managers or controlling shareholders to expropriate wealth of non-controlling shareholders through among others overinvesting activities. Another possible explanation is that the counter effect of the asymmetric information problem (explained in hypothesis two) may partially offset the impact of the entrenchment effect on investment cash-flow sensitivity.

The weak support also indicates that the existence of incentive to expropriate firms’ wealth may not necessarily result in overinvestment problem. This explanation is further investigated in the last empirical test.

Next, we examine the impact of investment opportunities (as reflected in the ratio of Price to Book Value of Equity (PBV)) on the investment – cash flow sensitivity. As explained in the hypothesis development, if a higher PBV reduces the investment cash flow sensitivity, then overinvestment problem is the dominant problem in Indonesia.

The results of the test is shown in Table 5. The coefficient of interaction between cash flow and PBV is marginally negative, suggesting that firms with high investment opportunities have lower investment cash flow sensitivity than those with lower investment opportunities. Since firms with low investment opportunities tend to have overinvestment problem, this finding is consistent with the finding of previous test, i.e., overinvestment tends to dominate the underinvestment problem in Indonesia.

The next test is to test Hypothesis 5, i.e., whether the interaction between investment opportunites and ownership structure has a significant impact on investment-cash flow sensitivity. According to the hypothesis, overinvestment problem primarily exists in firms with low investment opportunities and whose controlling shareholders have strong incentive to expropriate firms’ wealth.

When we run the full model (Equation 4) and test the existence of multicollinearity problem, we find that the VIFs for all variables (except for control variables) are greater than 15. The VIFs for the three way interactions variables are more 400, indicating the occurence of a severe multicollinearity problem. To overcome this problem we need to remove variables causing multicollinearity. We remove Cash Flow (CFTA) and the VIFs drop to below 15.


Table 5Regression results of investment opportunities on investment- cash flow sensitivity



	Variable
	Expected Sign

	Coefficient

	t-Statistic




	C
	
	0.124

	3.563




	CFTA
	
	–0.062

	–0.679




	PBV
	+

	0.027***

	4.607




	SALESTA
	+

	0.001

	0.108




	DELTANWCTA
	+

	0.089*

	1.446




	DEBTRATIO
	+

	–0.282***

	–7.059




	PBV*CFTA
	
–

	
–0.031*

	
–1.305




	N
	284

	
	



	Adjusted R-squared
	0.336

	
	



	F-statistic
	2.765***

	
	




Siginificant coefficients are indicated by * (10% level), ** (5% level), *** (1% level).

INVTA = Investments per total assets, PBV = Stock Price to Book Value of Equity per share, CFTA = Cash flow per total assets, SALESTA = Sales per total assets, DELTANWCTA = Change in net working capital per total assets, DEBTRATIO = Liabilites per total assets.

Table 6 provides the results of the regression to test hypothesis five using the full model and the model after removing CFTA. The coefficient of two way interaction between cash flow and cash flow right (CFTA*CFR) is significantly negative in both model while the coefficient of the three way interaction between cash flow, cash flow right, and PBV (CFTA*CFL*PBV) is not significant. The results indicate that the negative impact of cash flow right on investment-cash flow sensitivity is not affected by investment opportunities. Thus, firms whose controlling shareholders have low ownership (i.e., low cash flow rights) tend to overinvest regardless the level of investment opportunities.

The coefficient of two way interaction between cash flow and cash flow leverage (CFTA*CFL) is not significant under the full model while it is marginally positive under the reduced model. The coefficient of the three way interaction between cash flow, cash flow leverage, and PBV (CFTA*CFL*PBV) is significantly negative under both models. The results show that as firms have more investment opportunities (i.e., PBV gets higher), the positive impact of cash flow leverage on investment-cash flow sensitivity disappears. Thus, in line with our hypothesis, under abundant investment opportunities, firms whose controlling shareholders have high incentive to expropriate tend not to overinvest.

These findings may explain the weak findings of hypothesis two and three. The findings suggest that firms with high incentive to expropriate do not necessarily overinvest. These firms will overinvest only when they have few investment opportunities. The period of our sample covers year 2005 until year 2008 and during this period Indonesia’s economy managed to grow almost 6% per year. Under this condusive investment environment, only few companies experience low investment opportunities and as a result, the effect of ownership structure on investment-cash flow sensitivity is relatively weak.


Table 6Results of the regression of the interaction between ownership structure and investment opportunities on investment cash flow sensitivity



	Variable
	
Expected Sign

	
Full Model

	
Model without CFTA




	Coefficient
	t-Statistic

	Coefficient

	t-Statistic




	C
	
	0.121

	3.513

	0.123

	3.592




	CFTA
	+

	0.287*

	1.473

	
	



	PBV
	+

	0.026***

	4.632

	0.027***

	4.685




	SALESTA
	+

	0.002

	0.157

	0.001

	0.111




	DELTANWCTA
	+

	0.102**

	1.668

	0.103***

	1.675




	DEBTRATIO
	–

	–0.277***

	–7.018

	–0.278***

	–7.059




	CFR*CFTA
	–/+

	–0.724**

	–2.093

	–0.284**

	–1.621




	CFL*CFTA
	–/+

	0.558

	0.696

	1.018***

	1.377




	CFR*CFTA*PBV
	–/+

	–0.016

	–0.555

	–0.020

	–0.717




	CFL*CFTA*PBV
	
–/+

	
–0.772**

	
–2.181

	
–0.823***

	
–2.328




	N
	
	
284

	
284




	Adjusted R-squared
	
	
0.358

	
0.355




	F-statistic
	
	
2.882***

	
2.874***





Siginificant coefficients are indicated by * (10% level), ** (5%), *** (1% level).

INVTA = Investments per total assets, PBV = Stock Price to Book Value of Equity per share, CFTA = Cash flow per total assets, SALESTA = Sales per total assets, DELTANWCTA = Change in net working capital per total assets, DEBTRATIO = Liabilites per total assets.

Our findings extend the study of Wei and Zhang (2010) that find ownership structure (represented by cash flow rights and control rights) affect investment cash flow sensitivity and that overinvestment problem exist for firms whose controlling shareholders have high incentive to expropriate (i.e., low cash flow right and high cash flow leverage). Our findings show that firms whose controlling shareholders have high incentive to expropriate do not necessarily overinvest, i.e., it depends on the level of investment opportunities: only those firms with high incentive to expropriate and low investment opportunities tend to overinvest. Our study also extends Degryse and de Jong (2006) since we demonstrate that investment opportunities not only have direct effect but also indirect effect (through its interaction with ownership structure) on investment cash flow sensitivity.

CONCLUSION

We examine if after significant capital market reforms in Indonesia, positive investment-cash flow sensitivity still exists for listed companies in Indonesia. We also investigate if the effect of ownership structure on investment-cash flow sensitivity depends on the level of investment opportunities. The ownership structure is reflected by cash flow rights which measure the incentive alignment between controlling and non-controlling shareholders and cash flow leverage, which measure the incentive of controlling shareholders to expropriate firms’ wealth.

Using a sample of firms in East Asia before the financial crisis of 1998, Wei and Zhang (2008) find that firms with low cash flow rights and high cash flow leverage tend to overinvest, which represents one form of agency problem. Under the condition of capital constraints, we posit that this effect may not hold for firms with high invesment opportunities since controlling shareholders of these firms have less need to expropriate.

We find that there is no positive relation between investment and cash flow, indicating either the existence of low information content of cash flow or that in general over or underinvestment problem is not occurring for manufacturing listed firms in Indonesia. We do find that overinvestment primarily exists for firms whose controlling shareholders have small ownership in the listed firms. Futher, in line with the findings of Degryse and Jong (2006), we document that higher investment opportunities reduce investment cash flow sensitivity, suggesting that overinvestment relatively still dominates underinvestment among listed manufacturing companies in Indonesia.

In line with our expectation, we find that higher investment opportunities reduce the effect of expropriation incentive on the level of overinvestment. This result may explain the weak evidence of overinvestment in Indonesia, i.e., under condusive economic environment, a large number of firms have good investment opportunities, including those having large expropriation incentive, and as a result these firms do not overinvest.

The implications of the study are as follows. Government or investors that want to identify firms with high risk of overinvestment need to look at firms whose controlling shareholders have low ownership or firms with low investment opportunities and whose controlling shareholders have high incentive to expropriate. The internal control mechanism of these firms requires an independent committee that closely reviews and oversees investment activities of the firms while the investment activities should be transparently disclosed.

The followings are some limitations of the study and the avenues for future research: first, our study covers only Indonesia and thus, to assure the external validity of the findings, future studies need to extend it to other countries, for example the countries employed by Wei and Zhang (2008). Second, the number of observations in this study is rather low primarily due to limited data on cash-flow rights and control rights of the controlling shareholders. Many of the firms have to be removed from the sample because the domiciles of the controlling shareholders are overseas, making the tracking of the ultimate owners and their control and cash-flow rights impossible. Therefore, extending the period of the study for the existing observations can increase the number of observations. In addition, the extended period of the study will also cover period during economic slump. During this period investment opportunities are lower, therefore we expect that the effect of expropriation incentive on overinvestment is stronger during this period. Third, we posit that corporate governance reforms in Indonesia in the past ten years may explain the decrease in the level of overinvestments of listed companies in Indonesia; however, our study does not directly include corporate governance practice as one possible mitigating factor of overinvestment. Therefore, we suggest that future research needs to examine if corporate governance mechanism can reduce the level of investment and it may also reduce the effect of expropriation incentive on the level of overinvestments.

NOTES

1.   Reports on the results of corporate governance country assessments conducted by the World can be accessed at http://www.worldbank.org/ifa/rosc_cg.html

2.   Pyramid ownership structure results in the divergence of control rights over cash flow rights. The average cash-flow or ownership rights of the largest shareholders in our sample firms is 44% while the average control rights is 56%.


3.   For example, the results of survey conducted by CLSA (2012) show that corporate governance score in Indonesia ranks the lowest among 12 East Asian countries covered by the survey. One component that contributes to the low score is the lack of enforcement of the rules.

4.   The Indonesian Financial Services Authority (FSA) currently is developing a CG Code for publicly listed companies and once it is launched, FSA will impose the Comply or Explain rule on all listed companies (i.e. companies have to publicly state if they fully comply with the code; if some items in the code are not complied with, companies have to provide reason for non-compliance.

5.   R&D expenditures for majority of manufacturing listed firms are not disclosed in the notes to financial statements, indicating that the expenditures are relatively small.

6.   Based on the corporate governance country assessment by the World Bank (2010), the score of Disclosure and Transparency principle for Indonesia in year 2009 (73) is lower than those of India (84 in year 2004), Malaysia (87 in year 2005), and Thailand (81 in year 2005).

7.   According to the World Development Indicators, during year 2005–2008, the average interest rate spread between borrowing and deposit in Indonesia was 5.4% while the figures were 4.6%, 3.9%, and 3.1% for the Philippines, Thailand, and Malaysia respectively.

8.   The ownership data from year 2005 to year 2007 reveals that changes in ownership are very rare; therefore, we are quite confidence that ownership data in year 2008 is quite valid.
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ABSTRACT

An understanding of how volatilities of and correlations between commodity returns change over time including their directions (positive or negative) and size (stronger or weaker) is of crucial importance for both the domestic and international investors with a view to diversifying their portfolios for hedging against unforeseen risks. This paper is an humble attempt to add value to the existing literature by empirically testing the ‘time-varying’ and ‘scale dependent’ volatilities of and correlations of the sample commodities. Particularly, by incorporating scale dependence, it is able to identify unique portfolio diversification opportunities for different set of investors bearing different investment horizons or holding periods. In order to address the research objectives, we have applied the vector error-correction test and several recently introduced econometric techniques such as the Maximum Overlap Discrete Wavelet Transform (MODWT), Continuous Wavelet Transform (CWT) and Multivariate GARCH – Dynamic Conditional Correlation. The data used in this paper is the daily data of seven commodities (crude oil, gas, gold, silver, copper, soybean and corn) prices from 1 January 2007 until 31 December 2013. Our findings tend to suggest that there is a theoretical relationship between the sample commodities (as evidenced in the cointegration tests) and that the crude oil, gas, gold and copper variables are leading the other commodities (as evidenced in the Vector Error-Correction models). Consistent with these results, our analysis based on the application of the recent wavelet technique MODWT tends to indicate that the gold price return is leading the other commodities. From the point of view of portfolio diversification benefits based on the extent of dynamic correlations between variables, our results tend to suggest that an investor should be aware that the gas price return is less correlated with the crude oil in the short run (as evidenced in the continuous wavelet transform analysis), but due to its high volatility, it offsets its benefit of diversification in the long run and that an investor holding the crude oil can gain by including corn in his/her portfolio (as evidenced in the Dynamic conditional correlations analysis). Our analysis based on the recent applications of the wavelet decompositions and the dynamic conditional correlations helps us unveil the portfolio diversification opportunities for the investors with heterogeneous investment horizons or holding stocks over different periods.

Keywords: commodity, Maximum Overlap Discrete Wavelet Transform (MODWT), Continuous Wavelet Transform (CWT), MGARCH- DCC, diversification, causality

INTRODUCTION

Crude oil prices have remained low during the 1980s until 2000 with an average price of US$20 per barrel. From 2004 onward, the crude oil price has increased significantly with an increase from US$31 per barrel in 2004 to US$140 per barrel in 2008. By the year 2013, the crude oil price has remained within the range of US$100 – US$110. The demand for crude oil remains strong especially because of the emerging economies such as, China and India and with the capacity constraints on the supply side, oil price is expected to remain around US$100 per barrel for the time being. Crude oil price changes affect almost all sectors of economies. It affects the prices of other commodities because of both the supply side and also the demand side. On the supply side, crude oil enters the aggregate production function of commodities through the usage of various energy-intensive inputs such as, fuel for agricultural machine and transportation of the commodities. On the demand side, some commodities which are generated from crude oil such as synthetic rubber are used as a competing product. Gas and coal prices are also affected due to its substitutability with crude oil as sources of energy. The disposable incomes of oil exporting countries also increase with the increase in the oil price. Therefore, demand for certain commodities such as, gold is likely to increase with the increase in crude oil price. Besides that, gold is also among the main representatives of the large commodity markets (Zhang & Wei, 2010) and therefore selected as a variable in this study.

Due to the importance of crude oil commodity, the changes in the crude oil price are likely to have a significant impact on other commodities. Investors in commodity markets would like to know the correlation of other commodities with crude oil for their portfolio diversification benefits. The gas, the precious metals (gold, silver and copper) and agricultural commodities (corn and soybean) are all closely related to the crude oil price. The gas is a byproduct of crude oil. Meanwhile soybean and corn are selected due to the interconnections of agricultural and energy markets that have increased through the rise in the new biofuel agribusinesses. These connections may have a causal structure by which oil prices might affect commodity prices and therefore, the instability in the energy markets may be transferred to the already volatile agricultural markets. The silver and copper are added as control variables. The objective of this paper is to examine the causal relationship between crude oil price and other commodities (gas, gold, silver, copper, soybean and corn). We would like to find out the lead-lag relationship between these seven commodities under review and to identify whether cointegration exists among those variables. We also would like to find any portfolio diversification benefits of the commodities.

The unique contribution of the paper, among others, which enhances the existing literature is in empirically testing for the ‘time-varying’ and ‘scale dependent’ volatilities of and correlations between the sample variables. Particularly, by incorporating the scale dependence, the paper is able to identify unique portfolio diversification opportunities for different kinds of investors bearing different investment horizons or stock-holding periods. Hence, the specific research questions of this study are as follows:


	Does cointegration exist between the crude oil price and the other commodities such as gas, gold, silver, copper, soybean and corn?

	Does the crude oil price cause the prices of the other commodities to increase/decrease in which past values of crude oil price are able to improve the prediction of other commodities such as gas, gold, silver, copper, soybean and corn?

	Among the exogenous variables, which one is more exogenous at different time scales?

	Which commodities should an investor invest in along with the crude oil commodity in order to gain portfolio diversification benefits?

	How would the portfolio diversification benefits change given different investor’s investment horizons or stock-holding periods?


The results from each of the research questions are expected to have significant implications for investors in their decisions concerning portfolio allocations and investment horizons. In summary, using recent data and modern empirical methodologies, this paper humbly attempts to fill in the strategic information needs of investors intending to diversify their portfolios in commodities market across the world.

LITERATURE REVIEW

Many researchers have studied the impact of crude oil price on other commodities. Among the earliest study on the price co-movement is a research done by Pindyck and Rotemberg (1990) who introduce the excess co-movement hypothesis (ECH) between commodity prices. They argue that due to herd behaviour in financial markets, prices tend to move together. Pindyck and Rotemberg (1990) found that price of largely unrelated raw commodities have a persistence tendency to move together. Further study by Baffes (2007) estimates the degree of pass-through of crude oil price changes to the prices of 35 other internationally-traded primary commodities. The results indicated that the elasticity for the non-energy commodity index was estimated at 0.16 and the fertilizer index displayed the largest pass-through, followed by the index for food commodities. The implications of this finding is that if crude oil prices remain high, the commodity price increases are likely to last longer than previous boom cycle, especially for the food commodities, fertilizers, and precious metals (Baffes, 2007). Saghaian (2010) investigated the correlation between oil and commodity prices. The results of this study showed that there is a strong correlation among oil and commodity prices, but the evidence for a causal link from oil to commodity prices is mixed (Saghaian, 2010).

Study on the co-movement between crude oil price and a series of agricultural commodities and gold has been done by Natanelov, Alam, McKenzie and Huylenbroeck (2011). A comparative framework is applied to identify changes in relationships through time and various cointegration methodologies and causality tests are employed. Results indicate that co-movement is a dynamic concept and that some economic and policy development may change the relationship between commodities. They also find that biofuel policy buffers the co-movement of crude oil and corn futures until the crude oil prices surpass a certain threshold (Natanelov et al., 2011).

Tang and Xiong (2010) investigate the investment in the commodities index and find that futures prices of different commodities in the United States became increasingly correlated with crude oil prices. Their finding reflects a financialisation process of commodities markets and this finding clarifies the reason of huge appreciation in the price volatility of non-energy commodities in 2008 (Tang & Xiong, 2010).

Research on the impact of crude oil is not only with other commodities but also with stock market variables, exchange rate and macroeconomic variables. Jammazi and Aloui (2010) research on the impact of crude oil price on stock market and find that the stock market variables respond negatively and temporarily to the crude oil changes during moderate (France) and expansion (UK and France) phases but not at a level to plunge them into a recession phase. However, the effect of West Texas Intermediate (WTI) changes that occurred in the expansion period has driven the Japanese stock market into a recession phase. This illustrates the important role that policy maker has to play in order to counteract any inflationary impact of higher prices with monetary policy such as in UK and France. This is contrary to the policy maker in Japan, who may be unable to completely offset the increased variability of oil shocks which has contributed to the vulnerability of the stock market in Japan (Jammazi & Aloui, 2010).


Vacha and Barunik (2012) investigated on the co-movement of the energy market by researching the interconnections between the main components of the energy sector in the time-frequency space. They find that some energy pairs show strong dynamics in co-movement in time during various investment horizons. The results suggest that when looking at the dependence of energy markets, one should always keep in mind its time-varying nature and look at it for various investment horizons. While the strongest dependence occurs during the periods of sharp price drops, it seems that the periods of recession creating fear in the markets imply a much higher downside risk to a portfolio based on these commodities. This inefficiency of the energy market is muted after recovery from the recession. They also find that the three commodities, heating oil, gasoline and crude oil strongly co-move, thus for the manager willing to keep a well-diversified portfolio, the trio will imply great exposure to risk. On the other hand, natural gas seems to be unrelated to all three commodities for all investment horizons as well as the studied time periods (Vacha & Barunik, 2012).

In summary, the literature studying crude oil price and its resulting impact on portfolio diversification strategies for commodities is limited and also inconclusive with the results reporting contradicting evidence. Hence this subject needs further investigation.

THEORETICAL UNDERPINNINGS

Two theories have been identified for this study. The first theory is by Pindyck and Rotemberg (1990) that introduce the excess co-movement hypothesis (ECH) between commodity prices, arguing that due to herd behaviour in financial markets prices tend to move together. They find that price of largely unrelated raw commodities have a persistence tendency to move together.

The second theory is by Markowitz on portfolio diversification theory. Markowitz shaped the modern portfolio theory where the volatility of a portfolio is less than the weighted average of the volatilities of the securities it contains given that the portfolio consists of assets that are not perfectly correlated in returns. The variance of the expected return on a portfolio can be calculated as:
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Where the sums are over all the securities in the portfolio, Wi is the proportion of the portfolio in security i, σi is the standard deviation of expected returns of security i, and Covij is the covariance of expected returns of securities of i and j. Assuming that the covariance is less than one (invariably true), this will be less than the weighted average of the standard deviation of the expected returns of the securities. This is why diversification reduces risk (Markowitz, 1959).

One of the criticisms of the earlier models of modern portfolio theory was the assumptions that the portfolio variances are normally distributed. Markowitz thought normally distributed variance is inadequate measure of risk. However, subsequent models have been developed that use asymmetric and fat tailed distributions that are closer to real world data. The methodology to be adopted in this paper M-GARCH-DCC has the ability to adopt a student- t distribution of variances which is more appropriate in capturing the fat-tailed nature of the distribution of index returns (Pesaran & Pesaran, 2010). Furthermore, the use of wavelet transform methodologies makes no assumptions on distributions and is tantamount to producing more realistic results (In & Kim, 2013). The paper elaborates the methodologies to be adopted in achieving the research objectives in the following section.

METHODOLOGY

Data

The data used in this paper is the daily data of seven commodities (crude oil, gas, gold, silver, copper, soybean and corn) prices from 1 January 2007 until 31 December 2013 that consist of 4,429 observations and obtained from DataStream at INCEIF (International Centre for Education in Islamic Finance). The unit for crude oil price is per barrel, meanwhile for gas price is per 1 Million British Thermal Unit (MMBtu), gold and silver price are per ounce, copper price is per pound, soybean and corn price are per bushel.

Time Series Techniques

This study employs a time series technique namely cointegration and error correction modelling in order to find empirical evidence of the nature of relations between crude oil price and other commodities. Standard time-series approaches have been adopted to test the hypothesis whether crude oil price leads (or lags) the other commodities under review. The recent time series studies based on cointegration have applied either vector error correction and/or variance decomposition methods for testing Granger causality or lead-lag relationship. We would apply the following standard procedures to test the lead-lag relationship: We will examine the unit-root tests and the order of the VAR, and then we will apply Johansen cointegration test. However, the evidence of cointegration cannot tell us which variable is leading and lagging. Therefore, we have to test through vector error correction model (VECM) that can indicate the direction of Granger causality both in the short and long run (Masih, Al-Elg, & Madani, 2009). The VECM, however, cannot tell us which variable is relatively more exogenous or endogenous. The appropriate technique to identify the most exogenous and endogenous variable is variance decomposition technique. However, the software that we used to test the time-series techniques is limited to 150 observations for testing variance decomposition. Our daily data consist of 4,429 observations. Therefore, the 150 observations only produce a result that covers five-month observation of our total data which is insufficient to give a reliable opinion. Therefore, we apply Maximum Overlap Discrete Wavelet Transformation (MODWT) to test the lead and lag of the identified exogenous variables at different time scales.

Maximum Overlap Discrete Wavelet Transformation (MODWT)

According to literature, both Discrete Wavelet Transform (DWT) and Maximal Overlap Discrete Wavelet Transform (MODWT) can decompose the sample variance of a time series on a scale-by-scale basis via its squared wavelet coefficients. However, the MODWT-based estimator has been shown to be superior to the DWT-based estimator (Percival, 1995; Gallegati, 2008). Therefore, we are going to apply Maximal Overlap Discrete Wavelet Transform (MODWT) in our study.

Whitcher, Guttorp and Percival (1999; 2000) extended the notion of wavelet variance for the maximal overlap DWT (MODWT) and introduced the definition of wavelet covariance and wavelet correlation between the two processes, along with their estimators and approximate confidence intervals. To determine the magnitude of the association between two series of observations X and Y on a scale-by-scale basis the notion of wavelet covariance has to be used. Following Gençay, Selcuk and Whitcher (2001) and Gallegati (2008) the wavelet covariance at wavelet scale j may be defined as the covariance between scale j wavelet coefficients of X and Y, that is
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An unbiased estimator of the wavelet covariance using maximal overlap discrete wavelet transform (MODWT) may be given by the following equation after removing all wavelet coefficients affected by boundary conditions (Gallegati, 2008),
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Then, the MODWT estimator of the wavelet cross-correlation coefficients for scale j and lag τ may be achieved by making use of the wavelet cross-covariance, [image: art] and the square root of their wavelet variances [image: art] and [image: art] as follows:
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The wavelet cross-correlation coefficients [image: art], similar to other usual unconditional cross-correlation coefficients, are between 0 and 1 and offers the lead/lag relationships between the two processes on a scale-by-scale basis.

Starting from spectrum SωX,j of scale j wavelet coefficients, it is possible to determine the asymptotic variance Vj of the MODWT-based estimator of the wavelet variance (covariance). After that, we construct a random interval which forms a 100(1−2p)% confidence interval. The formulas for an approximate 100(1−2p)% confidence intervals MODWT estimator robust to non-Gaussianity for [image: art] are provided in Gençay, Selçuk and Whitcher (2002) and Gallegati (2008). According to empirical evidence from the wavelet variance, it suggests that Nj = 128 is a large enough number of wavelet coefficients for the large sample theory to be a good approximation (Whitcher et al., 2000; Gallegati, 2008).

Multivariate GARCH – Dynamic Conditional Correlation (MGARCH – DCC)

We relied on the Multivariate Generalised Autoregressive Conditional Heteroscedastic (MGARCH) model in Pesaran and Pesaran (2010). We tested for both normal and t distributions, to determine which would model our case at optimum level. Results of unconditional correlation coefficients could suffice to provide empirical evidence to answer our fourth research question. However, we require the computation of conditional cross-asset correlations in order to address the fourth objective in more comprehensive through using MGARCH - DCC computation as 
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Where qij,t-1 are given by
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In the above, [image: art] is the (i,j)th unconditional correlation, ϕ1 and ϕ2 are parameters such that ϕ1 + ϕ2 < 1, and [image: art] are the standardised asset returns.

We also test whether the computed volatility is mean-reverting by estimating (1 – λi1 – λi2). Some diagnostic tests are conducted to substantiate the validity of our models. For more detail regarding this model, it can be found in Pesaran and Pesaran (2010).

Continuous Wavelet Transformation (CWT)

To answer the fifth objective of our research, we need to apply continuous wavelet transform (CWT). A number of authors have recently started using the continuous wavelet transform (CWT) in economics and finance research for example, Saiti, Bacha and Masih (2015). The CWT maps the original time series, which is a function of just one variable time-separate into function of two different variables such as time and frequency. One major benefit CWT has over DWT/MODWT is that we need not define the number of wavelets (time-scales) in CWT which generates itself according to the length of data. Other than that, the CWT maps the series correlations in a two-dimensional figure that allows us to easily identify and interpret patterns or hidden information (Saiti et al., 2015). For both MODWT and CWT, we use the Daubechies (1992) least asymmetric wavelet filter of length L = 8 denoted by LA (8) based on eight non-zero coefficients (Daubechies, 1992). Previous studies on high-frequency data have shown that a moderate-length filter such as L = 8 is adequate to deal with the characteristic features of time-series data (Gençay et al., 2001, 2002; In & Kim, 2013). In the literature, it is argued that an LA (8) filter generates more smooth wavelet coefficients than other filters such as Haar wavelet filter.

The continuous wavelet transform (CWT) Wx(u, s) is obtained by projecting a mother wavelet ψ onto the examined time series x(t) ∈ L2(ℝ) that is:
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The position of the wavelet in the time domain is given by u, while its position in the frequency domain is given by s. Therefore, the wavelet transform, by mapping the original series into a function of u and s, gives us information simultaneously on time and frequency. We need to apply a bivariate framework which is called wavelet coherence to be able to study the interaction between two time series, how closely X and Y are related by a linear transformation. The wavelet coherence of two time series is defined as:
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Where S is a smoothing operator, s is a wavelet scale, [image: art] is the continuous wavelet transform of the time series X, [image: art] is the continuous wavelet transform of the time series Y, [image: art] is a cross wavelet transform of the two time series X and Y (Madaleno & Pinho, 2012). For further details, interested readers may refer to Gencay et al. (2001; 2002) and In and Kim (2013).

EMPIRICAL FINDINGS AND INTERPRETATIONS

Findings and Interpretations of Standard Time-Series Techniques

We tested the unit roots of all the variables and found that they could be taken as I(1) on the basis of ADF tests (tables are available on demand). We also included wheat commodity in the beginning but we found it not I(1), therefore we had to drop wheat from our data. We also find that the optimal order of the VAR is two for AIC, meanwhile for SBC the optimal order of VAR is one. Since AIC selects the maximum lag length (unlike the SBC which selects the minimum lag length), we have chosen the maximum lag length given by AIC in order to address serial correlation. We applied the standard Johansen cointegration test (Table 1) and found them to have one cointegrating vector at 95% significance level on the basis of trace statistics. However, the Maximum Eigenvalue statistic does not indicate any cointegration, and hence we accept the trace statistic on the ground that in the case of a conflict of results, the trace statistic is generally preferred.

An evidence of cointegration implies that the relationship among the variables is not spurious and indicates that there is a theoretical relationship among the variables and they are in equilibrium in the long run. Cointegration implies that each variable contains information for the prediction of other variables. Cointegration has implications for portfolio diversification by the investors. Since there is evidence of one cointegration, it implies that all the seven markets act like one market and hence in a cointegrated market the possibility of gaining abnormal profits in the long term through diversifying investment portfolio is very limited. The cointegration test, however, cannot tell us the direction of Granger causality as to which variable is leading and which variable is lagging. We have applied the vector error correction modelling technique (Table 2) to identify the exogeneity and endogeneity of the variables. From Table 2, we can see that the crude oil, gas, gold and copper variables are exogenous but silver, soybean and corn are endogenous. That tends to indicate that silver, soybean and corn variables would respond to the crude oil, gas, gold and copper variables. The error correction model helps us distinguish between the short-term and long-term Granger causality. The error correction term stands for the long-term relations among the variables. The impact of each variable in the short term is given by the ‘F’ test of the joint significance or insignificance of the lags of each of the ‘differenced’ variables. We have used the standard ‘F’ test. The diagnostics of all the equations of the error correction model (testing for the presence of serial correlation, functional form, normality and heteroscedasticity) tend to indicate that the equations are mostly well-specified. The null hypotheses of all the tests are that there is no serial correlation, no wrong functional form, no non-normality and no heteroscedasticity respectively.


Table 1Johansen ML results for multiple cointegrating vectors of commodities



	HO

	H1

	Statistic

	95% Critical

	90% Critical




	Maximum Eigenvalue Statistics



	r = 0

	r = 1

	44.55

	49.32

	46.54




	r ≤ 1

	r = 2

	36.32

	43.61

	40.76




	Trace statistics



	r = 0

	r ≥ 1

	153.95

	147.27

	141.82




	r ≤ 1

	r ≥ 2

	109.40

	115.85

	110.60





The proportion of the forecast error-variance explained by a variable’s own past shocks can determine the relative exogeneity/endogeneity of a variable. However, the software that we used to test the variance decomposition limits our observations to 150 only, whereas our total observation is 4,429. Moreover, variance decomposition is an out-of-sample error-variance forecast. Hence, in order to identify the lead-lag relationship between selected commodities, we apply the Maximum Overlap Discrete Wavelet Transformation (MODWT).


Table 2Error correction model for seven commodities
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Notes: SEs of the coefficients are given in parentheses. The p values are given in brackets. Also, in the case of the chi-squared diagnostics, the p values are given in brackets.

Findings and Interpretations of Maximum Overlap Discrete Wavelet Transformation (MODWT)

In Figure 1, we report the MODWT-based wavelet cross-correlation between the crude oil and gold at all periods with the corresponding approximate confidence intervals, against time leads and lags for all scales, where each scale is associated with a particular time period. The individual cross-correlation functions correspond to – from bottom to top – wavelet scales λ1…, λg which are associated with changes of 1–2, 2–4, 4–8, 8–16, 16–32, 32–64, 64–128 and 128–256 days. The red lines bound approximately 95% confidence interval for the wavelet cross-correlation. If the curve is significant on the right side of the graph, the second variable is leading. If the curve is significant on the left side of the graph, it is the opposite. If both the 95% confidence levels are above the horizontal axes, it is considered as significant positive wavelet cross-correlation; if both the 95% confidence levels are below the horizontal axes, it is considered as significant negative wavelet cross-correlation.

The Figure 1 indicates that the wavelet cross-correlation between crude oil and gold. From this figure, we could observe that:


	At the wavelet levels of 1, 3, 4 and 5, we can observe that the graph is skewed to the right which indicates that the gold price return leads the crude oil price return;

	At the wavelet level 6 which is associated with 32–64 days, the graph is skewed to left hand side with significant negative value which implies that the crude oil price return is leading the gold price return;

	At the wavelet level 7, there is no clear lead-lag relationship evidence between these two commodities;

	Last but not least, at wavelet level 8 which is associated with 128–256 days (around one year), more interestingly, we can observe that there is significant negative wavelet cross-correlation on the right hand-side with implication of, again, the gold price return leads the crude oil price return.


We can conclude here that on most of the levels the gold price return leads crude oil price return. More importantly, there will be diversification benefit between these two commodities in the long-run.

Figure 2 shows that the wavelet cross-correlation between crude oil price return and corn price return. From this figure, we derive the following facts:


	At the first wavelet level, we can observe that the graph is skewed to the left which indicates that crude oil price return leads corn price return;

	At the wavelet level 7, there is no clear lead-lag relationship evidence between these two commodities;

	At other wavelet levels such as, 2, 3, 4, 5, 6, and 8, we can observe that the graph is skewed to right hand-side with significant negative values. This implies that there is negative relationship between oil price return and corn price return. It also may indicate that the corn price return is leading the crude oil price in the long-run.
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Figure 1. Maximum overlap discrete wavelet transformation: Crude Oil vs. Gold
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Figure 2. Maximum overlap discrete wavelet transformation: Crude Oil vs. Corn
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Figure 3. Maximum overlap discrete wavelet transformation: Gold vs. Corn




Our results may suggest that the crude oil price return is leading in the short-term (1–2 days) and vice versa in the long-term.

The Figure 3 shows that the wavelet cross-correlation between gold price return and corn price return. From this figure, we may observe the followings:


	At the wavelet levels 1 and 7, there is no clear lead-lag relationship evidenced between these two commodities such as, gold and corn price returns;

	From wavelet level 2 until wavelet level 6 (from 2–4 days until 32–64 days), the graphs are skewed to right hand-side which implication of the leading role of corn price return. More importantly there is significant negative relationship between these two commodities.

	At level 8 which is associated with 128–256 days (in the long-run), the graph is skewed to the left hand-side which significant negative value. This may imply that the gold price return leads corn price return.


We may conclude that, the corn price return leads the gold price return in the short-run and vice versa in the long-run. However, there would be diversification benefit between these two commodities, namely, gold and corn, in both short and long runs.

Findings and Interpretations of MGARCH-DCC

In order to assess the diversification benefits of the selected commodities, we have applied Dynamic Conditional Correlation (MGARCH-DCC) instead of Constant Conditional Correlation (CCC) in this Section. In CCC, the off-diagonal elements in the correlation matrix are constant, whereas these off-diagonal elements in DCC are time-varying. Moreover, the DCC approach allows asymmetries, meaning that the weights are different for positive and negative shocks to a series, which is an insightful advantage of this model. On the other hand, CCC does not accommodate asymmetric behaviour. Table 3 summarises the maximum likelihood estimates of λi1 and λi2 for the seven commodities prices returns, and δ1 and δ2, comparing multivariate normal distribution with multivariate student t-distribution.

We observe that all volatility parameters are highly significant, which implies gradual volatility decay i.e. high riskiness of the asset price return gradually decays (dies out) following a shock in the market, which makes the price return highly volatile. Even if we add, for example, Lamda1_Oil and Lamda2_Oil (0.95511 + 0.04201 = 0.99712 < 1), which is less than unity, implies that the volatility of the asset price return is not following an Integrated GARCH (IGARCH), i.e. the shock to volatility is not permanent. Similar conclusion is obtained for the rest of the variables.

The maximised log-likelihood value for the case of t-distribution [109,525.9] is larger than that obtained under the normality assumption [108,643.4]. The estimated degree of freedom for the t-distribution [8.5150] was well below 30; and any other value one would expect for a multivariate normal distribution. This suggests that the t-distribution is more appropriate in capturing the fat-tailed nature of the distribution of price returns. Henceforth our analysis will work with the t-distribution estimates.


Table 3Estimates of λi1 and λi2, and δ1 and δ2



	
	
	Multivariate normal distribution

	Multivariate t distribution




	
	
	Estimate

	T-Ratio

	Estimate

	T-Ratio




	Lambda 1 (λ1)
	Oil
	.95511

	184.2915

	.95906

	188.7528




	
	Gas
	.89181

	114.2868

	.88358

	87.2526




	
	Gold
	.92761

	118.4523

	.94469

	148.1534




	
	Silver
	.92634

	104.5338

	94554

	124.1494




	
	Copper
	.94380

	145.9686

	94354

	135.0838




	
	Soybean
	.91781

	99.2804

	93300

	108.4459




	
	Corn
	.93514

	140.1689

	92901

	106.8266




	Lambda 2 (λ2)
	Oil
	.04201

	9.3077

	.03759

	8.6517




	
	Gas
	.09658

	15.0316

	.10048

	12.5046




	
	Gold
	.04799

	10.3281

	.04046

	9.2763




	
	Silver
	.06125

	9.5808

	.04826

	7.9035




	
	Copper
	.04666

	9.9061

	.04546

	8.9818




	
	Soybean
	.05968

	10.2666

	.04786

	8.8487




	
	Corn
	.04433

	11.0828

	.04695

	9.1577




	Delta 1 (δ1)
	
	.99262

	1031.1

	.99140

	814.9476




	Delta 2 (δ2)
	
	.00478

	10.7114

	.00547

	9.7134




	Maximised log-likelihood
	
	108,643.4

	
	109,525.9

	



	Degree of freedom (df)
	
	-

	
	8.5150

	




Note: λ1 and λ2 are decay factors for variance and covariance, respectively.

Table 4 shows the estimated unconditional volatilities (diagonal elements) and the unconditional correlations (off-diagonal elements) of the seven commodities prices. The numbers in parentheses in the diagonal elements represent ranking of unconditional volatility (from highest to lowest). The ranking is characteristic of the volatility of the 7 commodities. The gas, crude oil and silver tend to receive a larger share of speculative trades in the commodities prices. Gold shows the lowest volatility, reflecting the role of the gold as the best hedge instrument against inflation (Worthington & Pahlavani, 2007).

More relevant to the fourth objectives of this paper are the correlations among the prices. A brief examination of the unconditional correlations reported in Table 4 highlights the fact that the gas price has the lowest correlations with other prices. To have a clearer picture of the relative correlation among prices, we ranked the unconditional correlations (from highest to lowest) as shown in Table 5.


Table 4Estimated unconditional volatility matrix for the seven commodity prices
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Table 5Ranking of unconditional correlations among 7 commodities prices
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The above rankings inform us two important facts. First, for almost all commodities (with the exception of silver), the lowest correlation is with the gas commodity (see notation ‘a’ in Table 5). This implies that in order to fully benefit from portfolio diversification, portfolio should include gas commodity. However, gas prices are the most volatile among all commodities. Therefore, investors will be exposed to higher risk due to higher volatility in gas price. Second and more pertinent, crude oil has the lowest correlation with gas, corn and silver. Therefore, based on unconditional result in Table 5, any investor with an exposure in crude oil and wanting to obtain maximum diversification with lowest risk should invest in gas commodity because gas has the lowest correlation with crude oil. Similar result is obtained for investors that have exposure in gold, copper, soybean and corn which indicate that they should hold gas commodity to obtain the maximum diversification benefit.

Thus far, our analyses and conclusions on volatilities and correlations have been made on unconditional basis. Unconditional basis means that we take the average volatility and correlation in the sample period. However, the assumption that volatility and correlation remain constant throughout a period spanning over 17 years does not appeal to intuition. It is more likely that volatility and correlation are dynamic in nature and it is this aspect which the Dynamic Conditional Correlations (DCC) model employed in this paper addresses.

We start with observing the temporal dimension of volatility. During those 17 years under observation, we noticed that gas commodity prices has the highest volatility compared to others. The lowest volatility during that period is gold commodity. During the period of the Southeast Asian Financial Crisis of 1997/98, crude oil price significantly increased in volatility meanwhile gold remained constant. The highest increase in volatility for crude oil price and other commodities (with the exception of gas) are during the Global Financial Crisis in 2008 as illustrated in Figures 4 and 5. We also noticed that the volatility for almost all commodities during Global Financial Crisis in 2008 is higher than the volatility during Asian Financial Crisis in 1997/1998. Gas price is extremely volatile compared to other commodities and it is randomly volatile throughout those 17 years under observation. From the figure, we can conclude that it is very risky to invest in gas commodity since it is highly volatile and unpredictable compared to other commodities. We also notice that gold is the lowest volatile commodity compared to the rest of commodities as illustrated in Figures 4 and 5.
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Figure 4. Conditional volatilities of all commodities
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Figure 5. Conditional volatilities of crude oil, gold and corn



Through conditional correlations as described in Figure 6, we compare the correlation between crude oil prices with other commodities. We noticed that from year 1997 until 2010, correlations of the crude oil with other commodities are showing uptrend with huge increase during the Global Financial Crisis in 2008. From 2010 to 2013, the trend of correlation is downward due to correction after the huge shock in 2008. The highest correlation of crude oil is with copper and the lowest correlation of crude oil is with gas. The second lowest correlation of crude oil is with corn. Investor who is having exposure portfolio in crude oil is better off with diversification in corn rather than gas because gas price volatility is too high which offsets its benefit as a diversification commodity.
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Figure 6. Conditional correlation of crude oil with other commodities



Correlation of Commodities at Different Time and Investment Horizons Based on the Continuous Wavelet Transform

Figures 7 to 12 present the estimated continuous wavelet transform and phase difference for commodity prices from scale 1 (one day) up to scale of 9 (approximately two market years, 512 days). Time is shown on the horizontal axis in terms of number of trading days, while the vertical axis refers to the investment horizon. The curved line below shows the 5% significance level which is estimated using Monte Carlo simulations. The figure follows a colour code as illustrated on the right with power ranges from blue (low correlations) to red (high correlations).

Any investor who is interested in holding crude oil commodity as his main portfolio, will need to diversify his portfolio by having another commodity to gain diversification benefit. Gold is a good diversification portfolio for crude oil in low scale (high frequency) below 256 holding period or one year. From August 2006 onward, gold and crude oil highly correlate for long term investment horizon which is more than one year or 256 days (please refer to Figure 7). Therefore, investor who has an exposure in crude oil and intends to diversify his portfolio, he should not hold gold portfolio more than one year in order to get the benefit of diversification.

For an investor who is interested in holding portfolio of crude oil and corn, he should hold that investment for short period of time (within 1 day to 32 days) in order to obtain the diversification benefit. If his investment is beyond one year or more than 256 days, he also will gain diversification benefit (please refer to Figure 8). From the Figure 8 also we noticed that during Global Financial Crisis in 2008, the correlation between crude oil and corn is very high for an investment holding of 32–256 days.

Soybean and crude oil correlation also has similar effect like corn and crude oil correlation where the short term investment horizon (within 1 to 32 days) will give better diversification benefit compared to high scale time horizon. From year 2008 onward, soybean price highly correlates with crude oil in the scale of 256 to 512 day (please refer to Figure 9).

The correlation between crude oil and gas is low at lower scale (between 1 to 256 days). However, the correlation beyond 256 days or a year is very high. The arrow in the Figure 10 for hot area pointing to the left which indicates that the correlation between crude oil and gas is positively related.

Copper and crude oil correlation also only give diversification benefit in short term investment horizon (from 1 day to 32 days). If the investment horizon for crude oil with copper is within 64 until 128 days, the investor also will gain diversification benefit (please refer to Figure 11). From the investment horizon of 256 days to 512 days, copper is highly correlated with crude oil from year 2004 until 2013. Before those years, the correlation between the two commodities is very low.

The correlation between crude oil and silver also is quite similar to correlation between copper and crude oil. At the lower scale until 32 days, investor will gain diversification benefit. From 32 to 64 days investment horizon, the correlation is very high during Global Financial Crisis in 2008 (Figure 12). If the investment horizon is within 64 until 128 days, the investor will also gain diversification benefit. Within the investment horizon of 256 days to 512 days, silver is highly correlated with crude oil from year 2004 until 2013. This phenomena is not seen before those years, when the correlation between the two commodities is very low.

We can clearly see the contributions of the wavelet transformations in helping us understand portfolio diversification opportunities for investors at different investment horizons or holding periods.


Table 6Date for horizontal axis



	Horizontal Axis

	Date




	500

	December 1998




	1000

	November 2000




	1500

	October 2002




	2000

	September 2004




	2500

	August 2006




	3000

	July 2008




	3500

	June 2010




	4000

	May 2012
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Figure 7. Continuous wavelet transform – Gold vs. Crude Oil






[image: art]

Figure 8. Continuous wavelet transform – Crude Oil vs. Corn
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Figure 9. CWT – Crude Oil vs. Soybean
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Figure 10. CWT – Crude Oil vs. Gas
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Figure 11. CWT – Crude Oil vs. Copper
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Figure 12. CWT – Crude Oil vs. Silver



CONCLUDING REMARKS

Firstly, from the vector error-correction analysis, we conclude that the crude oil, gas, gold and copper variables are exogenous but the silver, soybean and corn are endogenous. That tends to indicate that the silver, soybean and corn variables would respond to the crude oil, gas, gold and copper variables.

Secondly, based on MODWT, we observe that: (i) on most levels, the gold price return leads crude oil price return. More importantly, there will be diversification benefit between these two commodities in the long-run; (ii) the results of wavelet cross-correlation between crude oil and corn may suggest that the crude oil price return is leading the corn price return in the short-term (1–2 days) and vice versa in the long-term; (iii) as far as gold price and corn are concerned, the corn price return leads the gold price return in the short-run and vice versa in the long-run. However, there would be diversification benefit between these two commodities, namely, gold and corn, in both short and long run.

Thirdly, according to MGARCH-DCC, the results tend to indicate that almost all commodities (with the exception of silver) have the lowest correlation with the gas commodity. The crude oil has the lowest correlation with gas, corn and silver. However, it is very risky to invest in gas commodity since it is highly volatile and unpredictable compared to other commodities.

Fourthly, the application of CWT tends to indicate that short term investment horizon (within 32 days holding period) will generate portfolio diversification benefit for investors having exposure in crude oil and at the same time holding other commodities such as corn, soybean, copper and silver. For gold and gas portfolio against crude oil, the investor can gain diversification benefit if he/she holds his/her portfolio within one year or 256 days.

Last but not the least, investor having portfolio exposure in crude oil is better off with diversification in corn rather than gas because gas price volatility is too high which offsets its benefit as a diversification commodity.

We can clearly see the contributions of the wavelet transformations in helping us understand portfolio diversification opportunities for investors with different investment horizons or holding periods.
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ABSTRACT

This study aims to empirically examine the association between financial information quality and investment efficiency among firms in Malaysia. Sample of this study consists of 558 firms listed on the Main Board of Bursa Malaysia from the year of 2001 until 2011. The investment efficiency is measured based on firms’ deviations from the expected investment level. The financial information quality is measured based on four different measurement schemes. The results provide support that financial information quality is significantly positively related to investment efficiency. The inclusion of several firm level control variables and use of alternative models to measure investment efficiency provides consistent findings. The results of this study provide further understanding and empirical evidence relevant to quality of financial information and investment efficiency. As most of the extant studies on this association have been done on data from the US and advanced countries, this study fills the gap in literature by investigating the impact of financial information quality on investment efficiency in an emerging market. Although emerging markets make up the vast majority of economic activity around the world, they have received limited attention in academic research. Findings of this study could be of interest to the international organisations such as World Bank whose missions are to aid countries with developing and transitional economy, and improve living conditions of their citizens.

Keywords: financial information quality, investment efficiency, emerging market, Malaysia

INTRODUCTION

This study examines the association between financial information quality and investment efficiency among firms in Malaysia. We believe that this study is important, primarily due to the significance of investment itself. Investment is one of the important determinants of growth, not only for firms but also for the economy as a whole. Investments made by firms in the form of projects can contribute to physical development of a country as well as providing for employments. Firms can also invest in the form of capital and this contributes towards the development of capital markets. Hence, investment decision of a firm is not only important to the firm, but also to the economy in general. Moreover, the focus should be not only on the quantity of investment, but also on the quality of the investment. In other words, investment efficiency may be more important than the amount of investment.

Good investment decision can only be made with possible adequate information. One of the most important information required in making decision on investment, especially in private sectors, is financial information. These information must be relevant and of high quality. There are numerous studies that look at the value relevance of accounting numbers (e.g. Barth, Beaver, & Landsman, 2001; Gu, 2007; Aboody, Hughes, & Liu, 2002). Conclusion that can be made from these studies is that some accounting numbers such as net income and dividends are value relevant (Aboody et al., 2002), while others, such as long term accruals are not (Barth et al., 2001). Past findings also provide evidence that the value relevance of accounting information is lower in less developed countries than in more developed countries (e.g. Ball, Robin, & Wu, 2003; Chen, Hope, Li, & Wang, 2011). The value relevance studies focus on market participants as users of financial information. Different from previous studies, this study looks at the usefulness of financial information from the firms’ perspective. Firms are in the same level of importance with other users. This is mainly because firms use the financial information for analysing performance, assessing viability of their investment, and determining future investment decision making which could affect other users’ interest such as shareholders and investors.

Firms use financial information in investment decision-making to whether invest in physical project or invest in capital market. Firms need to invest in efficient investments with positive Net Present Value (NPV), and let go projects with negative NPV for better future growth and expansion. Financial information is therefore important to facilitate informed decision. The main objective of this study is therefore to investigate the relationship between financial information quality and investment efficiency. We focus on financial information quality, rather than other determinants, because this study aims to examine the usefulness of financial information to firms in context of emerging markets. Past studies show that most of firms in emerging markets have concentrated ownership structure (e.g. Claessens & Fan, 2002; Ball et al., 2003), and this feature contributes to higher agency problems and low demand for high information quality. This, theoretically, determines the association between financial information quality and investment efficiency. However, despite solid theoretical support for such a relationship, there is little empirical evidence to support it.

This study evaluates the association of financial information quality and investment efficiency using firm level observations in an emerging market such as Malaysia. The primary reason for choosing Malaysia is that the country is one of the main business and financial centers in the Asia Pacific region (Muniandy & Jahangir Ali, 2012). Asia Pacific countries have evolved in recent years to be leading countries among developing countries. Alongside the economic developments, there is also tremendous improvement in financial system. However, little attention has been paid to understanding the evolutionary development process of these countries’ financial reporting quality.

This study aims to contribute to the literature in several ways. First, unlike previous studies that look at the usefulness of financial information to investors and capital market, this study concentrates on different user that is equally important user of financial information, namely, the firm itself. This is mainly because firms course of actions such as investment decision making affect not only its performance and position, but other user’s interests, risk and return, shareholders and investors as example. This study therefore adds to the literature by providing empirical evidence on the association between financial information quality and investment efficiency. Second, studies that investigate the impact of financial information quality on investment and its efficiency within advanced countries are abound (e.g. McNichols & Stubben, 2008; Verdi, 2006). In contrast, we focus on emerging market that become more involved in global trading and for which there is limited extant research. The findings of studies in advanced countries are not applicable for emerging markets because; first, emerging markets have different social, political and economic factors (Berghe, 2002; Claessens, Djankov, & Lang, 2000) that can play a role in determining the financial information relevancy, and its effects on other variables accordingly. Second, prior studies (e.g. Ball et al., 2003; Chen et al., 2011) address that financial reporting quality is lower in less developed countries than in advanced countries, and propose a possibility that financial information quality to be less conducive to the mitigation of inefficient investment than observed in the literature for advanced countries (e.g. Biddle & Hilary, 2006; McNichols & Stubben, 2008; Biddle, Hilary, & Verdi, 2009).

The context of this study with sample taken from Bursa Malaysia adds to the existing knowledge in terms of generalisability of previous findings. Overall, inferences based on a sample of 5,384 firm-year observation for 558 Malaysian listed companies in Main Board of Bursa Malaysia from 2001 to 2011 provide support that financial information quality is significantly related to investment efficiency. Our findings are robust even when different measurements of financial information quality are used. The inclusion of firm level control variables and firm fixed effects as well as the use of alternative models to measure investment efficiency do not change the results. Results from this study may have practical implication in the sense that efficient investments of firms contribute significantly to the firms and economic growth in emerging markets. Evidence provided can also be used to promote steps to improve financial information quality.

THEORETICAL FRAMEWORK AND HYPOTHESIS DEVELOPMENT

One of the main objectives of financial information is to provide information that can facilitate the efficient allocation of capital (Chen et al., 2011). Capital allocation refers not only to capital market but also resources allocation in making capital expenditures. In other words, quality of financial information should be one of the most important inputs in decision-making regarding capital allocation, that is investments. Financial information quality can be defined as the precision in which reported financial information portrays the firm’s operations to interested users. The Financial Accounting Standards Board (FASB) Statement of Financial Accounting Concepts No.1 (1978) states that one objective of financial reporting is to help present and potential investors in making rational decisions for investment. Firm is seen as investing efficiently if it invested in projects with positive Net Present Value (NPV). If the firm passed up on investment opportunities that would have positive NPV, then the firm was under-investing. On the other hand, when firm invests in investments with negative NPV, the firm was over-investing. Under or over-investment indicate that the firm is not investing efficiently. Hence, the level of firm’s investment efficiency can be gauged from the absence of under or over-investment.

Agency theory states that the presence of two primary imperfections, namely adverse selection and moral hazard, caused by the existence of information asymmetry and low financial information quality provides greater opportunity for manger’s dysfunctional behavior (Jensen & Meckling, 1976; Jensen, 1986). Based on this assertion, past studies empirically indicate that higher financial information quality decreases adverse selection (Lambert, Leuz, & Verrecchia, 2007; Horton, Serafeim, & Serafeim, 2013), reduces moral hazard (Myers & Majluf, 1984; Gassen & Sellhorn, 2006), and decreases cost of capital (Hail & Leuz, 2006). Findings of prior studies also show that adverse selection and information asymmetry between managers and investors and shareholders could affect investment efficiency (e.g. Biddle & Hilary, 2006; Verdi, 2006). Therefore, it can be suggested that higher financial information quality improves investment efficiency by reducing adverse selection and moral hazard problems.


In a study of the relationship between adverse selection and investment efficiency, Myers and Majluf (1984) find that when managers act on behalf of existing shareholders and the firm needs to raise funds to finance an investment, managers might refuse to raise funds at a discounted price even if that led to letting go of a good investment opportunities. In other words, Myers and Majluf (1984) find that presence of adverse selection might lead to higher underinvestment, hence lower investment efficiency. In similar vein, Chang, Dasgupta and Hilary (2009) suggest a model of adverse selection and empirically show that firms with higher financial information quality have lower adverse selection cost and lower risk for their capital providers, and have more flexibility to increase capital. Therefore, if financial reporting quality decreases adverse selection, it could be associated with higher investment efficiency through the decline in external financing costs. Under lower external financing costs and investor’s capital rationing, there is less possibility that managers pass up investments with positive NPV (lower under-investment). Lower adverse selection opportunity also decreases opportunity for managers to engage in value destroying activities and self-maximising decisions such as build an empire building with ample capital (less over-investment) (Jensen, 1986).

Previous studies also indicate that higher quality financial information could improve investment efficiency by alleviating information asymmetries that give rise to problems such as moral hazard (e.g. Leuz & Verrecchia, 2000; Bushman & Smith, 2001; Verrecchia, 2001). For instance, several past studies find that financial information is used by shareholders to monitor managers (e.g. Bushman & Smith, 2001; Lambert, 2001) and it is an important source for investors in monitoring firms’ performances (e.g. Holmstrom & Tirole, 1993; Kanodia & Lee, 1998). Therefore, if higher financial information quality improved investors and shareholders ability to monitor managerial activities and detect their dysfunctional behavior such as over and/or under-investment, it could lead to managers investing more efficiently.

Based on the above theoretical arguments, research framework of this study is illustrated by Figure 1. The figure indicates that this study expects there is a positive relationship between financial information quality and investment efficiency.
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Figure 1. Research framework




There are also empirical studies that show positive association between financial information quality and investment efficiency (e.g. Biddle & Hilary, 2006; Hope & Thomas, 2008; Biddle et al., 2009). These evidences, however, have been mostly limited to firms in advanced countries where financial information quality is high and accounting numbers are more value relevant. However, the finding might be different in different information environment such as that in emerging markets, with lower financial information quality (Gao & Kling, 2008; Chen et al., 2011). The presence of low financial information quality in emerging markets reduces the information value relevance, increases alternatives, and leads to condition that financial information are less conducive to the mitigation of inefficient investment than observed in advanced countries (e.g. Biddle & Hilary, 2006; McNichols & Stubben, 2008; Biddle et al., 2009). Past studies point out that most of firms in emerging markets have high concentrated ownership structure and most of them are family control (Claessens et al., 2000; Claessens & Fan, 2002; Ball et al., 2003). This feature contributes to higher agency problems and low demand for high information quality, and theoretically determines the association of financial information quality and investment efficiency. However, despite solid theoretical support for such a assertion, empirical studies in order to test the mentioned association have been sparse.

Therefore, studies on the association of financial information quality and investment efficiency in different setting such as countries with developing economy are needed to provide substantiated evidence on whether financial information quality can be associated with investment efficiency, hence increase the generalisability of previous findings. Consistent with prior studies (e.g. Biddle et al., 2009), this study hypothesises that higher financial information quality improves the investment efficiency. Specifically, this study forms the following hypothesis:


H1: Financial information quality is positively associated with investment efficiency.



RESEARCH METHODOLOGY

Sample

Sample of this study consists all firms listed on the Main Board of Bursa Malaysia from the year of 2001 until 2011. Firms in financial services are subjected to different regulation, and therefore are being excluded from the sample of this study. This is to ensure greater homogeneity of the firms in the sample. We also impose data restriction on the sample, such as availability of required data. Most of missing data are due to unavailability of capital expenditures and research and development expenditures data, which are required to calculate investment efficiency. These selection criteria produce a sample of 558 firms which generate an unbalanced panel of 5,384 firm-year observations.

Table 1 provides distribution of the sample by industry based on the DataStream-industry classification. The sample is represented by 20 industries, with the greatest number of observation coming from construction and food producers. These two industries make up almost 30% of total sample.


Table 1Sample distribution by industry



	Industry
	n

	Percentage (%)




	Automobiles and parts
	17

	3.05




	Chemicals
	20

	3.58




	Construction and materials
	91

	16.31




	Electronic and electrical equipment
	26

	4.66




	Food producers
	72

	12.90




	Forestry and paper
	13

	2.33




	General industrials
	29

	5.20




	General retailers
	20

	3.58




	Health care equipment
	14

	2.51




	Household goods
	32

	5.73




	Industrial engineering
	36

	6.45




	Industrial metals and mining
	25

	4.48




	Industrial transportation
	25

	4.48




	Leisure goods
	31

	5.56




	Oil equipment and services
	14

	2.51




	Personal goods
	27

	4.84




	Software and computer services
	15

	2.69




	Support services
	20

	3.58




	Technology hardware
	11

	1.97




	Telecommunication
	
20

	
3.58




	Total
	558

	100





Investment Efficiency

Investment efficiency is the dependent variable of this study. We represent a firm as investing efficiently if it undertakes investments with positive Net Present Value (NPV). Similar with past studies (e.g. Biddle et al., 2009; Chen et al., 2011), investment efficiency is measured as deviations from expected investment using a model that predicts investment as a function of growth opportunities. Therefore, both overinvestment (positive deviations from expected investment) and underinvestment (negative deviations from expected investment) are considered inefficient investments. Specifically, we estimate a model for expected investment as a function of revenue growth. The model is described as follow:
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where:

Invest = total investment and defined as the sum of capital expenditure, research and development expenditure, and acquisition expenditure less cash receipts from sale of property, plant, and equipment multiplied by 100 and scaled by lagged total assets; and RevGrowth = revenue growth and defined as percentage change in revenue from year t – 1 to t.

Equation (1) is estimated for each industry-year based on the DataStream-industry classification for all industries with at least 10 observations in a given year. To mitigate the influence of outliers, all variables are winsorized at the 1% and 99% levels. The negative (positive) residuals from the regression model (1) indicate under investment (over investment). In our analyses, we use the absolute value of residuals as a proxy for investment efficiency. We multiply the absolute values by –1. Thus, higher values of residuals represent higher investment efficiency (Verdi, 2006; Biddle et al., 2009; Chen et al., 2011).

Financial Information Quality

There is no universally accepted measure of financial information quality (Dechow, Ge, & Schrand, 2010; Chen et al., 2011). In order to generalise our findings and reduce measurement error, several proxies for financial information quality are applied in our empirical analyses. Specifically, we use (1) Ball and Shivakumar (2006) discretionary accruals measure; (2) McNichols and Stubben (2008) revenue based discretionary measure; (3) Kothari, Leone and Wasley (2005) measure as applied by Boone, Khurana and Raman (2012) and Mohammadrezaei (2014); and (4) a summary statistic formed by aggregating these three measures. This is done for several reasons. First, a single proxy is unlikely to cover all aspects of financial information quality. Second, using alternative measurements mitigate the possibility that results using one particular proxy capture some factors other than financial information quality. Although other measurements for financial information quality have been applied by past studies, (for example, using the bid-ask spread as in Ebrahimi and Zaini Embong (2014)), we utilise these firm level measurements because objective of this study is to investigate the usefulness of financial information to firms and its association with firm level investment efficiency.

The first measurement is discretionary accruals as developed by Ball and Shivakumar (2006). Specifically, we estimate model (2) for each industry that has at least 10 observations:
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where:



	TA
	=
	total accruals equal to earnings before extraordinary items minus cash flow from operation scaled by lagged total assets;



	ΔRev
	=
	change in revenues from year t to t–1 scaled by lagged total assets;



	ΔRec
	=
	change in account receivable from year t to t–1 scaled by lagged total assets;



	PPE
	=
	net property, plant and equipment scaled by lagged total assets;



	CF
	=
	cash flow from operations scaled by lagged total assets; and



	DCF
	=
	binary variable equal to 1 if cash flow from operations is negative and 0 otherwise.




The residuals from the regression model (2) are discretionary accruals. In our analyses, first, we calculate the absolute values of discretionary accruals, and then, multiply the absolute values of discretionary accruals by –1 as a proxy for financial information quality (hereafter INFQ (1)). Therefore, higher values of INFQ (1) represent higher financial information quality.

Our second measurement is based on discretionary revenues that have been used by McNichols and Stubben (2008) and Stubben (2008). Specifically, we use the following equation:
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where:

 

ΔRec = the annual change in account receivable scaled by lagged total assets; and

ΔRev = the annual change in revenues scaled by lagged total assets.


Discretionary revenues are the residuals from equation (3), which is estimated separately for each industry that has at least 10 observations. In our analyses, first, we calculate the absolute values of discretionary revenues, and then, multiply the absolute values of discretionary revenues by –1 as a proxy for financial information quality (hereafter INFQ (2)). Consequently, higher values of INFQ (2) represent higher financial information quality.

To calculate the third measurement, we follow performance matched Kothari et al. (2005) measure as implemented by Boone et al. (2012) and Mohammadrezaei (2014). Specifically, we estimate model (4) for each industry that has at least 10 observations:
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where:

 



	TA
	=
	total accruals equal to earnings before extraordinary items minus cash flow from operation scaled by lagged total assets;



	ΔRev
	=
	change in revenues from year t to t-1 scaled by lagged total assets;



	ΔRec
	=
	change in account receivable from year t to t-1 scaled by lagged total assets;



	PPE
	=
	net property, plant and equipment scaled by lagged total assets; and



	ROA
	=
	return on assets.




The residuals from the regression Equation (4) are discretionary accruals. In our analyses, first, we calculate the absolute values of discretionary accruals, and then, multiply the absolute values of discretionary accruals by –1 as a proxy for financial information quality (hereafter INFQ (3)). Therefore, higher values of INFQ (3) represent higher financial information quality.

Fourth, to alleviate probable measurement error in the individual financial information quality proxies and to provide evidence based on an overall financial information quality metrics, we aggregate the three proxies into one aggregate score. Following Biddle et al. (2009) and Chen et al. (2011), all proxies are normalised first, and then take the average of the three measures as our summary financial information quality statistic (hereafter INFQ (4)).

Model Specification

To test our hypothesis on whether financial information quality in year t affects investment efficiency in year t + 1, we estimate the OLS regression as shown in Equation (5).


[image: art]

where,

InvEff represents over or under-investment which is the absolute residual of regression Model (1) above, multiplied by –1. The absolute residual of Model (1) is inverse measure of investment efficiency, meaning the lower absolute residual shows the higher investment efficiency (Biddle et al., 2009; Chen et al., 2011). However, we multiple the absolute residual of Model (1) by –1, representing the higher absolute residual is higher investment efficiency; and INFQ is financial information quality measured by one of the following: INFQ (1) introduced by Ball and Shivakumar (2006), INFQ (2) developed by McNichols and Stubben (2008), INFQ (3) developed by Kothari et al. (2005), and INFQ (4) developed by the average of the standardised previous three measures.

To the extent that higher level of financial information quality enhances the level of investment efficiency, β1 is expected to be positive.

Consistent with past studies such as Verdi (2006), Biddle and Hilary (2006), Biddle et al. (2009) and Chen et al. (2011), following control variables are applied for this study. First, we include the natural logarithm of total assets to proxy for the size of a firm. Past studies show that firm size is often used as a proxy for political cost. The political cost hypothesis argues that large companies are more likely to prefer dysfunctional and downward activities, because of the possibilities of increasing government control when the companies are larger and more profitable (Watts & Zimmerman, 1990). This study expects that firm size has converse relationship with investment efficiency.

Second, the firm age is included, which can have an impact on investment efficiency. Prior studies (Anthony & Ramesh, 1992) argue that engaging in opportunistic activities and manipulation the accounting numbers are more likely to be high for companies that are in growth stages compared to companies that are in stagnant stages. Therefore, this study predicts that firm age has a positive association with investment efficiency. Third, ratio of net income over total assets (ROA) is included as a performance measure, since Myers and Majluf (1984) address a possibility that managers might do dysfunctional activities such as under-investment while they have good performance. Also Chen et al. (2011) find that firm performance (ROA) has negative association with investment efficiency. Therefore, this study expects that firm performance (ROA) has negative association with investment efficiency.


Fourth, we include the ratio of total debt over total equity to proxy for the leverage of a firm. The debt hypothesis asserts that highly leveraged firms are more likely to engage in opportunistic activities and manipulation to avoid violation of debt covenants (Watts & Zimmerman, 1990). This study predicts that leverage has a negative association with investment efficiency. Fifth, the effect of audit quality is included, which could have an effect on investment efficiency. Chen et al. (2011) indicate that Big4 auditors associate with less inefficient investments in the firms. Therefore, this study predicts that Big4 has a positive association with investment efficiency. Big4 is a binary variable that takes the value 1 if the company is audited by at least one Big4 audit firm and 0 otherwise. Finally, we include firm fixed effects in all models, which is a common approach for controlling firm-specific effects.

RESULTS

Descriptive Statistics

Table 2 presents descriptive statistics for our variables of interest, investment efficiency, financial information quality as well as control variables. Panel A indicates that mean value for deviation from optimal investment (InvEff) is –0.431. This value for advanced country, such as in the US, is zero (Verdi, 2006). This outcome supports past theoretical arguments that the inefficient investments issue is more prevalent in less developed countries than advanced countries (e.g. Sussangkarn, Park, & Kang, 2011; Chen et al., 2011). As Table (2) shown, INFQ (2) and INFQ (3) have same mean (–0.055), while the magnitude for INFQ (1) and INFQ (4) are less and more respectively. The value of skewness and kurtosis indicates whether the data has a normal distribution. When the values for skewness (kurtosis) are zero (three), the distribution of data is normal (Gujarati, 2003). Therefore, Panel A also show that non-normal distribution of data is not significant issue and the skewness and kurtosis are very close to optimal values.


Table 2Descriptive statistics
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*, **, *** Represent significance at the 10, 5, and 1 percent levels, respectively, using two-tailed tests.


InvEff is investment efficiency proxied by absolute value of residuals model (1), multiplied by –1. INFQ (1), INFQ (2) and INFQ (3) are discretionary accruals, discretionary revenues and Kothari et al. (2005) measure which are absolute value of residuals model (2), (3) and (4) respectively, multiplied by –1. INFQ (4) is aggregate financial information metric, measured as the average of the standardised previous three measures (INFQ (1), INFQ (2), and INFQ (3)). Size is firm size which is natural logarithm of total assets. Age is firm age which is natural logarithm of the firm in years. Lev is financial leverage measured as total debt divided by total equity. ROA is firm ROA which is net income over total assets. Audit is a binary variable that takes 1 if the firm is audited by at least one Big4 audit firms, and 0 otherwise.

Table 2, Panel B presents the correlation matrix between the variables included in regression model (5). As expected, all four proxies of financial information quality are significantly correlated with the proxy of investment efficiency. The four proxies of financial information quality are also significantly correlated in a positive manner. The correlation coefficients are however, below 1, indicating that these measures are somehow capturing different dimensions of financial information quality. This justifies the use of these four measures in our tests to increases the generalisability of our inferences. The table also indicates that the correlations between variables used in the model do not exceed the value of 0.77. As a result, we conclude that there is no multi-collinearity issue between variables (Gujarati, 2003).

Hypothesis Testing

The association between dependent variable (investment efficiency) and independent variable (financial information quality) is estimated using panel regression with fixed effect model. This method is chosen after the result of likelihood test (Pooled vs Fixed) indicates that fixed effect is more appropriate and Hausman test (Fixed vs Random) which is in favor of the fixed effect model.

To make sure that the regression results are reliable, we conduct several diagnostic tests on the estimated regressions. First, autocorrelation is tested using the Durbin Watson statistics. The result of the test shows a value of 2 for all four measures of financial information quality which confirms that there is no autocorrelation in the residuals (Gujarati, 2003; Agung, 2009). Second, multicollinearity among variables is evaluated based on the Pearson correlations results. As shown in Table 2, Panel B, correlations between variables used in the model are relatively small and do not exceed 0.8 (Gujarati, 2003). These results lead us to conclude that there is no multicollinerity issue among variables1. Other fundamental assumptions of regression are also evaluated such as zero mean residuals and linearity of the relationship between dependent and independent variables. The only problem that is observed is the Jarque-Bera test. Although the skewness and kurtosis values shown in Table 2 are close to optimal values for normal distribution, the outcomes of Jarque-Bera test show that the data is not normally distributed. We determine the cause for non-normality using histogram and employ appropriate remedial actions based on Box Cox transformation techniques. However, the non-normal distribution persists after applying these actions. This problem, however, is not a major concern when involving financial data where non-normal distribution has been accepted as a stylized fact (Abdul-Rahim, 2010). Moreover, Cont (2001) states that according to the Central Limit Theorem, in financial studies with relatively big sample size, non-normality would not be a serious issue.

Table 3 shows the results from ordinary least square regression testing H1, using all four measures of financial information quality. Based on the results, all four test specifications provide evidence that higher financial information quality enhances investment efficiency. Specifically, all four measures of financial information quality show positive and significant coefficients at the 5 percent level. These results are consistent with the correlation coefficients analyses performed earlier and their significance do not change when control variables are included in the regression. The outcomes support prior studies in advanced countries (e.g. Verdi, 2006; McNichols & Stubben, 2008; Biddle et al., 2009) that higher financial information quality mitigates over and/or underinvestments. Regarding the control variables, firm leverage is negatively and significantly associated with investment efficiency which shows firms in financial constraint have more deviations from expected investment. Consistent with expectations and prior studies, firms audited by Big4 audit firms has higher level of investment efficiency.

The results provide evidence that the quality of financial information can be associated with capital investment efficiency in accordance with theory. These results also corroborate earlier findings done in advance economic settings. This indicates that the association between information quality and investment efficiency can be generalised to emerging markets with developing economics environment. Hence, our results support H1 and suggest that higher financial information quality enhances investment efficiency. We present results of several additional analyses to test the robustness of the findings in the following section.


Table 3OLS regression results of relation between investment efficiency and information quality



	Variables

	Prediction

	INFQ (1)

	INFQ (2)

	INFQ (3)

	INFQ (4)




	INFQ

	+ (H1)

	0.353**(1.95)

	0.227**(2.38)

	0.404**(2.90)

	0.040**(2.05)




	Size

	
	–0.091*(–2.06)

	–0.089**(–2.02)

	–0.090**(–2.06)

	–0.091**(–2.07)




	Age

	
	0.370***(6.03)

	0.360***(5.84)

	0.373***(6.09)

	0.372***(6.07)




	Lev

	
	–0.036**(–2.42)

	–0.037**(–2.46)

	–0.037*(–2.48)

	–0.037**(–2.48)




	ROA

	
	–0.330**(–2.65)

	–0.324**(–2.61)

	–0.329**(–2.65)

	–0.331**(–2.67)




	Audit

	
	0.664***(13.64)

	0.662***(13.60)

	0.661***(13.59)

	0.664***(13.64)




	Intercept

	
	–0.671**(–2.98)

	–0.672**(–2.99)

	–0.667**(–2.97)

	–0.671**(–2.99)




	Firm fixed effects

	
	Yes

	Yes

	Yes

	Yes




	Adj R2

	
	0.236***

	0.236***

	0.237***

	0.236***




	N

	
	
5384

	
5384

	
5384

	
5384




	
InvEffi,t+1 = αi,t + β1INFQi,t + βnControlVariablesi,t + εi,t





*, **, *** Represent significance at the 10%, 5% and 1% levels, respectively, using two-tailed tests.

INFQ stands for financial information quality which is measured with four different proxies. INFQ (1), INFQ (2) and INFQ (3) are discretionary accruals, discretionary revenues and Kothari et al. (2005) measure which are absolute value of residuals model (2), (3) and (4) respectively, multiplied by –1. INFQ (4) is aggregate financial information metric, measured as the average of the standardised previous three measures (INFQ (1), INFQ (2), and INFQ (3)). Size is firm size which is natural logarithm of total assets. Age is firm age which is natural logarithm of the firm in years. Lev is financial leverage measured as total debt divided by total equity. ROA is firm ROA which is net income over total assets. Audit is a binary variable that takes 1 if the firm is audited by at least one Big4 audit firms, and 0 otherwise. t-Statistics are presented in parenthesis below the coefficients and White robust standard errors are used to control for heteroscedasticity.


ROBUSTNESS TESTS

In this section, we present results of additional tests that lend robustness and reinforce the reported results. Our robustness check is related to three aspects, one is testing against different measurement model for investment efficiency, second is to check for alternative approach for total accruals and thirdly to test for the possibility of contingent endogeneity related to financial information quality.

Alternative Measurement for Investment Efficiency

We conduct three sensitivity tests related to our measurement of investment efficiency. First, we replace revenue growth with Tobin’s Q as our proxy for investment opportunities in regression model (1). This model is based on the argument that growth opportunities should explain corporate investment (Tobin, 1982; Verdi, 2006; McNichols & Stubben, 2008). For calculation, we follow Verdi (2006) and use the ratio of the market value of total assets to book value of total assets at the end of year t–1.

As our second test, we measure investment efficiency using an expanded model. Past studies (e.g. Eberly, 1997; McNichols & Stubben, 2008) address a possibility that optimal investment could not be a linear function of fundamental determinants such as returns, revenues and cost of capital. This strand of studies asserts that allowing a nonlinear relationship between investment and fundamental determinants improves the predictive ability of the model. Consistent with prior studies (e.g. Chen et al., 2011), therefore, we consider the probable nonlinear relationship and specify the following regression specification:
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In addition to the proxy for growth opportunity (RevGrowth), this model has an indicator variable (Neg) that takes the value of 1 for negative revenue growth, and 0 otherwise.

When we calculate our measure of investment (Invest), we regard both capital expenditures and non-capital expenditures. For the third test, we follow Biddle et al. (2009) and decompose the investment (Invest) into two components. We compute Capex as the capital expenditures, scaled by lagged total assets. We compute Non-Capex as the sum of R&D expenditures and acquisitions, scaled by lagged total assets. We then re-estimate the level of investment efficiency, Model (1), using these two measures. Subsequently, we re-estimate our main model, Model (5), to investigate the association of financial information quality and these two measurements. Overall, the results of all four alternative investment efficiency models are similar to those of the main test specifications, and our main findings are robust against alternative measures of investment efficiency.

Alternative Approach for Total Accruals

Generally, two approaches exist to measure total accruals, namely; the cash flow approach, and the balance sheet approach. In our models (2) and (4) and main test specifications, the cash flow approach is employed. In this approach total accruals are calculated as the difference between net income and cash flow from operation. On the other hand, the balance sheet approach calculates total accruals using the following formula:
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where TA is total accruals, ΔCA represents change in current assets, ΔCL is change in current liabilities, ΔCASH is change in cash, ΔSTDEBT represents change in short term debt, and DEP is depreciation and amortization expenses.

First, we re-estimate the discretionary accruals developed by Ball and Shivakumar (2006) and performance matched Kothari et al. (2005) measure based on balance sheet approach. Using these re-estimate discretionary accruals values, we re-test our main analyses. The results (not reported here) show that the inferences are unchanged and the estimated coefficients of financial information quality for discretionary accruals, INFQ (1), and performance matched measure, INFQ (3), are still significantly positive although at a lesser strength (10% level), 0.248 and 0.304 respectively.

Contingent Endogeneity Related to Financial Information Quality

One alternative explanation for our results is that causality goes another way. For example, assume that poorly performing managers are more likely to undertake inefficient investments and also choose to report low quality financial information in order to hide their bad performance (Verdi, 2006). Then one could falsely find a positive association between investment efficiency and financial information quality. In order to address this concern, we follow past studies (e.g. Verdi, 2006; Li & Wang, 2010) and repeat the analysis using the financial information quality proxies lagged by two periods (the variables in the model (5) are already lagged by one period). Results from this analysis (not reported here) show that the inferences are unchanged and the estimated coefficients of financial information quality are still significantly positive.


CONCLUSION

This study provides evidence on the role of financial information quality for a sample in emerging market for which there is limited prior research. Although emerging markets make up the vast majority of economic activity around the world, they have received limited attention in academic research, and in particular we are unaware of prior studies on the association of financial information quality and investment efficiency in emerging market, particularly Malaysia. Despite the importance of investment for companies and economic growth, studies show emerging markets suffer from a dearth of efficient investment (e.g. Sussangkarn et al., 2011). Investment is a key determinant of firm’s productivity and economic growth, and further study on investment and financial information quality complements and extends finding on how more efficient investment could be undertaken in emerging markets.

Past studies state that firms from emerging economy and less sophisticated institutions have lower financial information quality (e.g. Ball et al., 2003). Therefore, prior studies address a contingency that financial information quality may not have the same effect on investment efficiency as that documented for firms in advanced countries such as the US. In order to empirically examine the association of financial information quality and investment efficiency in emerging market, we employ several proxies for financial information quality and investment efficiency in main analyses and additional tests. Our results show that financial information quality is positively associated with investment efficiency. Specifically, our findings indicate that higher level of financial information quality could alleviate the under and/or over-investment problem.

Our findings suggest that countries, especially emerging markets, can benefit from improved financial information quality. Hence, these countries should take initiative to improve their market infrastructures such as adopting a better accounting standards and encourage greater disclosure as well as enhancing the role of enforcement agencies. The findings of this study add to the generalisability of previous findings on the relationship between financial information quality and investment efficiency. This indicates that irrespective of economic status, the quality of financial information is important in decision-making process. In addition to this, these findings could be of interest to the international organisations such as World Bank and IMF, whose missions are to aid countries with developing and transitional economy, and improve living conditions of their citizens. It is likely that more efficient investments will lead to better allocation of capital and resources and this may lead to higher social welfare. We further believe that the findings are also relevant to the IASB, which is currently working on a uniform set of accounting standards, IFRS, for all countries including emerging markets.

This study is however, not without limitations. This study only investigates the association between financial information quality and investment efficiency. Future study can investigate the causal link between financial information quality and investment efficiency. The impact of financial information quality of other dimensions of investment such as the riskiness of investment activities can also be studied by future studies.
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NOTES

1.   In unreported analyses we also evaluate the multicollinearity using Variance Inflation Factor (VIF), and the results show that VIF values are also relatively small and there is no multicollinerity issue among variables.
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ABSTRACT

This study analyses the effect of managerial overconfidence and compensation on the behaviour of Taiwanese CEOs who execute share repurchase. A panel data of 715 companies listed in Taiwan Stock Exchange Corporation and over-the-counter from 2008 to 2012 are used for the analysis. Results show that the managers who receive short-term performance bonuses and equity incentives tend to repurchase shares, and these bonuses and incentives are increased when the managers overly estimate the prospects of the company. Overconfident managers are also inclined to use additional capital in buying back shares, especially when they are under a profit-sharing scheme and have additional stock option incentives. The research findings are robust and provide strong policy implications, which advise the board of directors to improve their checks and balances, minimise costly managerial decisions, determine the motives of CEOs in implementing share buybacks, and lessen the information asymmetry inside and outside their business organisations. This study also suggests that future research should look into the tendency of Taiwanese managers to select types of financing (i.e., debt, equity, or a mix) or establish business empires through mergers and acquisitions. Other than the private sector, the case of government-owned and -controlled corporations should also be investigated.

Keywords: managerial overconfidence, compensation incentive, share repurchase, Taiwanese firms, publicly-listed and OTC companies

INTRODUCTION

Share repurchase is a major managerial decision considered by the board of directors (BOD) and managers (i.e., CEOs and CFOs) to achieve the firms’ financial objectives. The BOD and managers strive to reach a consensus before they execute substantial decisions. The BOD is a firm’s primary decision-maker that approves the implementation of share repurchase because of its benefits to corporate performance. Some companies execute share buybacks as a tax-efficient method to place cash into their shareholders’ hands than to pay dividends. The BOD and managers sometimes decide to repurchase when the company stocks are undervalued by the market. Buybacks are accomplished on other occasions as well to reduce the dilution from incentive compensation plans for employees or to protect the companies against unwanted takeovers.

In Taiwan, companies are generally prohibited to execute share buybacks to protect the investors and avoid any possible manipulation such as insider trading. However, when a company’s stock price is reduced due to non-economic factors, negatively affecting its operation, a manager borrows funds to substantially create a high degree of financial leverage to consolidate the firm’s holdings among its various subsidiaries. In June 2000, the Taiwanese government ratified the Securities Exchange Act Rule 28-2 and began to implement regulations regarding shares since August 2000 to mitigate the risks involved in such undertaking. This circumstance has allowed the Taiwan Stock Exchange Corporation (TSEC)-listed and over-the-counter (OTC)-listed companies to repurchase company shares provided that they consider the following objectives:


	Aim to attract and retain talented employees and increase their loyalty.

	Plan to raise fund and promote the operation and development of the companies.

	Intend to maintain the credit of the companies and shareholders’ equity.


Nevertheless, the Taiwanese government ruled that beginning January 2008, the bonuses of employees should be treated as an expense. This ruling has increased the operating cost of companies and affected their decisions to repurchase shares.

Share repurchase is among the important financial strategies adopted by a company. The motivation for repurchasing shares has been widely analysed in previous literature, most of which are based on information asymmetry, free cash flow, and financial leverage theories. The decision to repurchase shares is influenced by the following main intentions: to indicate that the company’s prospects are optimistic (Comment & Jarrell, 1991; Ikenberry, Lakonishok, & Vermaelen, 1995; 2000), to reduce agency cost (Jagannathan, Stephens, Weisbach, 2000; Fenn & Liang, 2001), and to adjust the company’s financial leverage effect (Dittmar, 2000; Hovakimian, Opier, & Titman, 2001). Some research has examined the alternative dividend or personal income tax (Grullon & Michaely, 2002) to expropriate creditors’ assets, avoid mergers and acquisitions (Bagwell, 1991), manage retained earnings (Hribar, Jenkins, & Johnson, 2006; Gong, Louis, & Sun, 2008), and provide managerial incentives (Jolls, 1998; Kahle, 2002).


Fama (1970) mentioned that the efficient market hypothesis (EMH) implies that investors are rational market participants and that stock markets should reflect all relevant information. Various researchers have supposed that agency theory (Jensen & Meckling, 1976) and information asymmetry (Myers & Majluf, 1984) are the main reasons why share prices deviate from their theoretical prices and affect managerial decisions, including the execution of share buybacks.

Marquardt, Tan and Young (2009) and Young and Yang (2011) determined that the compensation of a manager (the agent) is related to the firm’s accounting and marketing performance and that some managers carry out share buybacks to increase their income from the stock price increases and to ensure job security. Bens, Nagar, Skinner and Wong (2003) and Young and Yang (2011) have proven that the managers who possess additional insider information (i.e., asymmetric information) take advantage by announcing share buybacks when the company has satisfactory future prospects and when the stock price is undervalued. Share repurchase prompts the stock prices to increase and reach their real value, and it improves the performance of the retained earnings of each share.

Managerial overconfidence is also considered a determining factor in carrying out share buybacks. Kahneman and Tversky’s (1979) prospect theory initially explained the cognitive bias that emerges in individual decision making. This notion was later expanded by Weinstein (1980) and Alicke (1985) to explain the overconfidence in the capital market that reflects an individual’s overestimation of the positive outcome of a venture owing to the overestimation of self-control (Langer, 1975; March & Shapira, 1987) and the frequent belief that one’s abilities are a key success factor, ascribing any failure to external factors (Miller & Ross, 1975). Hirshleifer, Low and Teoh (2012) and Deshmukh, Goel and Howe (2013) illustrated that overconfident managers overestimate the returns but underestimate the risks of an investment when they make decisions about financing and investing strategies, dividend policies, and capital expenditures. Shu, Yeh, Chiang and Hung (2013) pointed out that overconfident managers also have biases that their firm’s stock prices are undervalued, thereby engendering risks in share buybacks.

The majority of the previous research investigated the relation of managerial compensation and share buyback from the perspective of the Western experience, particularly the US. Hence, the present study focuses on the Asian experience, specifically on the cases of TSEC- and OTC-listed companies. Chen and Lu (2015) observed that Taiwan is a relatively advanced country characterised by weak investor protection and limited civil law jurisdiction on corporate activities. In a financial environment with poor investor protection, the miscalculations on share repurchase by overconfident managers may hurt the interests of the shareholders and draw the attention of the BOD. The shareholders of companies with overconfident managers need strong corporate governance to supervise share buybacks to protect their interests and limit the drawbacks on the company.

This study provides empirical evidence on the activity of overconfident managers in executing share repurchase programs and on the different approaches how firms can limit their impotent managerial tendencies and instead promote beneficial repurchase programs. These contributions are realised by achieving the following objectives:


	To determine whether managerial compensations and incentives positively affect shares repurchase.

	To examine whether managerial overconfidence and optimism positively affect shares repurchase.

	To determine if the combined variables of overconfident managers who receive specific types of compensation and incentives aggravate their tendency to carry out shares repurchase.


The research findings show that the managers who receive short-term performance bonuses and equity incentives repurchase shares and use high capital in buying back shares. Overconfident managers are also determined to overestimate their prospects toward the company. In this case, the tendency to repurchase shares is high, and the capital used for buybacks is augmented. The managers under profit-sharing and stock options policies also use a high amount of capital in implementing shares buyback. In addition, the company spends additional capital to repurchase shares when their overconfident managers receive payment incentives.

LITERATURE REVIEW AND HYPOTHESIS FORMULATION

Managerial Compensation and Shares Buyback

The EMH introduced by Fama (1970) stipulates that stock prices react positively toward good company performance that can be attributed to the managers’ successful daily operation of the firm. Thus, improved managerial compensation should be directly related to the good performance of the company, which in turn increases stock prices (Marquardt et al., 2009; Young & Yang, 2011). However, Netter and Mitchell (1989) claimed that managers can access relevant information and determine the related operating conditions and the status of stock price (i.e., whether it is undervalued). Myers and Majluf (1984) discussed that this information asymmetry between managers and investors can be exploited. Previous studies (Dann, 1981; Comment & Jarrell, 1991; Dittmar, 2000) have shown that when a manager is optimistic about the future of the company and realizes that its stock price is undervalued, he or she announces shares buyback to signal the firm’s positive prospects, thereby increasing its stock price.

Fenn and Liang (1997; 2001), Kahle (2002), and Gong et al. (2008) determined that the managers with stock-related compensation take advantage of shares buyback because of self-interest and to improve the retained earnings performance of each share. Marquardt et al. (2009) later clarified that a manager with short-term performance compensation tied with the retained earnings performance per share is highly inclined to execute shares buyback. Young and Yang (2011) supported this viewpoint and added that managers conduct repurchases to increase their short-term gains. Hu and Chuan (2006) posited that managers implement shares buyback to improve the dilution effect of retained earnings as well as the firm’s operation performance to gain short-term performance compensation. The discussion in the preceding paragraph leads to the following hypothesis:


H1: Managers who receive short-term performance compensation or bonuses are highly inclined to implement shares buyback.



Previous studies also showed that the equity incentives and dividends of managers affect their decision to repurchase shares. Gong et al. (2008) showed that managers may highly engage in shares buyback if they hold abundant company stocks. Hu and Chuan (2006) concluded that the managers who receive dividends from company shares are also motivated to realise shares buyback. Jolls (1998) and Fenn and Liang (1997; 2001) identified that the managers who hold a huge amount of employee stock option use additional capital to repurchase shares. Kahle (2002) added that when employees execute a high ratio of stock option and when managers have a high stock option, a high amount of funds is allotted for shares buyback. Chen, Lin and Hsu (2013) specified that managers are highly inclined to repurchase shares when they hold extensive warrants; managers also repurchase shares when they think that the stock price is undervalued to boost the price and increase their wealth. Considering the above analysis, this study posits that:


H2: Managers with stock incentives are highly inclined to implement shares buyback.




Managerial Overconfidence and Shares Repurchase

Overconfident managers overestimate their own abilities and are overly optimistic and controlling individuals. These cognitive biases affect the important decisions and financial strategies of the company. Doukas and Petmezas (2007), Brown and Sarma (2007), and Malmendier and Tate (2008) pointed out that overconfident managers strongly believe in their excellent decision making ability; thus, they underestimate the risk of acquisition and overestimate the consolidation synergy. In addition, these professionals easily overestimate the returns on investment and misinterpret the investment decisions. Deshmukh et al. (2013) also concluded that overconfident managers reduce the expenses on dividend to maintain the financial slack of the company. Overconfident managers engage in high returns and high risk investment (Gervais, Heaton, & Odean, 2011; Hirshleifer et al., 2012), and they delay the recognition of loss on investment and use less conservative accounting strategies (Ahmed & Duellman, 2013). Wu (2010) also showed that overconfident managers tend to repurchase shares frequently. Andriosopoulos, Andriosopoulos and Hoque (2013) revealed that the degree of information asymmetry and managerial overconfidence positively affect the delivery rate of share repurchase. Shu et al. (2013) specified that overconfident managers tend to subjectively judge company shares as undervalued and thus plan to execute buyback. Given these circumstances, this research believes that:


H3: Overconfident managers are highly inclined to implement shares buyback.



Overconfident managers affect various operations of the firm, such as acquisition policies, investing strategies, financing strategies, and dividend and accounting policies. These managers can also control how they can increase the compensation they receive. The type of compensation and short-term performance bonuses of overconfident managers affect their decisions to repurchase shares. Thus, this study supposes that:


H4: The composition of overconfident managers pay incentives positively affects their implementation of shares buyback.

H4a: Short-term performance bonuses of overconfident managers positively affect their implementation of shares buyback.

H4b: Stock incentives of overconfident managers positively affect their implementation of shares buyback.




EMPIRICAL MODEL AND VARIABLE DEFINITIONS

Sample Selection

Data on shares buyback, managerial compensation, shareholdings information for overconfidence measurement, and other control variables were retrieved from the Taiwan Economic Journal database. The TSEC- and OTC-listed companies, with the exception of those that belong to the banking, insurance, and securities sectors, from year 2008 to 2012 were included as the study subject. The companies’ CEO was used as the primary proxy for managers with tenure covering the study duration of three years. The tenure of CEO in Taiwan is short and can only hold directorship position for three years compared with their Western counterparts that reach an average of 10 years. After excluding the companies that failed to fulfill the overconfidence requirement because of their insufficient shareholder information, accounting years that do not suit the fiscal calendar year, incomplete variables in the regression model, and sample outliers, the total data sample reached 4,836 firms.

Table 1 shows the total sample distribution of 715 companies that have executed share repurchase. The frequency of buybacks was high from 2008 to 2011. This circumstance may be attributed to the global financial crisis in 2008; the global economic growth significantly slowed down in 2011. These economic downturns have motivated various companies to repurchase shares frequently to maintain their stockholder’s equity. The frequency of buybacks of the electronic industry was significantly higher than that of the non-electronic industry, accounting for approximately 71% of the total shares buyback samples.


Table 1Summary of variable definitions



	Variables code
	Variables name
	Operation definition
	Expected relation



	EXE
	Execution of shares repurchase
	Companies executing buybacks are given 1, otherwise 0.
	−




	REP
	Capital used for shares repurchase
	Capital used for shares repurchase, units in millions of New Taiwan Dollars (NTD).
	−




	CISPC
	Short-term performance compensation
	Managers receiving cash bonus is 1, otherwise 0.
	+




	CIEIC
	Equity incentives
	Managers receiving stock dividends or stock options are given 1, otherwise 0.
	+




	CIPSSO
	Profit-sharing
	Managers receiving cash bonus and stock dividends, units in millions of NTD.
	+




	CIEOP
	Employee stock option
	Total amount of employee stock options, units in millions of NTD.
	+




	MOC
	Managerial overconfidence
	Managers’ tendency to be overconfident is 1, otherwise 0.
	+




	SIZE
	Company size
	Natural logarithm of total assets.
	−




	RETURN
	Rate of stock return
	[closing price * (1 + ex-rights call rate + ex-rights stock grants rate) + cash dividend] /(closing price + ex-rights call rate * ex-rights call price) − 1.
	−




	FCASH
	Cash holdings
	(cash and equivalent cash + short-term investment) / total assets, accurate to 3 decimal places.
	+




	FCF
	Free cash flow
	(net income before tax, interest, depreciation and amortization less income tax expenses, interest, depreciation and amortization charges, preferred shares cash dividends, common stock and cash dividends) / total assets.
	+




	LEV
	Debt ratio
	Total debt / total assets, up to 3 decimal places.
	−




	PAYOUT
	Dividend payout rate
	Cash dividend / net earnings.
	−




	PLEDGE
	Ratio of directors’ pledge
	Directors’ pledge share / total share hold by directors.
	+




	IDV
	Industry categories
	Electronic industry is 1, otherwise 0
	+





Research Design and Methodologies

The research design was based on the study of Young and Yang (2011) with the use of logistic and Tobit models. This study utilised the logistic regression analysis model to evaluate the probability of shares repurchase and examine the effect of managerial incentives and overconfidence on the execution and amount of shares repurchase. The expanded representation of the logistic model is as follows:
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where,

the dependent variable EXEit refers to the execution of shares repurchase. If a particular company (i) conducts shares repurchase at the end of the year, then EXEit is equal to 1; otherwise, 0. Pit represents the incidence rate of shares repurchase execution, and (1-Pit) denotes the absence of shares repurchase trading and the odds ratio.

The Tobit left censoring regression model was then adopted to evaluate the value of shares repurchase and verify the stated hypotheses. The expanded representation of the Tobit model is discussed below:
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where,

the dependent variable REPit represents the amount of capital used for shares repurchase. A coefficient greater than 0 implies that a huge amount of capital was used for shares repurchase trading at the end of the year t; otherwise, it is equal to or less than 0.

The main dependent variable CIijt-1 is the managerial compensation from company I during the previous years, j represents the managerial compensation and incentives, and MOCit-1 denotes the managerial overconfidence; it is equal to 1 if the manager of company I has a tendency to be overconfident; otherwise, it is 0. CIijt-1 MOCit-1 is the interacting variables between CIijt-1 and MOCit-1, and CONTROLKit-1 is the estimated K factor that affects the manager of company I when conducting shares repurchase.

Variable Measurement

Execution of shares repurchase (EXE): The firms that have executed shares repurchase were determined; this variable is 1 if shares repurchase is executed; otherwise, it is 0.

Capital used for shares repurchase (REP): The real capital used by companies for shares repurchase was measured to determine the trading value of shares repurchase using the measurement method proposed by Dittmar (2000).

Managerial compensation and incentives (CI): Managers were defined as professionals with authority and who oversee the daily operations of firms. These individuals have the right to sign on behalf of the company.


The managerial compensation and incentives j received from company I include the following:


	Short-term performance compensation (SPC), which represents the cash bonuses received by managers at the end of year t–1; it is 1; otherwise, 0;

	Equity incentives compensation (EIC), which denotes the stock dividends or employee stock options received by managers at the end of year t–1; it is given a value of 1; otherwise, 0;

	Profit-sharing (PSSO), which refers to the total amount of cash bonuses and stock dividends received by managers at the end of year t–1; it is given a value of 1; otherwise, 0.


Employee option program (EOP) is the total amount of shares held by managers from company I at the end of year t–1.

Managerial overconfidence (MOC): Overconfident managers were interpreted as those who strongly believe in their self-determination, have excessive optimism such that they overvalue their abilities to affect the company’s decision, and are inclined to overestimate the returns on investment while underestimating their risk. This variable was gauged using the method introduced by Malmendier and Tate (2008) and Lin, Hu and Chen (2008).

The managers who have held their positions for at least three years were included in the research sample. MOC was measured by determining an increase in the CEOs’ stock options or shareholdings for at least two years during their tenure. Such an increase entails that the CEOs strongly believe that the company will improve its performance in the future. Thus, overconfidence was determined; it is either equal to 1 or 0.

Company size (SIZE): The assets of the companies were measured by taking the natural logarithm of their total assets. This variable was utilised as a proxy variable for information asymmetry. This study considered the explanation of Vermaelen (1981) that small companies do not attract the attention of analysts; thus, information asymmetry worsens. This viewpoint was supported by the study of Ikenberry et al. (1995).

Stock return (RETURN): The undervalued stock prices of the companies were determined based on the low rate of returns, conforming to the approach utilised by Dittmar (2000).

The information signaling hypothesis states that stock prices undervalued by the market significantly influence managers to announce share repurchase. This premise was supported by Vermaelen (1981), Ikenberry et al. (1995; 2000), and Jagannathan et al. (2000).

Cash holdings (FCASH): The cash holdings of the companies were also identified. A company with high cash holdings implies that it is efficiently run by its managers.

The managers of companies with high cash flow and without investment opportunities are highly inclined to repurchase shares (Jensen, 1986; Jagannathan et al., 2000; Fenn & Liang, 2001). This variable was determined by the study using the method adopted by Dittmar (2000) in which the total amount of cash and cash equivalent short-term investment was used as a proxy variable for the available cash.

Free Cash Flow (FCF): The free cash flow holdings of the companies were measured by applying the procedure used by Dittmar (2000). This particular method uses the net income before tax, interest, depreciation, and amortization, with deductions from income tax expenses, interest, depreciation and amortization charges, preferred shares cash dividends, and common stock and cash dividends, which are divided by total assets to obtain the free cash flow.

Debt ratio (LEV): The debt ratio of the companies was determined by dividing the total debt with the total assets.

The financial leverage hypothesis states that managers repurchase shares through free cash flow or debt to adjust the financial leverage ratio to the optimal value (Bagwell & Shoven, 1988; Hovakimian et al., 2001). Dittmar (2000) showed that when the financial leverage ratio is small, shares have a high probability to be repurchased.

Dividend payout rate (PAYOUT): The dividend payout rate was determined by dividing the cash dividend with the net income.

When a company has additional amount of free cash flow, it distributes the capital to its shareholders through cash dividends or share repurchase to reduce the agency cost (Jensen, 1986; Jagannathan et al., 2000; Grullon & Michaely, 2002). Dittmar (2000) specified that when a company provides additional amount of cash dividends, it is less inclined to engage in shares buyback or uses a low amount of fund for such repurchase.

Ratio of directors’ pledge (PLEDGE): This variable was measured by dividing the directors’ pledge share with the total share held by directors.


Zhen et al. (2006) determined that the self-interest of the insider of the company affects the economic incentive of announcing share repurchase. If the ratio of the directors’ pledged share is high, then the shares may highly be repurchased.

Industry categories (IDV): The electronic companies among the samples were determined, and this variable was given the value of 1 as a dummy variable; otherwise, 0. The electronic industry varies from other categories because of its capital intensive and competitive nature. This study included electronic components, semiconductor, computer and accessories, other electronic industries, IT, opto-electronics, electronic communication, and information service into the category of electronic industry. The rest was categorised as non-electronic industry.

Table 2 summarises the variables used in the study, including their expected relationship with shares buyback.


Table 2Industry- and yearly-based: Frequency of implementing share repurchase
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Notes: F = Frequency; P = Proportion (in %)

EMPIRICAL RESULTS AND ANALYSIS

Sample Descriptive Statistics

Table 3 of Panel A shows the descriptive statistics of all data samples. The average coefficient of the shares buyback was 0.018, implying that the average shares repurchase amounted to NTD 0.018 million. However, the coefficients of the first (Q1), median (Q2), and third (Q3) quantiles were all 0. This finding can be attributed to the small percentage of the sample that executed buyback. Of the 4,836 samples, only 715 initiated shares repurchase. The average coefficient for the dividend shares (CIPSSO) was 11.194, indicating that the managers’ shares amounted to NTD 11.194 million. The average employee stock options (CIEOP) was 0.28, suggesting that the average number of equity shares received by employees was nearly NTD 0.28 million.

Table 3 of Panel B illustrates the performance of the sample parameters on shares buyback using T-test and Wilcoxon rank sum. The average coefficient for the shares repurchase (REP) was 0.122, which indicates that the companies executed shares buyback amounting to NTD0.122 million.The implementation of shares repurchase on dividend shares (CIPSSO) amounted to 19.401, which was higher than the executed shares buyback of the sample average of 9.770. The median value of 6.197 was greater than the sample average of 0.527. The difference between the average and the median was approximately −5.858 and −15.616, demonstrating that the company’s execution of shares buyback provided managers with dividends higher than the average amount of the purchased shares. The average coefficient for employee stock options (CIEOP) was 0.488, which was higher than the average of the sample that did not buy back shares (i.e., 0.244). The difference of the mean and the median was nearly −4.12 and −10.816, indicating that the buying back shares held by managers who recognise employee stock options were higher than the number of equity shares.

For control variables, the information signal hypothesis is supported if the company that implements shares buyback is large (SIZE) and its stock-based compensation rate (RETURN) is below the unexecuted repurchase shares of the company. A company with high cash holdings (FCASH) and free cash flow (FCF) is likely to repurchase its shares, thereby supporting the free cash flow hypothesis. The firms with low debt ratio (LEV) have a high possibility to buy back shares, thereby confirming the financial leverage hypothesis. The managerial incentives hypothesis is also verified given that the firms that repurchase shares with high directors and supervisors pledge ratio (PLEDGE) have a high tendency to buy back shares.


Table 3Descriptive statistics of research variables
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Symbol description: *, ** and *** in the table indicated significant level of 10%, 5% and 1%. Variable definitions refer to Table 1.
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Symbol description: *, ** and *** in the table indicated significant level of 10%, 5% and 1%. Variable definitions refer to Table 1.

Correlation Coefficient Analysis

Table 4 shows the results of the Pearson and Spearman’s correlation coefficient analysis. The execution (EXE) and the amount of shares repurchase (REP) are strongly correlated at 0.983, which is significant at 1% level. The combined variable of profit-sharing and managerial overconfidence (CIPSSO*MOC) is also strongly correlated with managerial overconfidence (MOC). The combined variable of the short-term performance bonus and managerial overconfidence (CISPC*MOC) has the coefficients 0.813 and 0.916, respectively, and both are significant at 1% level. Some variables that are highly correlated are the combined variables of employee stock options and managerial overconfidence (CIEOP*MOC) and employee equity incentives and managerial overconfidence (CIEIC*MOC), which have a coefficient of 0.866 at 1% level of significance. Most correlation coefficients of the independent and dependent variables reached significant levels. However, some of the correlation coefficients are below 0.3 and have low probabilities.

The correlations between the main explanatory variables and control variables that reach significant levels were examined to determine collinearities through the variance inflation factor (VIF) to avoid bias from parameter estimation. The results show that the correlation coefficients of the independent variables are higher than 0.3. VIF is not equal or larger than 10, thus, the degree of collinearity is trivial.

Regression Analysis Results

This research uses logistic and Tobit regression models and investigates the effect of short-term bonuses, stock incentives, and managerial overconfidence on decisions to repurchase stocks.

Short-term performance bonuses and managerial overconfidence

Table 5 Model 1 shows the coefficient of short-term performance bonuses (CISPC), which is 0.980 with an odds ratio of 2.666, which are both significant at 1% level. This finding illustrates that in holding other variables constant, the managers with short-term performance bonuses have 2.666 times higher tendency (or 72.72% chance) to execute share repurchase. Hence, managers are highly inclined to execute share repurchase when their company’s salary package includes short-term performance bonuses. These results support H1, which is consistent with managerial incentives hypothesis. The coefficient of managerial overconfidence (MOC) is 1.863 with an odds ratio of 6.440, both significant at 1% level. These findings suggest that in holding other variables constant, the overconfident managers have 6.440 times higher possibility (or 86.56% chance) to execute share buybacks, thereby supporting H3. However, the coefficient of the combined variable of overconfident managers with short-term performance bonus (CISPC * MOC) does not reach the significant level and does not support H4a.


Table 4Correlation coefficient analysis of Pearson and Spearman (N-4836)
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Description:


	Upper right half of the table shows Pearson correlation coefficient, Lower left half shows Spearman correlation coefficient.

	a, b and c in the table respectively significant level reached 1%, 5% and 10%.

	Variables definitions refer ro Table 1.


Table 5Empirical results of logistic regression models



	Research Variable
	
Expected Symbol

	
Model 1

	
Model 2




	Coefficient

	Odds ratio

	Coefficient

	Odds ratio




	Intercept term
	−

	−4.092***(−7.73)

	0.017***(−7.73)

	−3.870***(−7.40)

	0.021***(−7.40)




	CISPC
	+

	0.980***(6.27)

	2.666***(6.27)

	
	



	CISPC*MOC
	+

	− 0.257(−1.31)

	0.774(−1.31)

	
	



	CIEIC
	+

	
	
	1.136***(8.69)

	3.115***(8.69)




	CIEIC*MOC
	+

	
	
	−0.437**(−2.46)

	0.646**(−2.46)




	MOC
	+

	1.863***(11.16)

	6.440***(11.16)

	1.831***(14.33)

	6.240***(14.33)




	SIZE
	−

	0.045(1.27)

	1.046(1.27)

	0.056(1.60)

	1.058(1.60)




	RETURN
	−

	−0.384***(−6.57)

	0.681***(-6.57)

	−0.339***(−5.89)

	0.713***(−5.89)




	FCASH
	+

	−0.084(−0.24)

	0.920(-0.24)

	−0.121(−0.35)

	0.886(−0.35)




	FCF
	+

	2.818***(3.54)

	16.740***(3.54)

	2.785***(3.67)

	16.198***(3.67)




	LEV
	−

	0.118(0.38)

	1.125(0.38)

	−0.209(−0.67)

	0.812(−0.67)




	PAYOUT
	−

	−5.793***(−3.47)

	0.003***(-3.47)

	−0.362(−0.25)

	0.696(−0.25)




	PLEDGE
	+

	0.590**(2.25)

	1.804**(2.25)

	0.574**(2.17)

	1.775**(2.17)




	IDV
	+

	0.628***(6.36)

	1.874***(6.36)

	0.249**(2.38)

	1.282**(2.38)




	Likelihood ratio

	
	625.90***

	
	665.50***

	



	Pseudo R2
	
	15.45%

	
	16.42%

	




Symbol Description:


	*, ** and *** in table indicate significant level of 10%, 5% and 1%.

	Data within bracket is value z.

	Variables definitions refer to Table 1.


Table 6Empirical results of Tobit regression models



	Research variable

	Expected symbol

	Model 3

	Model 4




	Intercept term
	−

	−1.247***(−15.08)

	−1.214***(−14.90)




	CISPC
	+

	0.095***(4.43)

	



	CISPC*MOC
	+

	0.005(0.16)

	



	CIEIC
	+

	
	0.136***(7.08)




	CIEIC*MOC
	+

	
	−0.031(−1.13)




	MOC
	+

	0.248***(9.73)

	0.254***(12.68)




	SIZE
	−

	0.046***(8.79)

	0.047***(8.95)




	RETURN
	−

	−0.051***(−5.69)

	−0.046***(−5.18)




	FCASH
	+

	0.048(0.92)

	0.048(0.92)




	FCF
	+

	0.443***(3.54)

	0.409***(3.35)




	LEV
	−

	−0.017(−0.35)

	−0.055(−1.16)




	PAYOUT
	−

	−0.542**(−2.19)

	0.029(0.13)




	PLEDGE
	+

	0.061(1.51)

	0.054(1.35)




	IDV
	
	
0.098***(6.55)

	
0.052***(3.32)




	Likelihood ratio

	
	651.31***

	688.98***




	Pseudo R2

	
	22.80%

	24.12%





Symbol description:


	*, ** and *** in this table indicate significant level of 10%, 5% and 1%

	Data within bracket is value t

	Variables definitions refer to Table 1


Table 6 Model 3 illustrates that the short-term performance bonuses (CISPC) coefficient is 0.095 at 1% significant level. Thus, managers with short-term performance bonuses spend additional NTD0.095 million dollars to repurchase shares. Thus, the short-term performance policies make managers spend additional funds in share buyback for their self-interest. This observation confirms H1. The findings on short-term performance bonuses are also related to the initial conclusions of Marquardt et al. (2009), who stated that the managers’ short-term performance compensation significantly influences their implementation of shares buyback (because the managers want to increase their short-term gains). This viewpoint was later supported by Young and Yang (2011). The managerial overconfidence (MOC) coefficient is 0.248 with 1% significance level. Thus, overconfident managers spend additional NTD0.248 million dollars in repurchasing stocks, thereby verifying H3 and the positive relation that the paper earlier posits. This finding also supports the conclusion presented by Shu et al. (2013) and Xi (2011), that is, overconfident managers execute share repurchases because they are optimistic about the company’s prospects and think that the market undervalues the company’s stock. However, the coefficient of the CISPC * MOC does not reach the significant level and does not support H4a.

Equity incentive and managerial overconfidence

Table 5 Model 2 illustrates that the equity incentives (CIEIC) coefficient is 1.136 with an odds ratio of 3.115, and both are significant at 1% level. This result indicates that the managers who have stock incentives have 75.70% probability to repurchase stock, thereby supporting H1. This condition suggests that the stock incentive policies make managers decide to buy back shares for self-interest. The positive sign is consistent with the expectations of this study. The managerial overconfidence (MOC) coefficient is 1.831 with an odds ratio of 6.240, which are both are significant at 1% level. Hence, in holding other variables constant, the overconfident managers execute stock repurchases 6.44 times, which suggests that overconfident managers have a high probability to execute shares repurchase. This observation is consistent with H3. However, the coefficient of the combined variables overconfident managers with equity incentives (CIEIC * MOC) does not reach the significance level and does not support H4b.

Table 6 Model 4 illustrates that the equity incentives (CIEIC) coefficient is 0.136 with a 1% significance level. This finding illustrates that the managers with stock incentives increase their expenditure on shares repurchase by NTD0.136 million dollars. Thus, the stock incentive policies are positively related to buying back shares, thereby supporting H1. The results are consistent with the studies of Fenn and Liang (1997; 2001), Kahle (2002), and Gong et al. (2008), who earlier discovered that managers with equity incentives take advantage of buying back shares owing to their self-interest of having increased capital gains and to improve the retained earnings performance. Chen et al. (2013) emphasised that when managers hold additional warrants, they are highly inclined to execute shares buyback. The managerial overconfidence (MOC) coefficient is 0.254 with a 1% significance level. This condition shows that the overconfident managers spend NTD0.254 million dollars in repurchasing stocks, confirming H3. However, the coefficient of the combined variable of overconfident managers with stock incentives (CIEIC * MOC) does not reach the significant level and does not support H4b.

Tables 5 and 6 present the control variables. All coefficients of company size (SIZE) are positive and significant at 1% significant level in the Tobit regression model. This condition suggests that large companies in Taiwan are likely to repurchase shares and willing to spend a huge amount of money in buybacks. Large firms also have high free cash flow (FCF), which is consistent with this variable’s coefficient and is significant at 1% significance. Hence, the free cash flow hypothesis is supported. The results confirm the studies of Vermaelen (1981) and Ikenberry et al. (1995), who posited that small companies do not attract the attention of analysts and investors but increase the degree of information asymmetry. This circumstance results to the firms’ unpopularity with future investors, which is an unlikely case for large firms that are mostly at the center of media and analysts’ attention and gain increased investor preference.

The stock return (RETURN) coefficients are also significant at 1% level and are consistent with the expectations of the study, thereby supporting the information signal hypothesis. This result has been explained by Vermaelen (1981), Ikenberry et al. (1995; 2000), and Jagannathan et al. (2000), who clarified that the stock prices undervalued by the market greatly influence the managers to announce share repurchase.

The dividend payout ratio (PAYOUT) coefficients from Models 1 and 3 are in line with the expected negative relations of this research and reach 1% level of significance, thereby confirming the dividend alternative hypothesis. This finding is also consistent with the conclusion of Dittmar (2000), who explained that an increased distribution of cash dividend leads to a less probability of buying back shares or lowers the amount used for the repurchase. All supervisors pledge ratio (PLEDGE) coefficients have significant levels in the logistic regression models and are consistent with the positive expectations of this study. This finding also conforms to the findings of Zhen et al. (2006), who posited that share repurchase may highly be implemented when the company directors have high pledges. The reason behind this condition is the increased approval of the management. The industry (IDV) coefficients are positive, suggesting that companies in the electronics industry carry out share repurchase often and spend a huge amount of capital in buybacks. This study posits that the electronics industry in Taiwan is more profitable compared with other industries. Thus, the increased cash flow created from revenues is used in shares buyback.


Additional Analysis

Table 7 Model 5 shows that the combined variables of overconfident managers and profit-sharing compensation (CIPSSO*MOC) is 0.001 significant at 1% level. This finding suggests that the overconfident managers under a profit-sharing scheme have a relatively high chance to repurchase shares. Table 7 Model 6 features the cross multiplication coefficient of overconfidence managers under an employee stock options benefit (CIEOP*MOC), which has a value of 0.025 and is significant at 5% level. This finding also suggests that the overconfident managers who own employee stock options have a high tendency to spend a huge amount of money to repurchase shares. These results have been explained by Kahle (2002), who concluded that when the ratio of stock option executed by employees is high and when managers hold high stock options, a high amount of fund is used for shares repurchase. Chen et al. (2013) pointed out that managers are highly inclined to buy back shares when they hold extensive amount of warrants. Therefore, all cross multiplication coefficients of the overconfident managers (MOC) under profit-sharing (CIPSSO) and employee stock options policies (CIEOP) are positive and consistent with the expectations of this study. H4a and H4b are correspondingly verified.


Table 7Result of additional analysis



	Research variable
	Expected symbol

	Model 5

	Model 6




	Intercept term
	?

	−1.021 ***(−11.55)

	−1.125 ***(−13.25)




	CIPSSO
	+

	4.E−04(1.46)

	



	CIPSSO*MOC
	+

	0.001 ***(3.26)

	



	CIEOP
	+

	
	0.001(0.11)




	CIEOP*MOC
	+

	
	0.025**(2.42)




	MOC
	+

	0.226 ***(14.56)

	0.234***(15.38)




	SIZE
	?

	0.037 ***(6.46)

	0.042 ***(7.69)




	RETURN
	−

	−0.048 ***(−5.50)

	−0.048 ***(−5.48)




	FCASH
	+

	0.047(0.92)

	0.064(1.26)




	FCF
	+

	0.452 ***(3.84)

	0.522 ***(4.41)




	LEV
	−

	−0.033(−0.71)

	−0.025(−0.53)




	PAYOUT
	−

	−0.132(−0.60)

	−0.009(−0.04)




	PLEDGE
	+

	0.053(1.37)

	0.042(1.07)




	IDV
	
+

	
0.076 ***(5.15)

	
0.085 ***(5.77)




	Likelihood ratio
	
	649.41 ***

	634.66 ***




	Pseudo R2
	
	22.74%

	22.22%





Symbol description:


	*, ** and *** in this table indicate significant level of 10%, 5% and 1%

	Data within bracket is value t

	Variables definitions refer to Table 1


CONCLUSIONS AND EXTENSIONS

Shares repurchase is an important financial decision for companies and plays an essential role in stabilising the stock markets. The motivations for share buybacks are diverse but most of them depend on the short- and long-term objectives of the firms’ decision-makers, particularly the BOD and managers. Other than the underlying self-interest and related personal motives (i.e., increasing wealth, overconfidence, overestimating the returns of transactions, and undermining risks), agency problems and information asymmetry are also considered factors that influence managers to execute share repurchase. This research investigated whether managerial compensation and incentives and overconfident behaviour affect the decision and the capital used to repurchase shares.

The research sample included the TSEC publicly-listed and OTC-listed companies from 2008 to 2012. The findings showed that the managers who receive short-term performance bonuses or equity incentives and are optimistic toward the company’s prospects are highly inclined to repurchase shares. Managers also spend a huge amount of money to finance the buyback. Overconfident managers under profit-sharing and employee stock options schemes have a high chance to repurchase shares and have high tendency to spend additional capital to buy back shares. In addition, large companies in Taiwan are likely to execute shares repurchase and are willing to spend a huge amount of money. These conditions can be attributed to the large and liquid free cash flows of companies.

This study has a number of relevant contributions by increasing the stakeholders’ (i.e., the BOD) and investors’ understanding of managers’ psychological biases influenced by benefits, compensations, and feelings of overconfidence when making financial decisions, particularly buying back shares. Overconfident managers with excessive compensation packages may make weak or wrong decisions that may prove costly and even disastrous for the firm in the long-run. As the primary decision-maker of large corporate decisions, the BOD implements satisfactory checks and balances to determine the real motives of managers to minimise information asymmetry inside and outside of the business organisation. The BOD can establish rules that limit the CEOs in increasing their shareholdings a year or two before a planned share repurchase or improve regulations on salaries and compensations of managers that create disincentives in opportunistic share buyback schemes. These suggestions lead to high-quality decisions, prevent insider trading that disrupts company valuation, and improve corporate governance.

In spite of its considerable contributions, this study has a number of limitations. This research investigated the relationship between managerial compensation and overconfidence and the tendency to repurchase shares. However, this study only focused on managerial shareholding changes as the proxy for overconfidence. Future studies can consider other proxy variables to cover managerial optimism. Future research can also look into other topics such as the tendency of Taiwanese managers to select types of financing (i.e., debt, equity, or a mix) or to identify the tendency to build business empires through mergers and acquisitions. The private sector and government-owned and -controlled corporations with a substantial number of shareholders can also be considered in future studies.
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