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ABSTRACT

This study examines how Malaysian public listed firms with low and high corporate values use debt maturity as a tool to mitigate underinvestment problem. This study employs panel data methodology instead of the commonly used pooling regression. Results show that firms with low Tobin’s Q ratio, a proxy for corporate value, maintain lower level of long-term debt to mitigate agency costs of debt caused by underinvestment problem, whereas firms with high Tobin’s Q ratio are indifferent with the debt maturity decision. This study extends the literature on the determinants of debt maturity structure by highlighting the importance of recognising the firms by the corporate values in relation to the underinvestment problem. The findings also provide additional justification for the existing literature in explaining the negative relationship between agency costs of debt and debt maturity structure using a sample of firms from a developing market.
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INTRODUCTION

Studies on capital structure have placed more emphasis on various attributes of debt instead of the conventional debt-equity choice (Johnson, 2003). When a firm decides to finance its operations and growth opportunities with debt, the firm has to decide on the maturity of debt (short-term versus long-term debt), types of debt, and the sources of debt because each of these decisions can affect the firm’s value. Different debt maturity has different advantages and shortcomings. For example, firms use long-term debt to mitigate agency costs of equity or overinvestment problem (Hart & Moore, 1998; Harvey, Lins & Roper, 2004; Jensen, 1986; Stulz, 1990) and/or to mitigate the risks related to short-term debt such as interest rate, liquidity and refinancing risks (Diamond, 1991; Sharpe, 1991), but long-term debt is costly and subject to restrictive covenants for years.

On the other hand, firms with greater growth opportunities face greater underinvestment problem that would lead to suboptimal investment decisions. Underinvestment occurs when shareholders reject value enhancing investment opportunities if the benefits of accepting these projects accrue mostly to debtholders instead of shareholders’ wealth (Myers, 1984), which leads to higher agency costs of debt. Therefore, firms are found to use less long-term debt but more short-term debt to mitigate the underinvestment problem (Barnea, Haugen, & Senbet, 1980; Custódio, Ferreira, & Laureano, 2013; Myers, 1977). However, this raises a question as to whether the negative relationship between debt maturity and underinvestment problem holds for firms with low and high corporate values.

Low corporate value firms are defined as firms with Tobin’s Q less than one. These firms are considered as poorly managed firms, in which the growth opportunities are either not recognised by the outside investors or are insufficiently valuable to overcome the effect of debt overhang problem (Diamond & He, 2014; Lang, Ofek, & Stulz, 1996). Conversely, high corporate value firms have Tobin’s Q ratio greater than one. These firms are perceived by the markets to be well managed and have good future growth opportunities, hence would not have problem raising external debt financing (Lang et al., 1996).

Existing evidence on firms’ debt maturity are mainly generated from the developed markets such as the US. Limited research works are found to examine debt maturity structure using evidence from the developing market, such as Malaysia. Firms in Malaysia are found to prefer bank borrowing and unlikely to use debt maturity as a tool to mitigate underinvestment problem given the close relationship with banks and highly concentrated ownership (Deesomsak, Paudyal, & Pescetto, 2009). Nonetheless, low corporate value firms may not have the close relationship with banks as compared to high corporate value firms. If this is the case, debt maturity composition could be a significant tool to mitigate agency problems when low corporate value firms seek for alternative external debt financing.

To answer the question, a sample of 612 non-financial Malaysian public listed firms with 7379 firm-year observations from 1995 to 2013 is split into two subsamples by the firms’ Tobin’s Q ratio, a measure for corporate value (Doukas, 1995; McConnell & Servaes, 1995; Lang et al., 1996). For the full sample, agency cost is insignificant to explain the debt maturity structure of the firms. This evidence is consistent with Deesomsak et al. (2009). Nonetheless interesting results are reported when this study recognise the firms by the corporate values. Results show that agency cost of debt is negatively related to debt maturity for firms with Tobin’s Q less than one. These firms prefer less long-term debt in the presence of underinvestment problem. However, the negative relationship does not hold for high Tobin’s Q firms that are indifferent with debt maturity decision. Results remain consistent when the analysis controls for potential bias that may be driven by financial shocks. In addition, for robustness purpose the analysis is repeated to confirm that the findings are not driven by the identification of the subsamples. The full sample is split at the mean value of each firm’s Q ratio over the observation period. Results are found to remain consistent, and therefore this study claims that low corporate value firms have greater incentives to use debt maturity than high corporate value firms, as a tool to mitigate underinvestment problem.

This study identifies three important contributions. First, this study highlights the importance of recognising firms by the corporate values. By doing so, this study is able to provide additional justification beyond the neoclassical fundamentals to explain the negative relationship between debt maturity and agency costs of debt. Second, this study contributes to the theory of agency costs of debt and debt maturity literature related to the motivation to use debt maturity as a disciplining tool to mitigate underinvestment problem among low corporate value firms. Third, this study adds to the literature by providing empirical evidence from the perspective of a developing market.

LITERATURE AND HYPOTHESES DEVELOPMENT

Firms can shorten the maturity of debt to mitigate underinvestment problem because short-term debt is considered a disciplining tool due to the need for frequent roll over (Barclay & Smith, 1995; Dennis, Nandy, & Sharpe, 2000; Guedes & Opler, 1996; Johnson, 2003; Myers, 1977; Ozkan, 2000). Firms are also found to shorten the maturity of debt to preserve future debt capacity if future growth opportunities are recognised sufficiently early (Aivazian, Ge, & Qui, 2005a; Diamond & He, 2014). Moreover, trade-off theory argues that firms should use less long-term debt because growth opportunities that are considered as intangible assets cannot be used as collaterals for debt financing. In brief, empirical evidence shows that debt maturity is negatively related to growth opportunities (Barclay & Smith, 1995; Barclay, Marx, & Smith, 2003; Childs, Mauer, & Ott, 2005; Diomand & He, 2014; Guedes & Opler, 1996; Scherr & Hulburt, 2001).

Firms’ leverage are claimed to be influenced by private information on future growth (Diomand & He, 2014; Lang et al., 1996), but having many investment opportunities would financially constrained the firms specifically when the financing needs exceed the internal resources (Demirguc-Kunt & Maksimovic, 1998). As a result, underinvestment hypothesis states that these firms would end up rejecting value enhancing investment opportunities if the benefits of accepting these investment projects accrue mostly to the debtholders instead of the shareholders (Myers, 1977). Firms with greater growth opportunities face greater underinvestment problem, but firms are claimed to mitigate the problem by shortening the maturity of debt (Aivazian et al., 2005a).

Mixed results are also reported. For example, Stohs and Mauer (1996) find that firms have little incentives to minimise agency costs of debt if the firms have relatively low levels of leverage. Debt maturity is found to be positively related to growth opportunities after controlling for firms’ leverage. Scherr and Hulburt (2001), on the contrary, report little evidence between growth opportunities and debt maturity when the analysis controls for firm size. Similar results are reported by Deesomsak et al. (2009). No evidence is found to explain the effect of growth opportunities on debt maturity for firms in the Asia Pacific region. Firms are also reported to be unlikely to use debt maturity as an instrument to mitigate underinvestment problem (Deesomsak et al., 2009).

Lang et al. (1996) further contend that the negative relationship between debt maturity and growth only holds for firms with low Tobin’s Q ratio, but not for firms with high Tobin’s Q. Based on Lang et al. (1996), a number of studies incorporate the heterogenous argument in examining the relationship between corporate debt financing and investment decisions (see for example, Aivazian et al., 2005a, 2005b; Dang, 2011). Accordingly, this study recognises the firms by their corporate values or the Q ratio to further examine the negative relationship between debt maturity and underinvestment problem.

Low Tobin’s Q firms are defined as firms with fewer investment opportunies and/or do not have valuable investment opportunities known to outside investors (Barclay & Smith, 1995; Lang et al., 1996; Myers, 1977). When future growth opportunities are not recognised by the market, investors are doubtful as to whether additional fund that are raised to finance the firms investment projects would contribute positively to the shareholders’ wealth. Investors are also concerned about the likelihood of managers wasting resources in these firms. To compensate the uncertainties, investors would require higher rate of return when investing in these firms. This also explains the increasing firms’ cost of capital with leverage. Therefore, to mitigate these problems low Tobin’s Q firms tend to use less long-term debt.


H1: Low Tobin’s Q firms maintain lower level of long-term debt to mitigate underinvestment problem.



On the contrary, the growth opportunities of high Tobin’s Q firms are less likely to cause underinvestment problem since the good investment opportunities are recognised by outside investors. As a result, these firms can always find external funding without worrying about the firms’ balance sheet (Lang et al., 1996).


H2: High Tobin’s Q firms are indifferent between short-term and long-term debt.



DATA AND METHODOLOGY

Sample Selection

Sample consists of Malaysian firms publicly listed on the Main board of Bursa stock exchange. 144 firms in the financial industry are excluded from the sample selection due to the differences in the financial structure and regulation as compared to other industries (Rajan & Zingales, 1995). Final sample is further reduced to 612 firms, with 7379 firm-year observations for the fiscal year covering from 1995 to 2013 after excluding all equity firms. Any firm-year observations with missing financial information are also excluded. Table 1 reports the sample firms by industry groups based on the Global Industry Classification Standard (GICS) available at the Bloomberg database. 32.19% of the sample firms consist of industrial firms, followed by firms in the materials (19.12%) and consumer discretionary (18.30%) industries.

To examine Hypotheses 1 and 2, the sample firms are divided into two subsamples. Subsample Tobin’s Q < 1 consists of firms with Q ratio less than one, while subsample Tobin’s Q > 1 includes of firms with Q ratio greater than 1. The concept of Tobin’s Q is based on the argument that market value of a firm should approximately equal to the cost of replacing the firm’s assets. Therefore, the Q ratio of a firm is measured by the firm’s market value (market capitalisation + liabilities + preferred equity + minority interest or non-controlling interest) scaled by the total asset value or the replacement value of the firm’s total assets. In general, poorly managed or a firm with low corporate value (undervalued) has an average Q ratio less than 1. Conversely, a well-managed or a high corporate value firm (overvalued) would have an average Q ratio greater than unity.


Table 1Distribution of sample firms by industry groups



	Industry
	Number of Firms

	Percentage (%)

	Number of Observations

	Percentage (%)




	Industrials
	197

	32.19

	2399

	32.51




	Materials
	117

	19.12

	1423

	19.99




	Consumer Discretionary
	112

	18.30

	1385

	18.77




	Consumer Staples
	77

	12.58

	958

	12.98




	Information Technology
	42

	6.86

	437

	5.92




	Energy
	22

	3.59

	210

	2.85




	Health Care
	14

	2.29

	150

	2.03




	Utilities
	9

	1.47

	59

	0.80




	Telecommunication Services
	5

	0.82

	211

	2.86




	Others
	17

	2.78

	147

	1.99




	Total
	612

	100.00

	7379

	100.00





Variables Selection

The data for the identified variables are also collected from the Bloomberg database. Debt maturity is measured by long-term debt ratio scaled by total debt (Antoniou, Guney, & Paudyal, 2006; Barclay & Smith, 1995). Debt with maturity greater than a year is considered as long-term debt, whereas debt with maturity less than a year is considered as short-term debt.

The market-to-book ratio (Agency cost) is a commonly used proxy for agency costs of debt, which measures the future growth opportunities of firms (Lang et al., 1996; Rauh & Sufi, 2010). Higher growth opportunities lead to higher agency costs (Myers, 1977). To mitigate the agency costs, firms tend to maintain less long-term, but more short-term debt (Barnea et al., 1980; Guedes & Opler, 1996; Johnson, 2003; Myers, 1977). Moreover, the negative relationship between agency costs and long-term debt is predicted to hold only for firms with low Tobin’s Q, but not firms with high Tobin’s Q (Lang et al., 1996). Therefore, undervalued firms (Tobin’s Q < 1) are expected to have less long-term debt, whereas overvalued firms (Tobin’s Q > 1) are expected to be indifferent between short-term or long-term debt.

Control variables such as business risk, firm size, tangibility, profitability, and tax proxy are also included to account for the effects of trade-off theory and pecking order hypothesis on debt maturity structure. Business risk (Business risk) is measured as the standard deviation of earnings before interest and taxes (EBIT) scaled by total sales over four years. Trade-off theory argues that less risky or lower risk firms have the capacity to take up more debt to increase the firms’ value and the opposite holds for risky firms. Risky firms use less long-term debt to decrease the probability of bankruptcy risk. Empirical studies find that less risky firms use long-term debt to finance their investment (Guedes & Opler, 1996; Stohs & Mauer, 1996) to take advantage of the tax shield on interest. Hence, an inverse relationship is expected between long-term debt and business risk.

Firm size (Size) is measured by the natural logarithm of total assets. The size of a firm is claimed to be positively related to debt maturity (Titman & Wessels, 1988; Stohs & Mauer, 1996). Large size firms tend to have lower degree of asymmetric information because large firms tend to be more established (Smith, 1977). In addition, firm size may measure the magnitude of financial distress. Large size firms are considered to have lower bankruptcy risk that enable these firms to tolerate higher levels of long-term debt financing (Chittenden, Hall, & Hutchison, 1996). Conversely, small size firms are found to prefer less long-term debt (Smith, 1977; Titman & Wessels, 1988).

Tangibility is commonly measured by net fixed assets scaled by total assets. Tangible assets (Tangibility) are physical form of assets that can be used as collateral against external borrowing. Tangibility is found to be positively related to debt maturity structure (Fan, Titman, & Twite, 2012; Kirch & Terra, 2012; Rauh & Sufi, 2010). Firms with higher tangibility have lower bankruptcy costs because more assets can be collateralised for borrowing in comparison to firms with lower tangible assets. Therefore, the former firms are expected to borrow more long-term debt. Moreover, for the emerging markets, tangible assets play an important role because the levels of collateralised assets determine if a firm has the capacity to borrow longer-term debt (Kirch & Terra, 2012).

Profitability (Profitability) is measured by return on assets (ROA). Profitable firms are expected to utilise less debt (Rauh & Sufi, 2010) due to the informational asymmetry between managers and investors (Deesomsak et al., 2009). Accordingly, firms would follow a financing hierarchy, in which retained earnings are the most preferred choice, followed by debt and equity. A negative relationship is expected between profitability and long-term debt. Tax proxy (Tax) is measured as the income tax scaled by pre-tax income. Tax hypothesis suggests that leverage increases the value of the firm by reducing the taxable income. Brick and Ravid (1985), Kane, Marcus and McDonald (1985), and Stohs and Mauer (1996) argue that when firms use long-term debt, the saving from the present value of tax shield is accelerated from the increasing debt payment proportion allocated to long-term debt on an upward sloping yield curve in a healthy economy. For this reason, firms with high tax proxy are predicted to use more long-term debt.

Methodology

The dataset of this study have both cross sectional and time-series dimensions, thus it is more robust to employ panel data methodology (Akhtar, 2005). Hausman test is performed to determine either fixed or random effects panel regression better explained the dataset of this study. Results from Hausman test consistently support firm fixed effects over random effects. For brevity, only the estimates from fixed effects are reported in the following section. The firm fixed effects panel data regression is written as:
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RESULTS AND DISCUSSION

Long-term Debt and Agency Costs of Debt by Corporate Value

Table 2 reports the summary statistics and mean difference of the identified variables for the full sample together with the subsamples. Overall, the sample firms are found to use less long-term debt but more short-term debt, which is consistent with previous studies (see for example, Barclay & Smith, 1995; Antoniou et al., 2006). On average, the sample firms maintain 36.43% of long-term debt and 63.57% of short-term debt in the debt structure. Low corporate value firms are found to use less long-term debt (34.1%) but more short-term debt (65.9%) as compared to high corporate value firms that have 39.4% of long-term debt and 60.6% of short-term debt in the debt structure. The difference is statistically significant at the 1% level. The low Tobin’s Q firms are shown to have lower agency costs of debt than the high Tobin’s Q firms, which is also significantly different at the 1% level. In addition, the undervalued firms are found to have lower risk, smaller firm size, lower profitability, but higher tangibility and tax in comparison to the overvalued firms.


Table 2Summary statistics and mean difference test



	Variables
	Full Sample

	Tobin’s Q < 1

	Tobin’s Q > 1

	(Tobin’s Q < 1) – (Tobin’s Q > 1)




	Mean

	S.D.

	Mean

	S.D.

	Mean

	S.D.

	Mean Difference

	t-value




	Long-debt debt ratio
	0.3643

	0.3036

	0.3410

	0.2847

	0.3940

	0.3236

	–0.0532***

	–7.3643




	Short-term debt ratio
	0.6357

	0.3036

	0.6590

	0.2847

	0.6060

	0.3236

	0.0302***

	7.3643




	Agency cost
	1.2270

	3.3503

	0.5135

	0.2279

	2.1318

	4.8924

	–1.6183***

	–18.8496




	Business risk
	0.0930

	1.2062

	0.0656

	0.1851

	0.1279

	1.8043

	–0.0623**

	–1.9619




	Size
	5.8560

	1.4230

	5.7164

	1.1811

	6.0331

	1.6639

	–0.3167***

	–9.1845




	Tangibility
	0.4121

	0.2044

	0.4169

	0.2001

	0.4059

	0.2096

	0.0110**

	2.2792




	Profitability
	0.0320

	0.1094

	0.0178

	0.0724

	0.0501

	0.1412

	–0.0323***

	–11.8874




	Tax
	0.1873

	2.3854

	0.2148

	2.8741

	0.1523

	1.5587

	0.0625

	1.1919




	Number of Observations
	7379

	4126

	3253

	7379

	




Note: *, ** or *** indicates significance at the 90%, 95% or 99% confidence levels, respectively.

Table 3 presents the correlation analysis of the explanatory variables. The analysis suggests that the selected variables do no suffer from multicollinearity problem. This finding is further confirmed using the variance inflation factor test (mean VIF = 1.01).


Table 3Correlation matrix of the identified variables



	
	Agency cost

	Business risk

	Size

	Tangibility

	Profitability

	Tax




	Agency cost
	1.0000

	
	
	
	
	



	Business risk
	0.0023

	1.0000

	
	
	
	



	Size
	0.0141

	–0.0078

	1.0000

	
	
	



	Tangibility
	–0.0341***

	–0.0105

	0.0215*

	1.0000

	
	



	Profitability
	0.0273**

	–0.0321***

	0.1248***

	–0.1035***

	1.0000

	



	Tax
	–0.0044

	–0.0029

	–0.0141

	–0.0084

	0.0122

	1.0000





Note: *, ** or *** indicates significance at the 90%, 95% or 99% confidence levels, respectively.

The regression estimates that examine the effect of agency costs of debt on the long-term debt level are reported in Table 4. For the full sample, agency cost is reported to have insignificant effect on the level of long-term debt. This finding is consistent with Deesomsak et al. (2009)’s study that find firms in Malaysia are unlikely to use debt maturity as a tool to mitigate underinvestment problem. Nonetheless, when this study recognises the sample firms by the corporate value, interesting results are reported. For subsample Tobin’s Q < 1, agency cost is shown to have significant negative relationship with the level of long-term debt, at the 1% level. Supporting the theory of agency costs, these firms are found to decrease the level of long-term debt to mitigate underinvestment problem that growth firms are more likely to suffer (Myers, 1977; Barclay & Smith, 1995; Childs et al., 2005; Diomand & He, 2014; Guedes & Opler, 1996; Dennis et al., 2000; Ozkan, 2000).


Table 4Long-term debt and agency cost of debt by corporate value



	Variables
	Expected Sign

	Full Sample

	Tobin’s Q < 1

	Tobin’s Q > 1




	Q < 1

	Q > 1




	Agency cost
	–

	Indifferent

	–0.0012(–1.40)

	–0.0705***(–3.94)

	–0.0002(–0.22)




	Business risk
	–

	–

	–0.0083***(–3.63)

	–0.0332*(–1.71)

	–0.0078***(–3.16)




	Size
	+

	+

	0.0923***(17.57)

	0.0925***(10.13)

	0.0952***(12.39)




	Tangibility
	+

	+

	0.2576***(11.54)

	0.2832***(9.56)

	0.1514***(3.96)




	Profitability
	–

	–

	0.1685***(6.12)

	0.2961***(5.70)

	0.0802**(2.25)




	Tax
	+

	+

	0.0013(1.18)

	0.0018(1.63)

	0.0003(0.10)




	Constant
	
	
	–0.2855***(-8.51)

	–0.2729***(–4.87)

	–0.2441***(–4.73)




	Firm fixed effect
	
	
	Yes

	Yes

	Yes




	Industry fixed effect
	
	
	Yes

	Yes

	Yes




	Year fixed effect
	
	
	Yes

	Yes

	Yes




	R-squared
	
	
	0.1594

	0.1022

	0.2002




	Number of Observations
	
	
	7379

	4126

	3253





Note: The t-values are reported in the parentheses. *, ** or *** indicates significance at the 90%, 95% or 99% confidence levels, respectively.


This is because low Tobin’s Q firms suffer from investors’ lack of confidence in the ability of these firms to invest in value added investment projects (Myers, 1977; Barclay & Smith, 1995; Lang et al., 1996). Since the growth opportunities of low Tobin’s Q firms are not recognised by the capital markets, these firms have to tolerate increasing cost of capital as leverage increases (Lang et al., 1996). Therefore, to mitigate the problem these firms tend to use less long-term debt in the debt structure. The significant negative relationship between agency cost and long-term debt is therefore, supporting Hypothesis 1.

On the contrary, for subsample Tobin’s Q > 1 the agency cost variable is insignificant. High Tobin’s Q firms are found to be indifferent with the debt maturity decision as conjectured in Hypothesis 2. When firms are known to the market to have good investment opportunities, these firms can always find external funding without worrying about the firms’ balance sheet (Lang et al., 1996). In other words, the growth opportunities of high Tobin’s Q firms are less likely to cause underinvestment problem since the good investment opportunities are recognised by the outside investors.

On the other hand, the firms’ (full sample and subsamples) levels of long-term debt are consistently and significantly affected by business risk, firm size, tangibility and profitability. Consistent with the trade-off theory, firms with higher level of business risk are found to maintain less long-term debt because of the increasing financial distress as the business risk increases. Furthermore, large firms are more likely to maintain higher level of long-term debt. This positive relationship also supports the trade-off theory. Large firms are more mature, well established and have lower level of asymmetric information (Smith, 1977) as well as bankruptcy risk that enable these firms to tolerate higher level of long-term debt financing (Chittenden et al., 1996).

The significant and positive coefficient of the tangibility variable is consistent with the expected sign. Firms with higher tangible assets are found to borrow more long-term debt because more assets can be used as collateral against the borrowing (Fan et al., 2012; Kirch & Terra, 2012), which also implies lower bankruptcy risk. However, the profitability variable loads positive. Though the reported positive relationship between profitability and long-term debt is inconsistent with the expected sign, the finding is still justifiable in accordance to the financing hierarchy argument of pecking order hypothesis. When profitable firms have insufficient or fully utilised their internal resources to finance their investment opportunities, these firms would seek external financing. Long-term debt would be the next preferred financing choice instead of equity, and hence explains the positive coefficient of profitability.


In addition, tax is found to be insignificant, which is inconsistent with previous studies. Previous studies argue that firms use long-term debt to benefit from the present value of tax shield and the savings is accelerated on an upward sloping yield curve (Brick & Ravid, 1985; Kane et al., 1985; Stohs & Mauer, 1996), but it is not the case for Malaysia firms. Potentially, the insiginificant relationship can be explained by the low effective tax rate and flat yield curve in Malaysia.

Robustness Check

The analysis is repeated by excluding the financial crisis years of 1997 and 2008 to control for any potential bias driven by the financial shocks. The number of observations of the full sample reduce to 6,643 firm-year observations. Subsample Tobin’s Q < 1 and Tobin’s Q > 1 have 3595 and 3048 firm-year observations, respectively. Results are reported in Table 5. The negative relationship between agency cost and long-term debt remains significant at the 1% level for firms in subsample Tobin’s Q < 1. On the other hand, firms in subsample Tobin’s Q > 1 are indifferent with the debt maturity decision. These results further support the arguments of Hypotheses 1 and 2. Moreover, the results of the control variables are found to be qualitatively similar to those reported in Table 4.

Also for robustness purpose, the subsamples are re-categorised by the average Tobin’s Q value of individual firm over the observation period to control for firms that have both observations in Tobin’s Q < 1 and Tobin’s Q > 1 during the sample period. A firm is considered as a low Tobin’s Q firms if the average Tobin’s Q over the observation period is less than one, and the opposite for high Tobin’s Q firms. This method reduces the subsample size of Tobin’s Q < 1 to 1494 firm-year observations. But, subsample Tobin’s Q > 1 now has 5888 firm-year observations. Table 6 reports consistent results. Low Tobin’s Q firms are found to maintain lower level of long-term debt when agency cost increases. Consistently, the negative coefficient of agency cost is significant at the 1% level, but the coefficient is found to be insignificant for the high Tobin’s Q firms. High corporate value firms are indifferent with the debt maturity decision. Again, these results support the arguments of Hypotheses 1 and 2 of this study.


Table 5Excluding observations during financial shock (Year 1997 and 2008)



	Variables
	Expected Sign

	Full Sample

	Tobin’s Q < 1

	Tobin’s Q > 1




	Q < 1

	Q > 1




	Agency cost
	–

	Indifferent

	–0.0013

	–0.0657***

	–0.0004




	
	
	
	(–1.48)

	(–3.31)

	(–0.40)




	Business risk
	–

	–

	–0.0080***

	–0.0470**

	–0.0073**




	
	
	
	(–2.62)

	(–2.39)

	(–2.22)




	Size
	+

	+

	0.0913***

	0.0911***

	0.0928***




	
	
	
	(16.51)

	(9.02)

	(11.60)




	Tangibility
	+

	+

	0.2594***

	0.2896***

	0.1518***




	
	
	
	(10.91)

	(9.02)

	(3.81)




	Profitability
	–

	–

	0.1753***

	0.2944***

	0.0839**




	
	
	
	(6.02)

	(5.30)

	(2.24)




	Tax
	+

	+

	0.0014

	0.0019*

	0.0053




	
	
	
	(1.20)

	(1.67)

	(1.31)




	Constant
	
	
	–0.2824***

	–0.2714***

	–0.2319***




	
	
	
	(–7.99)

	(–4.40)

	(–4.31)




	Firm fixed effect
	
	
	Yes

	Yes

	Yes




	Industry fixed effect
	
	
	Yes

	Yes

	Yes




	Year fixed effect
	
	
	Yes

	Yes

	Yes




	R-squared
	
	
	0.1629

	0.1059

	0.1993




	Number of Observations
	
	
	6,643

	3,595

	3,048





Note: The t-values are reported in the parentheses. *, ** or *** indicates significance at the 90%, 95% or 99% confidence levels, respectively.

However business risk becomes insignificant for the low Tobin’s Q firms, but is negatively related to long-term debt for the high Tobin’s Q firms at the 1% level. Potentially, these results may suggest that the relative impact of agency cost outweighs the impact of business risk in affecting the levels of long-term debt among the low Tobin’s Q firms. As for the high Tobin’s Q firms, the negative impact on the levels of long-term debt is relatively driven by business risk instead of the firm’s underinvestment problem. The results of the other control variables are found to be qualitatively similar to the results reported in Table 4.


Table 6Subsamples of firms by average Tobin’s Q over the sample period (1995 to 2003)



	Variables
	Expected Sign

	Full Sample

	Tobin’s Q < 1

	Tobin’s Q > 1




	Q < 1

	Q > 1




	Agency cost
	–

	Indifferent

	–0.0012

	–0.0262***

	–0.0008




	

	

	

	(–1.40)

	(–4.39)

	(–0.85)




	Business risk
	–

	–

	–0.0083***

	0.0235

	–0.0084***




	

	

	

	(–3.63)

	(0.68)

	(–3.59)




	Size
	+

	+

	0.0923***

	0.0854***

	0.0927***




	

	

	

	(17.57)

	(5.94)

	(16.28)




	Tangibility
	+

	+

	0.2576***

	0.2089***

	0.2697***




	

	

	

	(11.54)

	(4.24)

	(10.27)




	Profitability
	–

	–

	0.1685***

	0.3334***

	0.1507***




	

	

	

	(6.12)

	(4.28)

	(5.07)




	Tax
	+

	+

	0.0013

	–0.0005

	0.0027*




	

	

	

	(1.18)

	(–0.32)

	(1.78)




	Constant
	

	

	–0.2855***

	–0.2334***

	–0.2891***




	

	

	

	(–8.51)

	(–2.71)

	(–7.83)




	Firm fixed effect
	

	

	Yes

	Yes

	Yes




	Industry fixed effect
	

	

	Yes

	Yes

	Yes




	Year fixed effect
	

	

	Yes

	Yes

	Yes




	R-squared
	

	

	0.1594

	0.1212

	0.1660




	Number of Observations
	

	

	7379

	1491

	5888





Note: The t-values are reported in the parentheses. *, ** or *** indicates significance at the 90%, 95% or 99% confidence levels, respectively.

CONCLUSION

The theory of agency costs argues that firms with high-growth opportunities tend to use less long-term debt, but more short term debt to mitigate underinvestment problem. In this study, the negative relationship is examined whether the relationship still holds if the firms are recognised by the corporate values that is measured by the commonly used Tobin’s Q. Using a sample of 612 Malaysia public listed firms, this study finds that low Tobin’s Q firms are likely to use less long-term debt to mitigate underinvestment problem. Potentially, the firms’ corporate value either lack of market recognition or poorly managed, and thus increases the cost of debt. Contrary, the negative relationship does not hold for firms with Tobin’s Q greater than one. These firms are found to be indifferent with the debt maturity decision. In addition, the control variables consistently provide significant evidence to support the agency costs and trade off theories. In brief, this study provides additional insight to determinants of debt maturity by highlighting the importance of recognising the heterogeneity of firms, in this case the corporate value in relation to the agency costs of debt. Evidence of this study also contributes to the literature from the developing market’s perspective.
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ABSTRACT

This study extends the stock market liberalisation literature by conducting a firm-level analysis on the emerging economy of Malaysia. Using a finer measure of foreign ownership, we explore the association between liberalisation and cost of equity for public listed firms on Bursa Malaysia over the sample period of 2002-2009. We find strong support for our hypothesis that total foreign ownership is negatively and significantly associated with cost of equity. Further disaggregate analysis suggests foreign institutions that trade through direct accounts are driving the lower cost of equity. When the model is extended to include interaction term, we find that an effective board of directors further strengthens the negative relationship between foreign institutions and cost of equity. Our empirical results consistently support the corporate governance channel in which foreign institutions play an active monitoring role.

Keywords: foreign ownership, cost of equity, investor heterogeneity, corporate governance, Malaysia

INTRODUCTION

One of the most important developments in the late 1980s and early 1990s for emerging market economies is the gradual removal of restrictions on cross-border financial transactions, which include the opening of stock markets for foreign investors to purchase shares of publicly listed companies. To provide policy feedback, academicians have conducted thousands of studies to evaluate the associated costs and benefits of financial liberalisation, especially in the context of emerging markets (see the survey papers by Bekaert and Harvey, 2003; Kearney, 2012). We find that economic growth constitutes the largest portion of this voluminous literature (see the survey papers by Henry, 2007; Kose, Prasad, Rogoff, & Wei, 2009). However, the empirical evidence on its growth benefits is still inconclusive, triggering vigorous discussions on the desirability of full financial liberalisation. To reconcile the literature, Henry (2007) advocates a departure from the broad capital account liberalisation to a narrow focus on stock market liberalisation.

In empirical analysis, it is crucial for researchers to choose the best proxy for stock market liberalisation. Chang (2012) provides a summary of existing indicators for stock market liberalisation, which we reproduce his Table 1 in this paper. The author also provides a lengthy discussion on these indicators, and advocates the use of foreign ownership in empirical research of stock market liberalisation. We hereby summarise the extensive review of Chang (2012). The first generation of papers focuses on developing systematic methods to date the openings of emerging stock markets. However, official stock market opening dates might not be able to fully capture the liberalisation effect because the removal of individual restrictions in many developing countries takes place gradually over several years or even decades. As a result, the literature witnesses the development of continuous indicators to capture the extent and evolution of stock market liberalisation over time. However, the above de jure measures have been criticised in favour of de facto indicators because the law is insufficient in deterring/attracting capital flows (see references cited in Chang, 2012). In the first case, many countries have strict capital controls but still report large portfolio equity flows, mainly because of weak law enforcement. In the second scenario, there are countries that struggle to attract equity inflows because foreign investors take into account indirect investment barriers apart from an open stock market.

According to Chang (2012), the use of aggregate country-level measures in Table 1 may underestimate the effect of stock market liberalisation. In the category of de jure measures, even if firms in a liberalised economy are free from country-level restrictions, they are still subject to corporate bylaws, corporate charters or industry limitations on foreign investment. The same applies to de facto aggregate measures, since it is possible for small-size public listed firms to have zero foreign ownership despite the country receives large equity inflows. At the firm-level, the de facto foreign ownership is more appealing relative to the de jure investable weight because the latter is based not only on the statutory limits on foreign ownership, but also the screening criteria of minimum size and liquidity (for details, see Li, Nguyen, Pham, & Wei, 2011). In fact, Bekaert and Harvey (2000) acknowledge that foreign ownership is the best indicator because it measures the actual presence of foreign investors across different firms within the same country over time.


Table 1Existing indicators for stock market liberalisation



	

	De jure indicator

	De facto indicator




	Country level
		Official stock market opening dates(Bekaert & Harvey, 2000; Henry, 2000; Kim & Singal, 2000)
	Degree of stock market openness (Edison & Warnock, 2003; Kaminsky & Schmukler, 2008; Schindler, 2009).


	Investable weight(Standard & Poor’s Emerging Markets Database)



	Firm level
		Portfolio equity flows(International Financial Statistics, IMF)
	Stocks of portfolio equity assets and liabilities(Lane & Milesi-Ferretti, 2007)


	Foreign ownership




Source: Chang (2012)

This paper extends the stock market liberalisation literature by conducting a firm-level analysis on the emerging economy of Malaysia using foreign ownership. The Malaysian stock exchange presents an interesting case study because the participation of foreign investors has been a subject of policy concern since the country gained independence in 1957. Among the developing economies, Malaysia is one of the earliest that actively pursued financial liberalisation, which could be traced back to as early as 1970 (for details, see Chang, 2012). Further opening up of the stock market has been undertaken in the 2000s, with more sweeping changes in June 2009, all aim to boost foreign investments and put Bursa Malaysia on the radar screen of international fund managers. From the foreign ownership statistics tabulated by Chang (2012) covering all stocks listed on Bursa Malaysia over the period 2002-2009, foreign investors hold around 15% of the total outstanding shares in the local stock exchange. It is expected that the foreign shareholdings will increase following further liberalisation of the stock market in June 2009.

Despite the active participation of foreign investors in the local stock market, Chang (2012) highlights the lack of published Malaysian study that examines the effects brought by the relaxation of foreign ownership restrictions. Instead, the author finds that foreign investors have been subject to intense scrutiny in other Asian stock markets, and he provides a summary discussion of those selected studies for China (Chan, Menkveld, & Yang, 2007; Gul, Kim, & Qiu, 2010), Indonesia (Dvor̆ák, 2005; Agarwal, Faircloth, Liu, & Rhee, 2009), Japan (Kang & Stulz, 1997; Bae, Yamada, & Ito, 2006), Korea (Kim & Wei, 2002; Choe, Kho, & Stulz, 2005), Sri Lanka (Samarakoon, 2009, 2010), Taiwan (Chen, Johnson, Lin, & Liu, 2009; Huang & Shiu, 2009), and Thailand (Bailey & Jagtiani, 1994; Bailey, Mao, & Sirodom, 2007). The main reason, according to Lim, Hooy, Chang and Brooks (2016), is the absence of complete Malaysian ownership data from listed companies’ annual reports or commercial databases. These authors are able to obtain the commercial ownership data “End of Year Shareholdings by Type of Investor”, which permits them to pioneer the research on foreign investors in Bursa Malaysia. Lim et al. (2016), among others, find that foreign investors who trade through nominee accounts are elite processors of public market-wide and firm-specific news in the Malaysian stock market. In a companion study, Lim, Thian and Hooy (2015) find that the relationship between total foreign ownership and stock liquidity is non-monotonic, suggesting that the improvement in liquidity reverses when foreign shareholdings exceed the threshold level. Both studies report insignificant results for foreign institutions and foreign individual investors who trade through direct accounts, suggesting that foreign nominees are playing important informational and liquidity roles in the Malaysian stock market.

The objective of this study is to complement the pioneering work of Lim et al. (2015, 2016) to provide more policy feedback on the participation of foreign investors in Bursa Malaysia. We explore the relationship between foreign ownership and cost of equity, as the latter is the focus area of those first generation stock market liberalisation papers (Bekaert & Harvey, 2000; Henry, 2000; Kim & Singal, 2000). Their interest is motivated by the theoretical prediction of neoclassical model, in which stock market liberalisation is expected to cause a permanent fall in the cost of equity, with the attendant effects on aggregate investment and economic growth (for details, see Henry, 2003, 2007). The above-cited studies infer the reduction of cost of capital from stock price increases because both are inversely related, or changes in dividend yields via the present value model. For example, Bekaert and Harvey (2000) address the impact of liberalisation on the cost of capital in 20 emerging markets. They document an average fall in dividend yields of 5 to 75 basis points after liberalisations, which is interpreted as a drop in the cost of capital. Henry (2000) reports an abnormal return associated with liberalisation as high as 3.3% per month in real dollar term for 12 emerging equity market indices. Kim and Singal (2000) record a sharp rise in stock prices after the opening of 20 emerging markets. The literature on stock market integration also predicts, via international asset pricing models, that when a local market becomes more integrated with the world markets, it brings about an improvement in risk sharing and thus contributes to the reduction of the cost of capital (see Errunza & Miller, 2000; de Jong & de Roon, 2005).

Our research framework differs from those first generation stock market liberalisation papers in four significant ways. First, Edison and Warnock (2003) argue that the degree of stock market openness should be taken into account when evaluating the impact of liberalisation on cost of capital. Our use of de facto firm-level measure addresses this concern because foreign ownership captures the actual presence of foreign institutional investors across different firms within the same country over time. Second, instead of using long time-series of ex-post realised stock returns or dividend yields, we follow recent literature to compute ex-ante cost of equity from stock prices and expected future cash flows implied in analyst forecast data. Hail and Leuz (2006) argue that changes in realised return or dividend yield not only capture differences in cost of capital, but they can be driven by shocks to firms’ growth opportunities or changes in expected growth rates. Mishra and O’Brien (2005) contend that ex-ante expected return is a more direct measure than realised return because risk-return theory relates to ex ante expectation and not to realised return. Moreover, prior studies (see for example, Fama and French, 1997; Elton, 1999) suggest that historical realised return is a poor proxy for expected return due to imprecise estimates of factor risk premium and risk loading, and thus affect the cost of equity estimates indirectly. Third, with the use of firm-level data, we are able to explore the moderating role of board characteristics in the foreign ownership-cost of equity relationship. Last but not least, the Bursa ownership dataset allows us to address within-country foreign investor heterogeneity, given that the existing literature generally treats foreign investors as a homogeneous group or focuses solely on foreign institutions.

LITERATURE REVIEW AND HYPOTHESIS DEVELOPMENT

Even though our literature survey is unable to find published study that examines the direct link between foreign ownership and cost of equity, there are empirical findings to support a lower cost of equity attributable to foreign participation through the channels of strong corporate governance and higher stock liquidity.

It is well-established that effective corporate governance helps to reduce agency problem by protecting the interests of minority shareholders from self-serving managerial behavior. One effective mechanism is through credible information disclosure that improves financial reporting quality and mitigates information asymmetry between the firm and its shareholders. The extant theoretical models predict that investors demand lower expected returns on their equity capital for firms with lower monitoring cost of management (Lombardo & Pagano, 2002), higher quality of accounting information (Lambert, Leuz, & Verrechia, 2007) and increased public disclosure of information (Diamond & Verrecchia, 1991). These theoretical predictions receive strong empirical support as evidence shows that firms with greater corporate disclosure (Francis, Khurana, & Pereira, 2005; Botosan, 2006; Fu, Kraft, & Zhang, 2012) and improved corporate governance (Cheng, Collins, & Huang, 2006; Guedhami & Mishra, 2009; Zhu, 2014) are associated with lower cost of equity. Notably, the recent survey paper by Claessens and Yurtoglu (2013) on corporate governance acknowledges the above cost of equity benefit for emerging market firms. Another strand of literature explores the link between foreign ownership and corporate governance. Covrig, De Fond and Hung (2007), Leuz, Lins and Warnock (2009) and Kim, Eppler-Kim, Kim and Byun (2010), among others, find that firms with strong governance indicators attract more equity participation from foreign investors. The latter have been found by Ferreira and Matos (2008) to engage in monitoring firms worldwide and thus reduce agency risk. Aggarwal, Erel, Ferreira and Matos (2011) show that foreign institutional investors play an active role in improving corporate governance mechanisms and outcomes. An (2015) finds that foreign investors improve the reporting quality of Korean firms through their active monitoring role that mitigates managerial opportunism. Putting the two research streams into perspective, we can infer that foreign investors promote good corporate governance of their invested firms, which in turn lead to lower cost of equity financing.

Apart from the channel of corporate governance, foreign participation is hypothesised to improve stock liquidity which translates into a lower cost of equity capital. In the theoretical model of Diamond and Verrecchia (1991), public disclosure of information reduces the cost of equity because the former improves the liquidity of a firm’s securities. Empirically, Lang, Lins and Maffett (2012) confirm liquidity is a significant channel through which greater transparency is associated with lower cost of equity capital for their international sample of firms from 46 countries. The direct path from liquidity to cost of equity is first established by the theoretical model of Amihud and Mendelson (1986), who predict that cost of equity is higher for securities with wider bid-ask spreads because risk-averse investors demand higher expected returns as compensation for bearing illiquidity costs. Following their seminal work, the literature witnesses the development of liquidity-based asset pricing models (Acharya & Pedersen, 2005; Liu, 2006). Empirical evidence abounds showing expected stock returns fall with increases in liquidity, supporting illiquidity risk as a significant determinant for cost of equity (see references cited in Amihud and Mendelson, 2000).


Having established the link between stock liquidity and cost of equity, our literature search then explores the liquidity role of foreign investors. Previous papers generally find that stock market liberalisation improves stock liquidity (Levine & Zervos, 1998; Bekaert, Harvey, & Lumsdaine, 2002; Vagias & van Dijk, 2012). Given the increasing availability of quality firm-level data in emerging markets, a number of recent studies utilise direct foreign shareholdings when exploring the liquidity effect. Wei (2010) collects eight years of foreign institutional ownership from the FactSet/LionShares database for stocks traded in 20 developed and 20 developing countries. His large sample result shows that stocks with increased foreign shareholdings exert a causal effect on domestic stock liquidity, and the improvement operates through enhanced competition among informed traders and greater liquidity trading. Ng, Wu, Yu and Zhang (2015) also address similar issue with an international coverage of 27,828 firms from 39 countries. The key result in Ng et al. (2015) consistently shows that foreign direct investors reduce liquidity in local equity markets, whereas foreign portfolio investors contribute significantly to liquidity improvement. For the Malaysian stock market, Lim et al. (2015) find that the relationship between total foreign ownership and stock liquidity is non-monotonic, suggesting that the improvement in liquidity reverses when foreign shareholdings exceed the threshold level. Since foreign investors are expected to improve stock liquidity, the theoretical and empirical studies predict a reduction in cost of equity for liquid stocks.

Building on the above literature, we state our first hypothesis in alternative form as follows:


H1: Firms with higher total foreign ownership have lower cost of equity.



In the corporate governance channel, foreign investors have been found to play active monitoring role in their invested firms. However, the group of foreign investors in these empirical studies is confined to foreign institutions (see Ferreira and Matos, 2008; Aggarwal et al., 2011; An, 2015). In another strand of literature, the liquidity benefits documented by Wei (2010) and Ng et al. (2015) also come from foreign institutional investors. However, in the context of Malaysia, Lim et al. (2015, 2016) demonstrate the importance of incorporating foreign investor heterogeneity in which they disaggregate total foreign ownership into foreign institutions, foreign individuals, and foreign nominees. Both studies find that only the participation of foreign nominees improves the price efficiency and liquidity of Malaysian stocks. Given the unique Malaysian setting, we proceed with the second hypothesis:



H2: The foreign ownership-cost of equity relationship differs according to the types of foreign investors.



If foreign ownership is negatively associated with cost of equity through the channel of corporate governance, then an effective board of directors should further strengthens this inverse relationship. More specifically, the board of directors plays an important role in monitoring and controlling managers’ performance. The effects of various board characteristics on firm performance has been the subject of investigation in recent studies. For instance, empirical evidence shows that board independence has positive effect on firm performance (Li et al., 2015) whereas board size exerts negative impact (Liang, Xu, & Jiraporn, 2013). On the other hand, greater board activeness and board member’s experience may suggest higher perceived monitoring ability of the board.


H3: An effective board of directors strengthens the negative relationship between foreign ownership and cost of equity.



METHODOLOGY AND DATA

Estimates of Implied Cost of Equity

Earlier empirical research commonly uses ex-post realised stock return or dividend yield as proxies for cost of equity. As highlighted in Introduction, the above measures have been subjected to heavy criticism. It is now an accepted practice in the empirical literature to compute ex-ante cost of equity from current stock prices, future cash flows and growth potential of the firm.

In the study, we use the ex-ante or implied cost of equity, which is assumed to be the true rate that discounts the present value of expected future cash flows per share equal to the share price of the firm. Our implied cost of equity estimate is based on Ohlson and Juettner-Nauroth (2005), identified by the subscript KOJ:

[image: art]

where [image: art] and [image: art], and y is a constant that is equal to 1 + long-term growth rate fixed at the nominal year Malaysia’s inflation rate.



	KOJ
	= cost of equity estimate of the model.



	PT
	= I/B/E/S market price at the statistics release date for the estimation year.



	DT+1
	= I/B/E/S median dividend forecast for the tth year from the estimation year.



	FEPST+t
	= I/B/E/S median earnings forecast.




When examining the relationship between foreign ownership and cost of equity, we need to control for other cost of equity determinants to isolate the marginal effect of foreign ownership. These control variables are proven in previous studies to have significant influence on cost of equity. More specifically, we control for: (1) firm size (SIZE), measured by logarithm of total assets; (2) the book-to-market ratio (BM), calculated as the natural logarithm of the ratio of the book value of equity to the market value of equity; (3) financial leverage (LEVERAGE) as measured by the ratio of total debt to book value of total assets; (4) stock liquidity (LIQUIDITY), we follow Lesmond (2005) to calculate the proportion of non-zero returns days in the nominal year instead of bid-ask spreads as the latter are often not available for Malaysia and most emerging markets; (5) firm risk, represented by firm market beta (BETA) which is derived from the Capital Asset Pricing Model (CAPM) by regressing the weekly individual stock returns against the local market index within the nominal year; (6) analyst coverage (ANALYST), denoted by the natural logarithm of one plus the number of analyst providing earnings forecasts for the firm; and last but not least (7) forecast bias (BIAS), defined as the medium forecasted earnings for the first year minus the actual earnings for the forecast date, and scaled by the former.

Model Specification

For H1 and H2, we formulate the following baseline model to determine the relationship between foreign ownership and cost of equity:
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where the dependent variable KOJ,it is the implied cost of equity capital for firm i over time t. The key independent variable of foreign ownership is represented by the variable of FO. For H1, we enter total foreign ownership (Foreign) as the proxy for FO in the baseline model. For H2, FO is represented by foreign institutions (FInstitution), foreign individuals (FIndividual), and foreign nominees (FNominee), with each entering the model separately. The control variables are SIZE, BM, LEVERAGE, LIQUIDITY, BETA, ANALYST, and BIAS representing firm size, book-to-market ratio, debt-to-equity ratio, proportion of non-zero returns, firm annual CAPM beta, analyst coverage, and earning forecast bias of analyst, respectively. The symbol of α represents the intercept whereas ε denotes the regression residual.

To determine the moderating role of board characteristics as stated in Hypothesis 3, we extend the baseline model to include an interaction term:

[image: art]

where FOit* BOARDk,it accounts for the interaction effect of board characteristics on the relationship between foreign ownership and cost of equity.

Data

The ownership data for our empirical analysis come from Bursa Malaysia’s “End of Year Shareholdings by Type of Investor” dataset. Share ownership is computed as the fraction of total shares outstanding held by each type of investors in each firm at year end. This formula is used to compute total foreign ownership (Foreign), foreign institutions (FInstitution), foreign individuals (FIndividual) and foreign nominees (FNominee).

We include five types of board characteristics in the model, namely CEO duality (Duality), board independency (BIndep), board size (BSize), board activeness (BActive) and board member’s experience (BExp). The data for all five variables are extracted from the annual reports of our sample firms.

In terms of control variables, we download the data from Thomson Datastream for firm size (SIZE), book-to-market ratio (BM), debt-to-equity ratio (LEVERAGE). Datastream also provides the raw data required to compute stock liquidity (LIQUIDITY) and CAPM Beta (BETA). As standard in the literature, we obtain analysts data from Institutional Brokers Estimate System (I/B/E/S) for computing the implied cost of equity capital. The two control variables of analyst coverage (ANALYST) and earning forecast bias of analyst (BIAS) are also extracted from I/B/E/S.

The sample period for our study is from 2002 to 2009, mainly because this is the coverage for the “End of Year Shareholdings by Type of Investor” dataset. Lim et al. (2015, 2016) also cover similar time period in their analysis of price efficiency and liquidity for Malaysia stocks. However, our sample size is smaller than the 600 firms in both studies. This is constrained by the unavailability of data for computing the implied cost of equity capital, which limits our sample size to 76 Malaysian firms. The descriptions for all the variables in this study are provided in Table 2.


Table 2Variable description



	Variable Name
	Variable Description



	Dependent Variables
	


	KOJ

	Implied cost of equity capital of Ohlson and Juettner-Nauroth (2005) for firm i over time t.



	Control Variables



	Firm size (Size)

	Natural logarithm of total asset of firm i in year t.



	Financial Leverage (Leverage)

	Total debt over total asset of firm i in year t.



	Book-to-Market ratio (BM)

	Ratio of market to book value of equity of firm i in year t.



	Liquidity

	The proportion of non-zero daily returns days of firm i in year t



	Firm Risk (Risk)

	Firm market beta



	Analyst

	Natural logarithm of one plus the number of analyst providing earnings forecasts for firm i in year t.



	Bias

	Medium forecasted earnings for the first year minus the actual earnings for the forecast date, and scaled by the former for firm i in year t.



	Main Variables of Interest
	



	Foreign

	Percentage of total foreign ownership for firm i in year t.



	FInstitution

	Percentage of foreign institutional ownership for firm i in year t.



	FIndividual

	Percentage of foreign individual ownership for firm i in year t.



	FNominee

	Percentage of foreign nominee ownership for firm i in year t.



	Duality

	Dummy variable which equals to one if CEO and Board Chairman is the same person for firm i in year t.



	BIndep

	Percentage of independent directors on the board for firm i in year t.



	BActive

	Dummy variable which equals to one if all board members attend all board meetings for firm i in year t.



	BSize

	Total number of directors on the board for firm i in year t.



	BExp

	Dummy variable which equals to one if the average age of all board members exceeds 60 for firm i in year t.




Note: This table describes all the variables used in the empirical analysis.


EMPIRICAL RESULTS

Preliminary Analysis

Table 3 presents the descriptive statistics for all the variables. Our dependent variable, the implied cost of equity, has a mean of 15.54% with a standard deviation of 7.35% for the sample firms. Browsing through the existing cross-country studies, Guedhami and Mishra (2009) report a lower implied cost of equity capital of 8.9% for 72 Malaysian firms in the year of 1996. Hail and Leuz (2006) record a higher 10.65% for Malaysian firms during their sample period of 1992–2001. Our estimation indicates that the cost of equity has increased further to 15.54% over the next 8 years from 2002–2009. On the other hand, the key independent variable of total foreign ownership has a mean of 23.72%. Decomposing the types of foreign ownership into three categories, we find that foreign nominees has the highest percentage, with an average of 14.53%. The Malaysian case represents a unique institutional setting given that the largest foreign investor group in most stock markets is either foreign institutions or foreign individuals who trade through direct accounts.

The correlations for all the variables are tabulated in Table 4. The first column represents univariate regression of implied cost of equity against all the explanatory variables. Against our prior expectation, our key independent variables of total foreign ownership (Foreign), foreign institutions (FInstitution) and foreign individuals (FIndividual) are positively associated with cost of equity. Only the variable of foreign nominees (FNominee) has the expected negative sign. However, it is premature to draw inference for our hypothesis based on the univariate analysis. As for the correlations between explanatory variables, Table 4 shows that the values are all less than 0.5, and we thus rule out the concern of multicollinearity. The only exception is the correlation between Foreign and FInstitution, with their value of 0.78 indicates that both variables should not be included in the same model.


Table 3Descriptive statistics
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Note: The descriptions for all the variables listed above are given in Table 2.


Table 4Correlation matrix
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Note: The descriptions for all the variables listed above are given in Table 2.


Foreign Ownership and Cost of Equity

Table 5 reports the estimation results for our baseline model (2) to determine the relationship between foreign ownership and cost of equity capital. We pooled the firm data across the eight years to conduct OLS regression. To ensure robust statistical inferences, we follow the suggestion of Petersen (2009) to account for the presence of time and/or firm effect in the model through different treatments for the standard errors, namely firm-clustered (Column 1), time-clustered (Column 2), and double-clustered by firm and time (Column 3). Generally, we can see that the sign and magnitude of the estimates are stable across the different adjustments. This implies that within-cluster correlation does not affect our statistical inference, which is consistent with Lim et al. (2015, 2016) for a larger sample of Malaysian firms. More importantly, the consistent results across the different adjusted standard errors ensure robustness and increase confidence.

Adding further credence to our baseline results is the significance of the included control variables, which are important determinants for cost of equity in previous studies. With the exception of analyst coverage (ANALYST), all control variables have the expected sign and are statistically significant at the conventional level. The insignificant role of ANALYST is consistent with Lim et al. (2015, 2016), which they attribute to the small number of security analysts covering Malaysian stocks. Turning to our key variable of total foreign ownership (Foreign), Columns (1) to (3) consistently show that the variable is highly significant across different treatments of standard errors. The negative coefficient supports hypothesis H1, implying higher total foreign ownership is associated with lower cost of equity capital. Such benefit of foreign participation can be driven by their influences on corporate governance or stock liquidity.

When we decompose total foreign ownership according to investor type, Column (4) shows that only foreign institutions play a significant role in driving the lower cost of equity for Malaysian public listed firms, which supports the foreign investor heterogeneity hypothesis of H2. This runs contrary to the key result in Lim et al. (2015, 2016) as both studies find that only foreign investors who trade through nominee accounts contribute to higher price efficiency and stock liquidity of Malaysian stocks. We offer two explanations to rationalise these contradicting results. First, even though Lim et al. (2015) report an insignificant relationship between foreign institutional ownership and stock liquidity, the former can still affect cost of equity through the corporate governance channel. Second, Lim et al. (2015) find that the relationship between foreign nominee and stock liquidity is non-monotonic, suggesting that when the ownership level exceeds certain threshold, the documented positive liquidity effect becomes negative. Thus, if the shareholdings of foreign nominees are large, the invested firms become illiquid and this increases the cost of equity. However, we do not observe a significant relationship between foreign nominees and cost of equity, possibly because they do not exert influence on the corporate governance process. In the Malaysian stock market, foreign nominees are ineligible to attend Annual General Meeting (AGM) and Authorised Nominees will monitor and manage corporate actions for securities kept in their custody. The active monitoring of management is expected to be taken up by foreign institutions who trade through direct accounts, and their large foreign shareholdings can lower cost of equity through the channel of corporate governance.


Table 5Foreign ownership and cost of equity


This table shows the regression result for the baseline model (2):
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where CONTROLj,it includes Size, Leverage, BM, Liquidity, Risk, Analyst and Bias. In column (4), total foreign ownership (Foreign) is further divided into foreign institutions (FInstitution), foreign individuals (FIndividual) and foreign nominees (FNominee).





	
	(1)

	(2)

	(3)

	(4)




	Constant
	24.9537***(5.6749)

	24.9537***(5.2905)

	24.9537***(6.7519)

	26.9313***(8.0110)




	Size
	–0.7563*(0.4126)

	–0.7563**(0.2625)

	–0.7563*(0.4087)

	–0.8685*(0.4454)




	Leverage
	7.3654***(2.4275)

	7.3654***(1.1522)

	7.3654***(1.7748)

	7.3115***(1.8863)




	BM
	3.1178***(0.6315)

	3.1178***(0.6964)

	3.1178***(0.7418)

	3.1073***(0.7782)




	Liquidity
	–0.1071*(0.0563)

	–0.1071*(0.0531)

	–0.1071*(0.0616)

	–0.1094(0.0665)




	Risk
	3.3785***(1.0748)

	3.3785**(0.8793)

	3.3785***(0.9967)

	3.3628***(0.9542)




	Analyst
	0.2105(0.5870)

	0.2105(0.6617)

	0.2105(0.7772)

	0.1848(0.7882)




	Bias
	0.0277***(0.0103)

	0.0277**(0.0083)

	0.0277***(0.0093)

	0.0273***(0.0091)




	Foreign
	–3.4676**(1.6849)

	–3.4676***(0.4255)

	–3.4676***(1.2792)

	




	FInstitution
	

	

	

	–3.6564*(1.9306)




	FIndividual
	

	

	

	–45.2357(33.3482)




	FNominee
	
	
	
	–2.134(2.6953)




	Firm Cluster
	Yes

	No

	Yes

	Yes




	Year Cluster
	No

	Yes

	Yes

	Yes




	N
	394

	394

	394

	394




	Adjusted R-Squared
	0.2372

	0.2372

	0.2372

	0.2358





Notes: The descriptions for all the variables listed above are given in Table 2. The dependent variable is cost of equity (KOJ). Year dummies are included in the regressions but not reported for brevity. Figures in parentheses are standard errors with different adjustments namely firm-clustered, time-clustered, and double-clustered by firm and time. ***, ** and * denote statistical significance at the 1%, 5% and 10% levels, respectively.

Monitoring Role of Board Characteristics

We now turn to the moderating effect of board characteristics on the relationship between foreign ownership and cost of equity. Since only the variable of foreign institutions is statistically significant in Table 5, we thus use FInstitution as a proxy for FO in Equation (3). Five types of board characteristics are introduced and entered into the model separately, namely CEO duality (Duality), board independency (BIndep), board size (BSize), board activeness (BActive) and board member’s experience (BExp).

Table 6 presents the estimation results for the extended model with an interaction term. Overall, our estimates are quite consistent with Table 5 for the control variables and foreign ownership. However, out of the five interaction terms, only CEO duality (Duality) and board independency (BIndep) are statistically significant at the conventional level. In the first case of CEO duality, foreign institutional investors perceive the combined positions of CEO and board chairman to have greater influence in pushing the corporate governance agenda. However, the interaction term of FInstitution × BIndep has larger negative coefficient and is highly significant at the 1% level. This indicates that when the ratio of independent directors in a board is higher, the board has a better monitoring role in reducing agency problem. Both sets of results suggest that an effective board of directors further strengthens the relationship between foreign institutions and cost of equity, consistent with hypothesis H3. This also lends support to our earlier conjecture that foreign institutions who trade through direct accounts can lower the cost of equity through the channel of corporate governance.


Table 6Moderating role of board characteristics


This table shows the regression result for the extended model (3):
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where CONTROLj,it includes Size, Leverage, BM, Liquidity, Risk, Analyst and Bias. The variable of BOARDk,it is proxied by Duality, BIndep, BActive, BSize and BExp, each entering the model separately.





	
	Duality

	Independence

	Activeness

	Size

	Experience




	Constant
	30.2742***(4.6541)

	22.1606***(4.1514)

	42.9115***(11.3465)

	25.9463***(3.9968)

	24.4179***(3.8642)




	Size
	–1.0047***(0.3146)

	–0.7351***(0.2678)

	–1.3187***(0.3072)

	–0.9054***(0.2809)

	–0.7024**(0.2857)




	Leverage
	8.5386***(2.3682)

	8.9373***(2.1711)

	6.6423**(2.7597)

	8.2712***(2.0486)

	8.2209***(2.0944)




	BM
	3.3115***(0.5970)

	2.6656***(0.6659)

	1.9614***(0.7395)

	2.5311***(0.6683)

	2.4715***(0.6990)




	Liquidity
	–0.1586***(0.0611)

	–0.0993**(0.0474)

	–0.0541(0.0692)

	–0.0997**(0.0480)

	–0.0968*(0.0496)




	Risk
	4.2563***(1.1802)

	3.7961***(1.0185)

	3.4255**(1.7322)

	3.6269***(1.0187)

	3.6423***(1.0283)




	Analyst
	0.3505(0.4889)

	–0.8295**(0.4150)

	–0.9606**(0.4701)

	–0.7273*(0.4124)

	–0.8231*(0.4348)




	Bias
	0.0224**(0.0105)

	0.0253***(0.0094)

	0.4747(0.5469)

	0.0248***(0.0093)

	0.0249**(0.0098)




	FInstitution
	–5.1454***(1.6260)

	8.4570*(4.3977)

	–17.336(19.3478)

	–3.3821(6.4262)

	–0.5725(2.6782)




	Duality
	–0.7674(0.9124)

	
	
	
	



	Duality × FInstitution
	–5.9723**(2.5166)

	
	
	
	



	BInd
	
	6.8719***(2.5093)

	
	
	



	BInd × FInstitution
	
	–25.7564***(9.0506)

	
	
	



	BActive
	
	
	–0.1114(0.0967)

	
	



	BActive × FInstitution
	
	
	0.148(0.2047)

	
	



	BSize
	
	
	
	0.2442(0.1957)

	



	BSize × FInstitution
	
	
	
	–0.0336(0.6812)

	



	BExp
	
	
	
	
	0.0154(0.0187)




	BExp × FInstitution
	
	
	
	
	–0.0498(0.0524)




	N
	272

	359

	236

	359

	350




	Adjusted R-Squared
	0.2959

	0.2732

	0.2756

	0.2662

	0.2604





Notes: The descriptions for all the variables listed above are given in Table 2. The dependent variable is cost of equity (KOJ). Year dummies are included in the regressions but not reported for brevity. Figures in parentheses are standard errors. ***, ** and * denote statistical significance at the 1%, 5% and 10% levels, respectively.

CONCLUSION

Motivated by the bold liberalisation measures undertaken by the Malaysian government in the 2000s, this study evaluates the effect of stock market liberalisation on the cost of equity capital for public listed firms on Bursa Malaysia. Unlike previous studies that use stock market liberalisation indicators at the aggregate level, we use foreign ownership at the firm-level to capture the actual presence of foreign investors across different firms within the same country over time. Even though our literature survey is unable to find published study that examines the direct link between foreign ownership and cost of equity, we hypothesise a lower cost of equity attributable to foreign participation through the channels of strong corporate governance and higher stock liquidity.

Capitalising on the recently assembled ownership dataset ‘End of Year Shareholdings by Type of Investor’ by Bursa Malaysia, we find strong empirical support for all our three hypotheses. First, the key variable of total foreign ownership is negatively and significantly associated with cost of equity. Such benefit of foreign participation can be driven by their influences on corporate governance or stock liquidity. Second, when we decompose total foreign ownership into foreign institutions, foreign individuals and foreign nominees, we find that only the first type of foreign investors is significantly associated with lower cost of equity. This favours the corporate governance channel because foreign institutions have the expertise and resources to monitor management, which leads to lower agency risk, higher financial reporting quality and improved corporate governance. Third, we find that an effective board of directors further strengthens the negative relationship between foreign institutions and cost of equity, lending support to the corporate governance channel.


Our results further complement Lim et al. (2015, 2016) in that all three Malaysian studies point to significant benefits from foreign participation in terms of greater stock price efficiency, higher stock liquidity and lower cost of equity. While there are growing empirical support for the Malaysian government liberalization policy, the policy challenge lies not merely on removing statutory investment restrictions. Instead, regulators should devise measures to attract the right types of foreign investors to participate in the Malaysian stock market. At the micro-level, our results suggest that firms can influence their cost of equity by attracting more foreign institutional investors. Furthermore, firms that strive to enforce stronger corporate governance should leverage on the participation of foreign institutions, as the benefit of lower cost of equity is larger. Researchers can provide useful input in this aspect, for instance, by exploring the stock preferences of each foreign investor group.
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ABSTRACT

The objective of this work is to offer an alternative theoretical perspective and modelling of local investor sentiment proxies in Malaysian stock market. In the theoretical part, two alternative theoretical perspectives in understanding sentiment are introduced, namely, the cognitive-affective theory of mind from neuroscience and the ABC model of the cognitive psychology. In modelling, we identify a combination of survey-based and market-based investor sentiment proxies, namely, the consumer sentiment index, the business condition index, and the stock futures index. The validity of the theory and model is then falsified with empirical analysis by examining the long- and short-run as well as stability relationships of the sentiment proxies on the aggregate stock market index returns using suitable econometric methods. The findings revealed that the proposed sentiment proxies are statistically significant in relations to the stock market returns in the long- and short-run with varying degree of persistency. However, the relations are not homogeneous across different size, industry groups, and market states which are in line with the existing behavioural finance views. In summary, this paper provides a new theoretical insights and empirical evidence on the roles of sentiment in Malaysian stock market that offers valuable academic, practical and policy implications.

Keywords: behavioural finance, behavioural risks, sentiment risk, affective bias, stock market


INTRODUCTION

Behavioural finance paradigm advocates that various behavioural risks distort investor full rational decision making. This causes deviation on assets fundamental valuation and induces market inefficiency. Sentiment is one of important behavioural risks reflected in the stock market. Since its discovery in 1980s, a growing body of follow-up research has shown that sentiment influences investor, asset prices, and market behaviours. The role of investor sentiment on the stock market activity and return generating process is important, but remains theoretically vague and empirically disputable. In behavioural finance worldviews, understanding sentiment is important for theory, investment practice, and policy. In theory, sentiment cannot be ignored in the true risk assessment because market participants rely on heuristics and sentiment (Dow, 2011). In investment practice, behavioural risks have a role to play because the stock prices are much too variable than the fundamental (Akerlof & Shiller, 2009). In policy perspective, Alan Green remarks that failure to anticipate financial crisis is partly due to insufficient development to model changes in sentiment (Dow, 2011). As such, a theory of investor sentiment warrants further scrutiny to validate its theoretical foundations and to defend its empirical claims.

Understanding human behaviours is rooted in psychology domains. In psychology perspectives, Cooley (1909, as cited in Stets [2003]) defined sentiment as feeling raised by thought and intercourse with others minds. Sentiment is interconnected with cognition and decisions always involve some sentiment (Dow, 2011). In finance research, the word sentiment has been variously defined as an index expressing an opinion, irrational beliefs, erroneous beliefs, and investor opinions, on the expectation for future cash flows and investment risk (Solt & Statman, 1988; Morck, Shleifer, & Vishny, 1990; Barberis, Shleifer, & Vishny, 1998; Shefrin, 2008; Chang, Faff, & Hwang, 2012). The investor expectations on future market states could exhibit bullish (optimism) or bearish (pessimism). Meanwhile, investor reaction could be underreaction or overreaction to news (Barberis et al., 1998; Lee, Shleifer, & Thaler, 1991; Baker & Wurgler, 2006). Taken all these ideas together, sentiment risk could be regarded as systematic behavioural risk that affects security values through changes in expectations and risk aversion level (Murphy, 2012). To some extent, excessive sentiment risk will cause stock market instability (Dow, 2011).

Currently, the main gap in sentiment research is the absence of unified theory of investor sentiment that is able to explain both short- and long-term behaviours of investor sentiment (Burghardt, 2011). In this regards, theorizing works need to address on how to measure and quantify investor sentiment (Baker & Wurgler, 2007) and possibly this needs to relate to the theory of human behaviours (Dow, 2011). Guided by these suggestions, the current research is undertaken with the objectives to theorise and model local investor sentiment proxies in Malaysian stock market. We provide a new insight on the theoretical framework in modelling investor sentiment. The validity of the theory and model is then falsified with empirical analysis using suitable econometric methods. The results are in line with the behavioural finance view of significant and heterogeneity role of sentiments in the stock market.

THEORY AND EVIDENCE ON THE ROLES OF INVESTOR SENTIMENT

Theoretical Foundations

Existing theories, although not unified, offer theoretical underpinnings on the role of sentiment in financial markets. To recap, modern finance paradigm assumes that investors are rational in making decisions and should value investment in stocks, rationally (Lawrence, McCabe, & Prakash, 2007) based on the present value model of Gordon and Shapiro (1956) as presented by; [image: art]. In this equation, P is the current market price and, CF is the cash flow (future dividends) to be generated from investing in stocks. R is the discount rate that will influence the rate of growth of dividends.

In academic discourse, there are two perspectives in relating the role of sentiment to stock price formation through this model, namely by way of the rational and irrational role of sentiment. The rational role of sentiment in determining the prices formation is argued in Bos and Anderson (1988). In this perspective, the CF is a function of the firms’ future profitability, which is directly related to the future demand for goods and services. The future demand is a function of future consumer behaviours that is a function of today consumer sentiment. Consumer sentiment measures how the consumer feels about the present and the future of consumer spending, business and economic conditions. Confidence is regarded as rational when people use information rationally to make prediction and decision (Akerlof & Shiller, 2009). This perspective hypothesises that there should be a high correlation between changes in consumer sentiment and changes in share prices (Bos & Anderson, 1988).

On the other hand, some present the irrational conceptualisation of sentiment role. In this sense, Baur, Quintero and Stevens (1996) incorporates the investor sentiment in setting market prices as in equation; [image: art]. This model suggested fundamental (D) and sentiment (S) as the two prime suspects in setting stock prices. Lawrence et al. (2007) explains the sentiment influence through the following model; [image: art]. Here, sentiment influences expectation on discount rate (rs) and growth rate (gs). This model postulates that high (low) sentiment is associated with low (high) expectation on r and higher (lower) expectation on g, making the stock value to be higher (lower). The role of sentiment as irrational is possible if investor processes the information irrationally that will induce irrational decisions (Akerlof & Shiller, 2009). In a more general framework, Majumder (2014) conceptualises sentiment as irrational forces in asset pricing for inefficient markets. This author models firm’s stock returns determinants as a composition of two parts as; [image: art]. One part is due to fundamental factors [image: art], and the other part is by non-fundamental factors [image: art], which represents sentiment.

The above theoretical discussion does not provide a conclusive opinion and point to the dual roles of sentiments on asset pricing. As such, the above theory discussion is complemented with syntheses of the following existing theories to guide decisions on whether sentiment is to be regarded as rational or irrational elements in the asset pricing modelling. Bounded rational theory (Simon, 1955) and the animal spirits hypothesis (Keynes, 1937) explain why sentiment matters in human decisions. Bounded rational theory idealizes that investor decision is bounded rational due to interplay of cognitive and affective (Jones, 1999) or reasoning and intuition (Kahneman, 2003) elements in mind that make people’s decision to be goal oriented and adaptive (Jones, 1999). Meanwhile, animal spirits hypothesis postulates that human action in uncertain environment will depend on a combination of rational calculation, conventional judgments and animal spirits (Akerlof & Shiller, 2009). In practice, the path of consumption following a shock to sentiment can point to either an animal spirit or an information view (Lachowska, 2011). The noise trader hypothesis (Kyle, 1985; Shleifer & Summers, 1990) explains who are the noise traders and how they affect the prices and market. Noise traders are irrational traders that trade based on noise (including sentiment) not fundamental information (Black, 1986; Shleifer & Summers, 1990). This will distort fair fundamental valuation, influence prices formation since noise traders are not fully offsetted by arbitrageurs, and will cause the market to be imperfectly rational (Black, 1986; Shleifer & Summers, 1990; Kalay & Wohl, 2009). Investor sentiment hypothesis (Baker & Wurgler, 2007) explains how and what stocks are prone to sentiment. This hypothesis postulates that, stocks that are speculative and difficult to value and arbitrage are expected to have a strong relationship with investor sentiment. On the other hand, safe and easy to arbitrage stocks are expected to have a weak relationship with sentiment. Finally, the confidence multiplier (Akerlof & Shiller, 2009) justifies why confidence is a suitable measure of sentiment. Confidence implies non-fully rational behaviours induced by affect state of an individual, others confidence, and others views of others confidence. Investor depends on confidence in investment decisions and confidence is associated with feeling right coming straight from the gut of which fundamental justification may or may not present.

All of the above theories are motivated from psychology, of which perspectives are limited in understanding human behaviours deviation from rationality assumption (Dow, 2011). Psychology perspectives are limited in the sense that behaviours are theorised in ex-post and they are collectively termed as animal spirits, irrational behaviours, and noise risks. These perspectives offer limited insights for modelling and policy design to minimise behavioural risks.

Empirical Evidence on Survey-Based Sentiment Measures

In brief, the existing empirical works on investor sentiment measures can be grouped into direct measures (survey-based), and indirect measures (market-based and media-based). The popular market-based measures are introduced by Baker and Wurgler (2006; 2007), and an example of the media-based is discussed in Tetlock (2007) and in Luo, Zhang and Duan (2013). Summary of measures of sentiment used in prior research is provided by Bandopadhyaya and Jones (2006). Recent research has also suggested local and global measures (Baker, Wurgler, & Yuan, 2012). We neglected bulk of these literatures and concentrated on the survey-based measures.

In the context of survey-based measures, earlier works by Branch (1985, as cited in Bos & Anderson, 1988) pointed that consumer sentiment as indicated by the consumer confidence index is a widely reported variable, which may prove valuable in security prices behaviours (Bos & Anderson, 1988). This is possible through the following forces. First, the consumer confidence indices are widely available in many countries (Zouaoui, Nouyrigat, & Beer, 2011) and regularly discussed in the press as an indicator of future economic prospects (Lachowska, 2011). Second, in investment practice, market participants rely on heuristics and market sentiment (Dow, 2011). Since then, many follow-up studies have been conducted on the same, but the roles of sentiment remained unclear. Just like inconclusiveness in theoretical grounds, the empirical evidences on the role of sentiment in the stock market are also mixed. The following forces, possibly explain this. First, it may be due to different proxies for sentiment used. Second, it may be due to various issues of heterogeneity, including difference in economic condition, market condition, sentiment states, investor group, company size, company salient, and industry group. We summarise these evidences in the following Tables 1 and 2 to conserve space. These issues need to be taken into consideration to derive economic and statistical meanings on the role of sentiment.


Table 1Main studies using survey-based as sentiment indicators



	Sentiment Indicators
	Author
	Market
	Data
	Models
	Key Findings



	
▪ Index of Consumer Sentiment (UM)

▪ Consumer Confidence Index (CB)

	Bos & Anderson (1988)
	United States/ Stock market/
	S&P 500 / 1967–1984
	Regression / Sentiment > changes in S&P prices
	
▪ Strong positive relationship between consumer sentiments and S&P prices (R2 = 0.95).




	
▪ Index of Consumer Sentiment (UM)

▪ Consumer Confidence Index (CB)

	Fisher & Statman (2003)
	United States/Stock market
	S&P 500 stocks, Small-Cap stocks, Nasdaq stocks/1978:02 – 2002:12
	Regression/Consumer confidence > Investor sentiment index and Stock returns
	
▪ All size groups stocks are affected by confidence.

▪ Positive relationship between consumer confidence and contemporaneo us stock returns.

▪ Negative relationship between consumer confidence and future stock returns.




	
▪ The Consumer Confidence Indicator (EC)

	Jansen & Nahuis (2003)
	11 European Countries/ Stock markets
	Respective countries’ stock markets indices/1986–2001
	Correlation and Causality/Confidence > Investor sentiment index and Stock returns
	
▪ No long-run relationship between stock prices and consumer sentiment.

▪ In short run, stock returns Granger-cause consumer confidence in short horizons.




	
▪ Index of Consumer Sentiment (UM)

▪ Consumer Confidence Index (CB)

	Lemmon & Portniaguina (2006)
	United States/Stock market
	Smaller and larger size stocks portfolios/1956–2002
	Regression/Sentiment > Stock returns
	
▪ Investor sentiment forecast the returns of small stocks and stocks with low institutional ownership.




	
▪ The U.K. Consumer Confidence Indicator

	Leger & Leone (2008)
	United Kingdom/Stock Market
	240 U.K stocks/1985:01 – 2011:12
	Principal Component Analysis and Regression/Sentiment
	
▪ Consumer confidence could be a signal for the evolution of stock prices.

▪ Consumer confidence showed higher explanatory in the pre-bubble period.




	
▪ Index of Consumer Sentiment (UM)

	Chen (2011)
	United States/Stock market
	S&P 500 index/1978:01 – 2009:05
	Markov-switching framework/Sentiment > Stock returns
	
▪ Market pessimism has larger impacts on stock returns during bear market.

▪ Lack of confidence (negative sentiment) has an asymmetric effect on stock returns.




	
▪ Index of Consumer Sentiment (UM)

	Akhtar, Faff, Oliver, & Subrahmanyam (2012)
	United States / Stock and futures markets
	DJIA, S&P 500, DJIA futures, and S&P 500 futures indices/1991:01–2010:08.
	Regression Sentiment > Stock returns
	
▪ Bad sentiment news associated with negative market effect. While, good news, now market reaction.

▪ Negativity effect mostly salient stocks.




	
▪ Consumer Confidence Index (CB)

	Antoniou, Doukas, & Subrahmanyam (2013)
	United States/Stock markets
	Stocks from NYSE and AMEX exchanges/1967:02–2008:12
	Regression Sentiment > Momentum
	
▪ Momentum profits arise only under optimism.




	
▪ Index of Consumer Sentiment (UM)

	Casey & Owen (2013)
	United States/General economic
	Various economic fundament al and the DJIA index. 1983:97 – 2008:07
	Regression Consumer Confidence > Economic fundamentals and DJIA index.
	
▪ Positive and negative asymmetries in consumer reactions to economic fundamentals.





Note: UM = University of Michigan; CB = the Conference Board; EC = the European Commission


Table 2Analysis of investors’ sentiment heterogeneous effects on stock returns



	Heterogeneous Determinants
	Environment/Condition
	Sentiment effects on returns

	Studies




	Significant

	Degree of biasness




	Economic condition
	Recession
	Yes/No
	High
	Chung, Hung, & Yeh (2012); Garcia (2013)



	
	Expansion
	Yes
	Low
	



	Market condition
	Bear Market
	Yes
	High
	Kurov (2010)



	
	Bull Market Yes
	Low
	
	



	Information states
	Negative
	Yes
	High
	Akhtar, Faff, Oliver, & Subrahmanyam (2011)



	
	Positive
	Yes
	Low
	



	Sentiment states
	Pessimism
	Yes
	High
	Stambaugh, Yu, & Yuan (2012)



	
	Optimism
	Yes
	Low
	



	Investor group
	Retail
	Yes
	High
	Lee et al. (1991);



	
	Institutional
	Yes
	Low
	Kumar & Lee (2006); Schmeling (2007); Kling & Gao (2008)



	Company size
	Small
	Yes
	High
	Baker & Wurgler(2006; 2007);



	
	Big
	Yes
	Low
	Lemmon & Portniaguina (2006); Kaplanski & Levy (2010)



	Company salient
	High Salient
	Yes
	High
	Akhtar et al. (2012)



	
	Low Salient
	Yes
	Low
	



	Industry group
	Less stable industries
	Yes
	High
	Kaplanski & Levy (2010); Chou, Ho, & Ko (2012); Chen, Chen, & Lee (2013); Dash & Mahakud (2013)



	
	Stable industries
	Yes
	Low



	Cultural traits
	Collectivism
	Yes
	High
	Statman (2008);



	
	Individualism
	Yes
	Low
	Statman & Weng (2010)




Notes: Summary of the expectations about the effect of investors’ sentiment according to the environment or conditions.


THEORISING AND MODELLING INVESTOR SENTIMENT IN MALAYSIA

Sentiment Risk in Emerging Financial Markets

Investors are paying attention to exploit the world’s largest emerging financial markets because these markets are offering relatively higher returns compared to developed financial markets (Kearney, 2012). At the same time, behavioural finance researchers warned investors that the risk in emerging financial markets are affected by both fundamental and behavioural forces especially sentiment. The degree of behavioural risks biasness is expected to be higher in emerging financial markets through still significant in developed financial markets (see Ritter, 2003; Schmeling, 2009). This claim is supported by theoretical and empirical facts that people in emerging countries, especially in Asia suffer from behavioural biases with higher level than people of other cultures. In particular, Asian are more socially collective that provides psychological theoretical justification on close connection among the peoples and this leads to high tendency of reference to others in decision- making (Yates, Lee, & Bush, 1997; Kim & Nofsinger, 2008). The combination of fundamental and behavioural forces in decision-making makes the market players to be boundedly rational that directly causes the financial markets to be relatively less informationally efficient (Bekaert & Harvey, 2002).

The above facts provide justification for the importance of behavioural finance research in emerging financial markets. Malaysia is chosen as the testing case due to its representativeness of quite a developed capital market among the emerging countries (Mohamad, Hassan, & Ariff, 2007). Single country data is preferred to mitigate the country heterogeneous characteristic effect due to differences in economics, political, institutional, demographics and culture (Bekaert & Harvey, 2002; Statman, 2008; Kearney, 2012) that might limit the generalisation of the findings for emerging financial markets. Equally important the researchers’ familiarity and knowledge on the Malaysia financial markets environment which is needed to conduct meaningful research (Bekaert & Harvey, 2002). In addition, evidence of bounded rationality and adaptive weak efficiency of the Malaysian stock market due to behavioural risks is discussed in Tuyon and Ahmad (2016). This research suggests details understanding of behavioural risks in this market is warranted.

Alternative Theoretical Perspectives

Since the seminal work of noise trader risk in financial markets by De Long, Shleifer, Summers and Waldmann (1990), growing empirical evidence have shown that sentiment is one of the sources of this risk. However, most of the research are empirical based and neglect the theoretical underpinning of investor sentiment. This causes varied definition of investor sentiment with no universally accepted measures of investor sentiment (Zouaoui et al., 2011) reflected in behavioural finance literature.

In this research, we propose an alternative theoretical framework that is believed to be able to draw the origin, causes, and consequences of investor sentiment. Idealised from interdisciplinary theories, this framework provides an understanding of the origin, cause, and effects of sentiment on market activity which has been earlier suggested in Tuyon and Ahmad (2014). The first theory is the neuroscience-based cognitive-affective theory of mind (Premack & Woodruff, 1978). Reference to this theory is justified from the perspective that human behaviour is a result of thinking that is originated from minds and body (Fast, Hertel, & Clark, 2014). This cognitive-affective theory of mind provides the basis for understanding the neural bases of the human mind through the two systems of brain namely cognitive and affective. Both of these systems induce biases collectively termed as cognitive heuristics and affective biases. Sentiment is one of the affective bias. The second theory is the cognitive psychology-based ABC model (Ellis, 1976). According to this model, the root cause of human behaviour irrationality (both by affective and cognitive) can be understood logically by this theory. According to this model, the C-behavioural consequences (positive or negative) arise from B-core beliefs or belief system (affect and cognitive which contains both rational and irrational elements) that are triggered by various A-activating events (Ellis 1976; 1991). A similar approach has been employed by Brahmana, Hooy and Ahmad (2012a; 2012b) in explaining the role of mood in stock market. Guided by these two theories, the origin, causes, and effects of sentiment can be theoretically justified as selfexplanatorily as illustrated in the following Figure 1. The signs (+/–) denote favourable/(unfavourable) activating events that will induce positive/(negative) beliefs and behaviours accordingly.


[image: art]

Figure 1. Conceptual framework for sentiment and stock returns theoretical relationships



The above framework also can be used to interprete the causal relation between sentiments and return generations. The state of the sentiment (i.e. optimism/neutral/pessimism) will induce trading behaviours (i.e. overreaction/underreaction), which will influence changes in trading volume, volatility, prices and accordingly determine stock returns. Should sentiment affects the aggregate market returns, changes in sentiment should be positively related to contemporaneous stock market returns and negatively related to future stock market returns (Baker & Wurgler, 2006; 2007). Based on the above framework, the mathematical linear relationship between sentiment and returns can be written as in Equation 1 as presented in Schmeling (2009).

[image: art]

Modelling Investor Sentiment

The modelling of investor sentiment involves two processes, namely defining sentiment and measuring the sentiment effect via testable hypotheses. The definition and possible proxies of sentiment are as illustrated in Figure 1, whereby sentiment is affective bias in System 1 of the human minds. This feeling is activated by activating events like rumours, opinions and news. The idea is to find possible proxies that represents these activating events that are possibly influencing investor’s affective mind in the stock market investing.

In measuring investor sentiment, this research proposes a new construct of investor sentiment proxies in the Malaysian stock market based on the consumer sentiment index (SC), business condition survey (SB) and stock futures index (SF). The justifications are briefly elaborated here. These variables have high possibility to influence investor thinking and decisions. These sentiment proxies represent the opinions from consumers, business owners, and institutional investors. SC has been widely used as a direct measure for investor sentiments that are widely documented in general and financial press (Corredor, Ferrer, & Santamaria, 2015) globally. Intuitively, opinion reflected in consumer confidence index could be referred by investors to gauge the likelihood of future stock market performance (Lemmon & Portniaguina, 2006; Chen, 2011). Use of SC as a significant direct measure of investor sentiment indicator influencing stock returns has been established in the literature (see evidences in Table 1). Similarly, the SB is a survey of business owners’ opinions that could be used as a direct measure of investor sentiment but has been relatively neglected in the literature. In Malaysia, the Malaysian Institute of Economic Research (MIER) publishes both SC and SB on a quarterly basis since 1987. The SC is an opinion drawn from consumer perspective about the economy prospects and future spending expectations. SB represents an opinion from firms about the economic and future business prospects. The SC and SB have also been used by Mat Nor, Ibrahim and Rashid (2013), Mat Nor, Rashid, Ibrahim and Yunyi (2014), and Rashid, Hassan and Yein (2014) as a measure of investor sentiment in Malaysia. The third variable for sentiment proxy is stock futures index. The lead-lag hypothesis postulates that futures index leads the cash index future performance (Brooks, Rew, & Ritson, 2001). Thus, trading in futures market represents an investors’ opinion about future cash market conditions. Brooks et al. (2001) provided two-market practice reasons for the association of these two indices. First, sentiment and arbitrage trading cause these markets to be correlated. Second, the professional trader’s conventional wisdom suggests that movements in the futures market should reflect the expected future movements in the cash market. Based on these justifications, stock futures index could provide a sentiment indicator for changes in stock prices in the cash market. This claims is in line with Safa and Maroney (2012).

The following testable hypotheses regarding the relationships between investor sentiment and the stock market are drawn from the proposed theoretical framework and the existing behavioural finance literature as discussed herein. First, investor sentiment influences the stock returns. The behavioural finance postulates that the effect of investor irrational sentiment waves is measured by overly optimistic or pessimistic expectations on stock returns using aggregate stock market index (Schmeling, 2009; Kurov, 2010) or portfolio of individual stocks (Baker & Wurgler, 2006; 2007). The theoretical argument for sentiment stock market relationships is presented in Baker and Wurgler (2007). In addition, since affect is a permanent feature in the human minds as discussed in the theoretical part, we argue that sentiment is to be persistently reflected in the stock markets. This notion is in line with claim by Zouaoui et al. (2011). Accordingly, Hypothesis 1 is drawn as follow:


H1: Investor sentiment influences the aggregate stock market returns. The influence of investor sentiment on the stock market returns is expected to be pronounced both in the long- and short-run. In addition, the relationships are expected to be stable over time, indicating a persistent influence.



Second, the degree of investor sentiment influences on the stock market returns is heterogeneous due to various conditions. It has been empirically established that there is a difference in the degree of influence of investor sentiment on stock returns in different firm size and industry type. For firm size, Baker and Wurgler (2006; 2007) suggested that sentiment risk is more vulnerable to stock that are speculative and difficult to value and arbitrage (i.e. newer, smaller, more volatile, distressed, extreme growth) compared to safe and easy to arbitrage stocks (i.e. regulated utilities, firm with long earning history, stable dividend). However, Statman, Fisher and Anginer (2008) noted that investor higher attention to popular companies may play an influencing demand for these stocks. In this regard, sentiment could also influence big size firms (Akhtar et al., 2012). As for industry type, recent research provides evidences that firms in  different industries are reported to have different sentiment effect (Kaplanski & Levy, 2010; Chou et al. 2012; Chen et al., 2013; Dash & Mahakud, 2013). The behavioural explanation to this issue is discussed in data description and segmentation section. In this regard, Hypothesis 2 is set as follow:


H2: Investor sentiment influence on the aggregate stock market returns is heterogeneous on the condition of firm size and industry type. In this research, firm size refers to stock index that represents the big and small capitalised firms. While industry type refers to defensive and cyclical industry stock market index.



DATA AND ECONOMETRIC METHODS

Data Description and Segmentation

In this paper, we look at different proxies of investor sentiments drawn from business surveys, consumer surveys, and derivative market indicator. Due to availability and standardisation of data, the period of the series is limited from January 1996 to December 2014. Data for SC and SB are obtained from MIER, while the rest is obtained from Bloomberg. The original data for SC and SB are in quarterly data and transformed to monthly data for consistency of the frequency of data using interpolation method.1 As for the stock data, we use various aggregate indices data. Returns are calculated as [image: art]

We segmented the stock market indices into respective size and industry groups. Index size classification is based on the definition used by Baker and Wurgler (2007). Industry type is classified in two groups as being either defensive or cyclical (Dirks, 1958; Becher, Jensen, & Mercer, 2008; Held, 2009; Nagy & Ruban, 2011). Firms in a different industry are expected to have a different characteristic. Specifically, defensive industry is expected to be less sensitive to macroeconomic and market fluctuations. On the other hand, the cyclical industry is more sensitive to the macroeconomic and market developments (Becher et al., 2008; Held, 2009; Nagy & Ruban, 2011). Size-based; (i) speculative firms (BM70, BM Small Cap, and BM Fledgling) which are characterised as small-capitalised firms, speculative in nature, and volatile earnings, lower prices, and extreme growth. (ii) stable firms (BM KLCI, BM100, and BM Emas) which are characterised as large capitalised firms, and higher prices. Industry-based;2 (i) cyclical (Mining, Property, Finance, and Construction) which are more sensitive to the macroeconomic and market developments and higher correlation with the market. (ii) defensive (Consumer, Plantation, and Trade & Services) which are expected to be less sensitive to macroeconomic and market fluctuations and correlation with the market is low. In the tests, two control variables are employed, namely, past returns and the crisis dummy. The pre-determined crisis market states3 are; Asian financial crisis (28/02/97 to 1/09/98), the 911 attack and Technology slump (09/04/01 to 23/04/02), the SARS (23/04/02 to 11/03/03), and Subprime crisis (11/01/08 to 17/10/08).

To gauge the variable relationships, we draw the following Figure 2. It presents the pictorial outlook on the relationship between the stock market indices to the proposed three sentiment proxies. This portrays that these variables have been moving in the same pattern throughout the years and similar downward spikes are noted during the crisis market states mentioned above. In what follows, different from the previous studies, we examine the possible long and short-run as well as the stability of relationships of these three sentiment proxies in relation to the 13 indices in Malaysian stock market. This is performed to validate their economic and statistical relationships.


[image: art]

Figure 2. The time series plot of the 13 aggregate stock market index returns (first 13 graphs) and 3 sentiment proxies changes (last 3 graphs). The dashed areas are the crisis events.




Empirical Model and Econometric Methods

The empirical model for sentiment-return relations is set according to the following autoregressive process of order 1 framework. Where, the respective stock index returns [image: art] is partly explained by three sentiment proxies namely the MIER’s consumer sentiment index (SCt), the MIER’s business condition index (SBt), and stock futures index (SFt). The lag one return is included as control variable that explains returns and crisis dummy (D) is used to capture the crisis effects, while εt represents the standard error term. In line with the identified hypotheses, we statistically examine the investor sentiment and the stock index returns relationships; i.e. (i) cointegration, (ii) long-run equilibrating relationships, (iii) short-run dynamics, and (iv) stability of relationships.

[image: art]

The Autoregressive-Distributed Lag (ARDL) regression model developed and advanced by Pesaran and Shin (1998), and Pesaran, Shin and Smith (2001) is used to examine the nature of long- and short-run relationships between the sentiment variables and the stock index returns. The ARDL model is suitable to be employed in the analysis due to the following advantages. First, this model has been tested to be more efficient in cointegration test with unrestrictive assumptions about the variable order of integration unlike the typical cointegration test. This method can be applied to test a long-run level relationships among the dependent variable and the regressors irrespective whether the regressors are I(0) and/or I(1), but none with I(2) (Pesaran et al., 2001). Menkhoff and Rebitzky (2008) has used this method in modelling level relationships of sentiment in the US-dollar for all I(1) variables. While Rushdi, Kim and Silvapulle (2012) has used ARDL for mixed order of intergation, I(0) and I(1). Second, this method can be used to examine both long- and short-run relationships in a single equation approach (Pesaran et al., 2001). The basic form of ARDL model is as follow;
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where, [image: art] is the dependent variable, [image: art], SCt, SBt, SFt are the explanatory variables, and εt is a random error term. The autoregressive component is represented by [image: art] where lag value of dependent variable partly explains itself. The successive lags of explanatory variable, SCt−q, SBt−q, SFt−q represent the distributed lag component in the model. The optimal p and q lags are determined using information criteria (AIC) for standardise lags (p, p). Analyses are performed based on the following steps.

In the first step, the evidence of cointegration is examined through the ARDL Bound test. The objective is to determine if there exists a long-run cointegration among variables. This is conducted by imposing restrictions on the estimated long-run coefficients of relevant variables [image: art], SC, SB, SF for all indices (13 models). The null hypothesis of no cointegration (no long-run relationship) among the variables is H0: γ1 = γ1 = γ1 = γ1 = 0 which is testing the joint coefficient of the lagged level variables in the ARDL model. The Wald statistic is used to determine the cointegration significant at the standard conventional level. In the second step, we examine the long run relationship between dependent and independent variables. The long-run effects are extracted from the unrestricted error correction model (ECM) of the above model. The inspected long-run equilibrium coefficients are; ΔRt = 0, ΔRt−1 = 0, ΔSC = 0, ΔSB = 0, ΔSF = 0

In the third step, short-run relationship is inspected using the following error correction mechanism (ECM) version of modified ARDL. All this will be done using the ECM applied through the Ordinary Least Square (OLS) method. The error-correction term (ECT) is the OLS residuals series from the long-run cointegrating regression. A significant negative ECT coefficient indicates existence of short-run dynamics.
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Finally, the stability of sentiment-returns relationships is analysed using the cumulative sum of recursive residuals (CUSUM) and the cumulative sum of squares recursive residuals (CUSUMSQ) methods pioneered by Brown, Durbin and Evans (1975). The CUSUM test detects systematic changes in the regression coefficients, while the CUSUMSQ detects sudden departures from the constancy of regression coefficients (Yin & Hamori, 2011). The calculation for CUSUM (Wr) and CUSUMSQ (Sr) are as in Equation 4 (Bos, Ding, & Fetherston, 1998). The null hypothesis of constancy of variables relationships over time is examined by detecting differences among βS; H0, β1 = β2 = … =βt = β; or through variance of changes; H0, [image: art] (Brown et al., 1975) with standard significance level (Bos et al., 1998).
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FINDINGS AND DISCUSSIONS

The descriptive statistics are as reported in Table 3. The statistical requirements for the use of ARDL, namely, the order of integration and serial independence are fulfilled but not for the dynamically stable characteristics for all models. The variable order of integration is inspected using the Augmented Dickey-Fuller (ADF) and Phillips-Perron (PP) unit root tests. We inspected variables series at level and first difference with intercepts only. The results as presented in Table 4, confirmed that all variable order of integration are I(0) with 1% significant level except for SC and SB which is significant at the 5% level, and none of the variables are of I(2). Note that the data is not normal but this can be ignored as the central theorem is assumed in large samples (> 30 or 40) (see for example Ghasemi and Zahediasl, 2012).

In the ARDL cointegration analysis, we first started with performing the ARDL Bound test. We opt to perform the Bound test within no intercepts and no trends.4 In this test, we need to ensure that serial correlation problem does not exists in all models. The optimal lag for all the models are as suggested by AIC. The results for Bound tests for all models are presented in Table 5. Based on the results, evidence for cointegrated variables can be established only for big firm and defensive industry groups and not for other groups. This is in contrast to the general belief that only small and speculative industries are sensitive to sentiment risks. Also note that, the sentiment proxies together with the control variables explain more than 50% of the respective stock market index returns. This indicates the importance of these variables to the stock market performance in Malaysia.

Second, the long-run relationships between sentiment and returns are examined and the results are as summarised in Table 6. The results indicate that the sentiment proxies do significantly influence the stock market returns of all index segments in the long-run as theoretically expected. However, the effect of sentiment is heterogeneous and is more pronounced for big firms and cyclical industry. Also note that, SC and SB have higher relations with returns compared to SF. These results provide support to the validity of H1 and H2.


Table 3Summary of descriptive statistics
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Notes: Classification of FTSE-Bursa Malaysia; BMKLCI, BM100, and BMEmas comprises of large capitalised firms. BM70, BMSC (BM Small Cap), and BMFL (BM Fledgling) represents small capitalised listed firms. The industrial indices are; CSU (Consumer), PLN (Plantation), SER (Trading and Services), TIN (Mining), PRP (Properties), FIN (Finance), CON (Construction). Number of observation are equal to 255 for all.


Table 4Unit root tests
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Notes: The figures represent the t-Statistics. I(d) is the variable order of integration. The null hypothesis for both ADF and PP test is that the time series contains a unit root (non-stationary). *, **, and *** indicate 10%, 5%, and 1% level of significance respectively based on p-value.


Table 5Summary of ARDL Bound test for cointegrating regression
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Notes: *, **, and *** below the respective coefficients indicate 10%, 5%, and 1% level of significance respectively based on pvalue. Diagnostic Checks for Serial correlation, RESET test, Normality, and ARCH test have been performed and all are in order except for normality as mentioned in the text. Optimal lags as determined by AIC.


Table 6Summary of long-run relationships
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Notes: *, **, and *** indicates 10%, 5%, and 1% level of significance respectively based on p-value. Optimal lags as determined by AIC.

Third, the short-run relationships among variables are statistically investigated and the results are as summarised in Table 7. The results are in confirmatory to the long-run results, where, in the short-run, sentiments are also affecting all segments of market index with more pronounced effect for big firms and cyclical industry. The higher influence of SC and SB on stock market returns are also maintained in the short-run. The significant negative ECT coefficient confirmed the existence of short-run dynamics. These results confirmed the theoretical short-run roles of the sentiments in relation to stock market returns. Collectively, these evidences also provide support to H1 and H2.


In the final analysis, the stability of relationships among variables is scrutinised. The analysis is extended to examine the stability of sentiment risk influences across times. Financial instability hypothesis postulates that if sentiment drives markets, it may cause market instability (Dow, 2011). This can be corroborated with the notion that non-economic motivations cause the ups and downs of the economic behaviours (Akerlof & Shiller, 2009). This instability and inefficiency although short lived, will persist consistently in the market so long as normal people are trading in the market (Slezak, 2003) because they regularly produce financial fads, euphoria and gloom (Sanford, 1994) in financial markets.

The results of CUSUM and CUSUMSQ tests are self-explanatory, and summarised in Table 8 (refer Appendix). The objective of the test is to examine the constancy of the regression coefficients of all explanatory variables to stock market returns. These stability tests seem to indicate the sentiment proxies with two control variables are persistent in relation to stock market returns. However, sentiments-returns relationship is noted to be more persistent for small firms and cyclical industry. For big firms and defensive industry, sentiment influence is moderately persistent. These results also provide support to the persistency and heterogeneity roles of sentiment as drawn in H1 and H2.

We synthesise the current research findings to existing behavioural finance empirical evidence. The unified theoretical underpinning for sentiment risks is still missing. Accordingly, this paper provides alternative theoretical perspectives borrowed from neuroscience (i.e. cognitive-affective theory of mind) and cognitive psychology (i.e. the ABC model) to understand sentiment risk. Specifically, cognitive-affective theory facilitates understanding of the origin of sentiment risk that is rooted in normal human minds. Whereas, the ABC model provides theoretical framework to interpret sentiment-returns relations. Both of these theories provide a theoretical base in understanding investor sentiment risk. This is motivated by the sentiment research gaps suggested by some scholars (Baker & Wurgler, 2007; Burghardt, 2011; Dow, 2011).


Table 7Summary of short-run relationships
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Notes: *, **, and *** indicates 10%, 5%, and 1% level of significance respectively based on p-value. Optimal lags as determined by AIC.

To date, there is no conclusive evidence on the influence of sentiment to stock returns of firms with different size (i.e. big and small firms). Earlier theoretical and empirical evidence provides support to higher influence of sentiment on small firm’s stock returns due to higher concentration of retail investors, which are believed to be less rational (Baker & Wurgler; 2006; 2007; Lemmon & Portniaguina, 2006; Kaplanski & Levy, 2010). However, recently some scholars have highlighted that big firm stocks are also subjected to sentiment risk due to their popularity that make them always in the spotlight of investors’ attention (Statman et al., 2008; Akhtar et al., 2012). We confirmed the significant influence of sentiment risk to big firms.

Similarly, the different influence of sentiment on stock returns of firm in a different industry group has been recently highlighted. Specifically, firm’s stock in a less stable industries is more affected by sentiment risks compared to a firm in a stable industry. This is justified by the fact that less stable industry stocks are more speculative in nature (Kaplanski & Levy, 2010) that make them possibly attractive to retail investors. We extend this line of inquiry by comparing the effects of sentiment risks on defensive (stable) and cyclical (less stable) industries.

Generally, the findings highlighted that sentiment risks influence all stock prices regardless of size and industry groups. This can relate back to the evidence that Malaysian investors, being in a collectivism society, are affected by sentiment in their investment decision making (Statman, 2008; Statman & Weng, 2010). In contrast to Western evidence, this finding indicates that both retail and institutional investors are influenced by sentiment waves. However, stability tests suggest that sentiment-returns relations are stable for firms that are small in size and those in cycle industries which is in line with existing beliefs. Whereas, the stability test for big firms and defensive industries are moderately stable. Stable relationships could indicate that the effect of sentiment is strong and moderately stable indicates the sentiment influence is relatively moderate.

CONCLUSIONS AND IMPLICATIONS

To recap, this research aims to theorise and model local investor sentiment proxies in the Malaysian stock market. We offer cognitive-affective theory (a neuroscience-based theory) and ABC model (a cognitive psychology-based theory) to explain the theoretical roles of sentiment in the stock market investment. In modelling, we conceptualise an influential sentiment proxy, namely SC, SB and SF which are reflected and attended in Malaysian the stock market daily, but their roles in inducing investor decisions have been taken for granted. This extends the works of Mat Nor et al. (2013; 2014) and Rashid et al. (2014) which have proposed SC and SB as suitable investor sentiment proxies in Malaysia. Statistical analyses are performed to examine the long-run, short-run, and stability of relationships of these three sentiment proxies to the 13 aggregate stock market indices that are segmented into size and industry groups.


The current research casts new insights on sentiment literature in the following ways. Firstly, it illustrates the origin, cause, and effect of sentiment as irrational forces originated from human minds. Secondly, in empirical analysis, we examine the long- and short-run relationships of sentiment proxies on various categories of aggregate stock market indices to acknowledge heterogeneity roles of sentiment based on different firm size and industry group. In the final analysis, we draw inferences on the stability of the sentiment-returns relationships across times, size, and industry group. Evidence from the current works challenge the general belief that sentiment forces are temporary in nature, only attract retail investors and expected to be more pronounced for small size firms and cyclical industries. Our analysis provides evidence of broad-based heterogeneous effects of sentiment in Malaysian stock market. Thirdly, this study provides new evidence to sentiment literature on the long-run, short-run, and stability roles of sentiments in influencing stock market returns particularly in Malaysia. Specifically, sentiments are more pronounced in big firms and cyclical industry, both in the long- and short-run. In terms of sentiment-returns relations’ stability, relationships are generally persistent with higher persistence for small firms and cyclical industry, but moderately persistence for big firms and defensive industry. Finally, this study provides evidence that SC, SB, and SF are the possible direct measures of investor sentiment in Malaysia stock market.

Findings drawn in this paper provide valuable insights to academic, investment practices, and policy makers. They offer new perspectives on the current debate of whether sentiment should be regarded as rational or irrational, long- and short-term effects, permanent or temporary effects, homogeneous or heterogeneous effects, and whether sentiment matters for modelling asset pricing, investment analysis, and market efficiency policy. The results of this research provide support for the significant importance of sentiment risk in influencing the stock market returns economically and statistically. In academic research, more works need to be done to validate sentiment theory and to identify other sentiment proxies that are valuable in real practice. This work can be synthesised with the evidence of overreaction and herding behaviours in Malaysian stock market as discussed in Ali, Ahmad and Anusakumar (2011) and Brahmana, Hooy, and Ahmad (2012b). The theoretical relationship between sentiment, overreaction, and herding is explained in Kukacka and Barunik (2013). Meanwhile, managing sentiment risk is important in investment practice. In policy, ways to mitigate excessive behavioural risks have to be incorporated in the capital market governance policy framework.

To this end, on the basis of theoretical framework discussed in this paper, we argue that so long as it is human and not a machine who organises the market, every investors, stocks, and markets are affected by waves of sentiment on a different degree due to various reasons as discussed in the article. These findings could be corroborated with other stock markets in countries having similar social, institutional, and regulatory environments with Malaysia for validation and generalisation.

NOTES

1.   There are various alternatives available for statistical data disaggregation procedures. This research use the interpolation method because of its advantages of having a lower mean absolute error and root mean squared error compared to other methods as summarised in Chan (1993) comparative study.

2.   Agribusiness and commodities stocks are more defensive in nature (Zapata, Detre, & Hanabuchi, 2012). Other industry classification is following Miao and Peng (2007), Held (2009), and Nagy and Ruban (2011).

3.   Source: Tuyon and Ahmad (2016).

4.   In reference to Pesaran et al. (2001), there are five cases as an options for testing the cointegrating Bound tests; Case 1: no intercepts and no trends, Case 2: restricted intercepts and no trends, Case 3: unrestricted intercepts and no trends, Case 4: unrestricted intercepts and restricted trends, and Case 5: unrestricted intercepts and unrestricted trends.
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APPENDIX

Summary of stability relationships test

Table 8Summary of stability relationships test
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Note: The dotted straight lines represent critical bounds at 5% significance level.
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ABSTRACT

Predicting financial distress among SMEs can have a significant impact on the economy as it serves as an effective early warning signal. The study develops distress prediction models combining financial, non-financial and governance particularly ownership and board structures, on the likelihood of financial distress by using the logit model. The final sample for the estimation model consists of 172 companies with 50% non-failed cases and 50% failed cases for the period from 2000 to 2012. The prediction models perform relatively well especially Model 3 that incorporates governance, financial and non-financial variables, with an overall accuracy rate of 93.6% and 91.2% in the estimated sample and holdout sample respectively. This evidence shows that the models serve as effective early warning signals which are beneficial for monitoring and evaluation purposes. Controlling shareholder, number of directors and gender of managing director are found to be significant predictors of financially distressed SMEs.

Keywords: Financial distress, governance, logit model, small and medium-sized enterprises, classification accuracy rate


INTRODUCTION

The consequences of financial distress have a far-reaching impact on stakeholders of a company either directly or indirectly. Major stakeholders in a company stand to lose most of their investment. Creditors may receive partial or no repayment of their initial loans depending on whether their loans were secured or unsecured, employees will lose their jobs, the government collects less company and personal taxes, and social problem might increase. The contributions of Altman (1968), Altman, Edward, Haldeman, and Narayanan, (1977), Beaver (1966), Blum (1974), Deakin (1972), and Ohlson (1980) among others have spawned huge literature on the topic of financial distress. Since then a number of models have been proposed in order to correctly predict corporate failure but mostly in large public listed firms due to easy access to their financial data. However, very little research on small and medium enterprises (SMEs) has been done as a result of difficulty in accessing their financial data and other information.

In recent years, SMEs are viewed to be the leading contributor to the national economy development in terms of developing entrepreneurship using indigenous skills and technologies, creating employment opportunities, building market competitiveness through innovation and allowing government to realise poverty free society (Jahur & Quadir, 2012). Small business in Malaysia plays a significant role towards economy development in the country. Statistics from the Department of Statistics Malaysia (Department of Statistics Malaysia, 2013) highlighted that SMEs account for 97.3% of the total business formation in Malaysia (645,000). Since 2004, the contribution of SMEs to GDP growth has steadily outperformed the growth of the general economy (SME Corporation Malaysia, 2014). SMEs annual growth rate was 6.3% in 2013 while the overall economic growth stood at 4.7% in 2013 (SME Corp., 2014). Furthermore, SMEs share to gross domestic product increased from 29.4% in 2005 to 33.7% in 2013 (SME Bank, 2014). This sector also contributes 59% of employment and 19% of exports in 2013.

Most of the research done in Malaysia regarding corporate failures have been focusing on public listed entities due to easy access of financial data using many bankruptcy prediction models such as univariate analysis, logit regression model, multiple discriminant analysis (MDA), hazard model and probit model (see Abdullah, Ahmad & Md. Rus, 2008; Ahmad, Mohd, Rizal & Marzuki, 2008; Md-Rus, Nisham, Abdul Latif, & Nadakkavil, 2013; Norfian, 2013; Zulkarnian, Ali, Md. Nasir, & Mohamad 2001; Zulridah, 2012). There is limited research in Malaysia looking into the prediction of SMEs failure. Due to the important role of SMEs in the economic growth of Malaysia, the study will examine the manufacturing sector of Malaysian SMEs in order to predict financially distressed SMEs as early as two years using financial, non-financial and corporate governance information and to check on the accuracy rate of the model. The remainder of this paper proceeds as follows. The next section covers an overview of the literature on failure prediction. Subsequently, the sample and research design are elaborated. This is then followed by the analysis of results and conclusion.

LITERATURE REVIEW

Edmister (1972) was among the earliest in looking into SMEs business failure by using MDA statistical technique to discriminate among loss and non-loss SME borrowers. His analysis resulted with MDA model with seven financial ratio variables. Classification accuracy rate of the model was 93%, while model error was 7%. The research reveals that classifying ratios by quartile is a particularly valuable tool, as demonstrated by the use of quartiles in every variable of the study. This is because extreme values are negated and are therefore prevented from unduly affecting the function parameters (Edmister, 1972). The model of Lussier (1995) utilised qualitative data to predict financial distress among SMEs which was considered among the first model that utilised such data. The model consists of 15 major variables identified in 20 studies. It uses non-financial and resource-based theory (RBT) as it helps to better understand the role of resources in new ventures by focusing on the identification and acquisition of resources that are crucial for the firms’ long-term success (Lichtenstein & Brush, 2001). The model was tested and replicated by other researchers outside the US market such as by Houben, Bakker and Vergauwen (2005), Lussier and Halabi (2010), Lussier and Pfeifer (2001), Teng, Bhatia and Anwar (2011) in Croatia, Netherlands, Chile and Singapore market, respectively. In the research of Lussier (1995), Lussier and Pfeifer (2001) and Teng et al. (2011) found that staffing was a significant predictor among the non-financial factors while Lussier (1995) and Lussier and Pfeifer (2001) found that education was also a significant factor. Furthermore, managerial expertise is also found to be significant in explaining financial distress among SMEs (Houben et al., 2005; Teng et al., 2011). However, Keasey and Watson (1987) argued that non-financial data could only marginally predict failure and non-failure of SMEs. Thus, financial data would still need to be considered.

The model of Altman and Sabato (2007) utilised the short-term to equity book value, earnings before interest, tax, depreciation and amortisation (EBITDA) to total assets, EBITDA to interest expenses, cash to total assets and retained earnings to total assets. Data was derived from COMPUSTAT which consist of 120 failed and 1890 non-failed companies over a period from 1994 to 2002. Their empirical result showed that the prediction accuracy could be enhanced by 30% if a prediction model specific to SMEs was used on the holdout sample. The logit model used in their analysis performed slightly better in discriminating between failed and non-failed companies than the MDA. As such the result contradicted to Bellovary (2007) which showed that MDA had more predictive accuracy than that of logit model in his review of failure prediction studies. Further evidence of SMEs failure prediction was carried out by Behr and Guttler (2007) for the German market. The sample of their study consists of 40,154 firm-year observations covering from 1992 to 2002 by using the logit model analysis to develop failure prediction model. The authors used financial and non-financial data to predict failure of SMEs. Among the variables used, external equity financing, equity ratio, growth of equity ratio, return on sales, depreciation ratio, return on sales growth, temporary liquidity problems, size of firms, location of firm head office, business sector and legal form of business were significant predictors of failure. The equity ratio of SMEs in Germany was found by Behr and Guttler (2007) to be relatively low as most of the firms relied on individual financing, friends, family and business associates. The accuracy rate of their model was 85%.

Altman, Sabato and Wilson (2010) explore the effect of the introduction of non-financial information as predictor variables into the models developed by Altman and Sabato (2007). They employed a large sample from the UK which includes 5,749,188 sets of accounts for businesses that survive in the period 2000 to 2007 and 66,833 companies that fail during those periods. They retained data from 2006/7 as a test sample. The data analysed for failed companies are the last set of accounts filed in the year preceding insolvency. Their findings showed that qualitative data such as company filing histories, legal action by creditors to recover unpaid debts, comprehensive audit report/opinion data and firm specific characteristics make a significant contribution to increase the default prediction power of risk models built specifically for SMEs, consistent to the study by Blanco, Irimia dan Oliver (2007). Abdullah, Ahmad, Md. Rus and Zainuldin (2014) is the first research that utilises financial and non-financial information to predict corporate failure among SMEs in Malaysia. Their research studied 132 privately-owned SMEs in the manufacturing sector in Malaysia during the period 2000 to 2010. Their empirical result shows that higher gearing and lower profitability entailed higher probability of failure and when firm age is added to the model as non-financial variable, they found it to be significant and increase the model’s classification accuracy.


RESEARCH METHODOLOGY

Companies Commission of Malaysia (CCM) database was used in this study to identify the sample which consists of both distressed and non-distressed SMEs for a 12-year period from 2000 to 2012. Companies were matched based on the same industry group and close in asset size, i.e. failed companies were matched against healthy companies that have almost similar total assets. Financial statements are used to extract the financial variables and the companies profile was used to obtain the non-financial and corporate governance variables. As mentioned earlier, the study focused on companies in the manufacturing sector as the sector contributes significantly to the economic development of Malaysia.

The final sample for the estimation model consists of 172 companies (50% non-failed cases and 50% failed cases). Twenty percent of the estimated sample were retained as a test sample (hold-out sample). The companies were selected based on the SME’s definition adopted by the National SME Development Council (2013) and these companies are classified under winding off by court order or creditors request in Part X Section 218 of 1(e) and (2) of Malaysian Companies Act 1965. Data for two years prior to failures were used in the estimation analysis because most of the failed companies did not submit their financial reports when the winding-up period approached, which led to a very small sample for the year prior to failure.

To investigate whether governance variables influence the occurrence of distress, a logistic regression model of the following form is estimated:

Yit = α0 + β1CONTit + β2FRGNit + β3NDIRit + β4GENDERit + β5TLAit + β6SLAit + β7LQTit + β8STAit + β9EBITit + β10NISit + β11LogTAit + β12LogCAPit + β13AGEit + μt

where i refers to company, t refers to time, and Y is a binary variable that equals to 1 for distress, zero otherwise, CONT is a dummy for controlling shareholder that equal to 1 if shareholders own more than 25% of the company’s outstanding shares and zero otherwise, FRGN is a dummy for foreign ownership that equal to 1 and zero otherwise, NDIR is number of directors in the board, GENDER is a dummy where if the managing director is a male, it would equal to 1 otherwise zero, TLA is a ratio of total liabilities to total assets, SLA is a ratio of short term liabilities to total assets, LQT a ratio of current assets to current liabilities, STA is a ratio of sales to total asset, EBIT is a ratio of earnings before interest and tax to total asset, NIS is a ratio of net income to share capital, LogTA is logarithm of total assets, LogCAP is logarithm of share capital and AGE is years of SMEs business operations.


A forward stepwise procedure is applied which allowed the predictor variables to be included only based on the contribution made. A stepwise procedure is usually applied when there is lack of theoretical basis in the selection of the predictor variables (Low, Fauzias, & Zainal Ariffin, 2001). Model 1 utilising only financial and non-financial variables as used by Abdullah et al. (2014) is to act as a benchmark by which to compare the results obtained by Model 2 and 3. Model 2 would only include the governance variables whereas Model 3 incorporates both financial, non-financial and governance variables is designed to test whether the three set of information in conjunctions are able to produce superior result to those obtained from either Model 1 or Model 2.

EMPIRICAL RESULTS

Table 1 presented the results of mean differences on the variables used to estimate the logit model. Overall, out of the 13 independent variables, foreign owners, liquidity and logarithm of total assets are not significantly different between distressed and non-distressed SMEs. The result indicated that 92% of distressed SMEs are holding 25% or more of the voting right whereas only 30% of the non-distressed SMEs are holding 25% or more of the voting right. For non-distressed SMEs, the average board size is four directors while for distressed SMEs, the average board size is only two directors. Keasey and Watson (1987) highlighted some benefits for SMEs to have a large number of directors in the board among which he argued it will increase efficiency of the board as directors will have better chances for communicating, listening to each other, and keeping the discussions on track.

Furthermore, consistent with the previous researches (Altman, 1968; Beaver, 1966; Blanco et al., 2007; Shane, 1996), distressed SMEs are having a high level of debt liabilities and lower liquidity which resulted in negative basic earnings power and net income to share capital. However, both groups are considered to be relying heavily on short term liabilities to finance their day-today business operations. Smaller companies often rely heavily on trade finance from suppliers when bank finance is not available to them (Altman et al. 2010).


Table 1Descriptive statistics
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*, **, *** significant at 10%, 5% and 1% levels respectively. Foreign owner (FRGN), gender of MD (GENDER), controlling shareholder (CONT), number of directors (NDIR), age of company (AGE), logarithm of total assets (LogTA), logarithm of share capital (LogCAP), total liabilities to total assets (TLA), short term liabilities to total assets (SLA), liquidity (LQT), sales to total assets (STA), earnings before interest and tax to total assets (EBIT), net income to share capital (NIS).

A Pearson correlation test was employed to investigate the relationship between the independent variables and the results are summarised in Table 2. The findings show that the correlation among the variables is relatively low ranging from 0.007 to 0.427 and majority of the relationships are insignificant. However, FRGN against TLA, GENDER against CONT, GENDER against EBIT, CONT against NDIR, CONT against AGE, NDIR against AGE, LogTA against LogCAP, TLA against STA, TLA against EBIT and SLA against STA are found to be significant. To further verify that multicollinearity is not a problem to this study, a variance inflating factor (VIF) is reported in Table 1. The R2 are relatively low for all variables. The VIF ranges from 1.170 to 1.640 which is less than 10 indicating there is no issue of multicollinearity to this study.


Table 2Pearson correlation
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*, **, *** significant at 10%, 5% and 1% levels respectively. Foreign owner (FRGN), gender of MD (GENDER), controlling shareholder (CONT), number of directors (NDIR), age of company (AGE), logarithm of total assets (LogTA), logarithm of share capital (LogCAP), total liabilities to total assets (TLA), short term liabilities to total assets (SLA), liquidity (LQT), sales to total assets (STA), earnings before interest and tax to total assets (EBIT), net income to share capital (NIS).


A stepwise logistic regression was run and presented in Table 3. Model 3 which combined financial, non-financial and governance variables appear to perform better as compared to Model 1 (benchmark) and Model 2 based on Hosmer and Lemeshow (HL) test and classification accuracy of the model. The Hosmer and Lemeshow test for logistic regression is widely used to answer the question on how well does the model fit the data. Overall, Models 2 and 3 from the logit analysis fit the data because the observed and expected event rates in sub-groups are similar which indicate that the models are consistent with the data. A high p-value 0.405 and 0.306 for Model 2 and Model 3 respectively implies that the models fit the data. Model 1 with a p-value of 0.075 barely passes the test, as it deviates from the 5% significant level, but it fulfils the 90% confidence level. Thus, the model is still considered to fit the data. There are seven variables found to be significant which are CONT, NDIR, GENDER, TLA, EBIT, LogCAP and AGE with a respective likelihood ratio (LR) of 28.363, 23.263, 12.066, 3.656, 14.233, 8.600 and 14.964 indicating a rejection of the null hypothesis that the coefficients of independent variables are zero. Likelihood ratio is considered more accurate in estimating the statistical significance of an independent variable to the explanation of dependent variable (Menard, 1995; as cited in Abdullah et al., 2014).

Total debt ratio is positively related to failure as found in Model 3. The findings appears to be consistent with that of Abdullah et al. (2014) where they found debt ratio is significant to predict financially distressed SMEs at all prior periods of the study. Altman (1968), Beaver (1966), Blanco, Irimia and Oliver (2007), and Shane (1996) also reported that debt ratio had a significant predictive ability. Shane (1996) further illustrated that younger companies tend to take more debt as the owners have limited resources which could lead the company to having huge amount of debt outstanding. As a result, it drives the company to financially distressed situation if owners are unable to settle their obligations. Altman et al. (2010) also suggest that the high level of debt in SMEs both in terms of trade debt supplied to customer and trade credit obtained from suppliers is because small companies may try to boost sales by offering credit to beat their competitors, without the financial resources to sustain the strategy. As a result, this may lead to financial distress of SMEs as they may be unable to settle their debt to the supplier due to late payments from large customers taking extended credit. The higher the company’s debt level, the more likely the company faces default due to high interest obligations. Furthermore, the less profitable the SMEs, the high propensity to fail as EBIT is negative. Distressed SMEs are less profitable as compared to the non-distressed SMEs and the finding is consistent with previous work of Abdullah et al. (2014).


Table 3Stepwise logistic regression analysis for estimated models
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*, **, *** significant at 10%, 5% and 1% levels respectively. Model 1: financial and non-financial variables; Model 2: governance variables; Model 3: combined model 1 and 2. Foreign owner (FRGN), gender of MD (GENDER), controlling shareholder (CONT), number of directors (NDIR), age of company (AGE), logarithm of total assets (LogTA), logarithm of share capital (LogCAP), total liabilities to total assets (TLA), short term liabilities to total assets (SLA), liquidity (LQT), sales to total assets (STA), earnings before interest and tax to total assets (EBIT), net income to share capital (NIS).

Model 3 shows that AGE of company is negatively related to failure and is significant in predicting failure among SMEs. The longer the company survives then the less likelihood that it is to fail. Finding is in line with previous studies like that of Abdullah et al. (2014), Altman et al. (2010), Blanco et al. (2007) and Shane (1996) among others all in support of the argument. The longer the company exists, the more chance of it to survive. In addition, results from the models suggest that controlling shareholders have a positive significant impact on predicting failure among SMEs in Malaysia. This indicates that the greater the holding of controlling shareholders, the higher is the likelihood of failure among SMEs. Furthermore, a significant negative relationship of NDIR indicates that a larger board can decrease the probability of SMEs failure due to increase oversight and expertise. The finding is consistent with that of Keasey and Watson (1987) who tested the Argenti’s (1976) model of business failure on SMEs where they found that the number of directors on the SME’s board is negatively related to failure.

Gender of managing director is also found to be significant and positively related to corporate failure. The results show that men MD are more likely associated to failure among SMEs than the female counterpart. Foreign ownership is considered to be relatively low for both distressed and non-distressed SMEs as shown in the descriptive statistics. The variable is found to be insignificant in Model 3 indicating that foreign ownership could not predict failure among SMEs. However, if the model only focused on governance variables, FRGN is found to be significant to predict failure.

Table 4 provides a summary of the accuracy rate of the models for the estimated and holdout sample. Model 1 can correctly predict 80.2% and 88.4% of the distressed and non-distressed SMEs in the estimated sample with an overall accuracy rate of 84.3% and the holdout sample is having an overall accuracy rate of 85.3%. The result of the estimated sample is close to the accuracy rate reported by Abdullah et al. (2014), Altman and Sabato (2007), Behr and Guttler (2007) and Luppi, Marzo and Scorcu (2007) with 81.2%, 87.2%, 85% and 85% respectively. Abdullah et al. (2014) also reported an overall holdout sample accuracy rate of 87.5% for two year prior to distress which is closed to Model 2 in this study. Model 2 indicates that governance variables are also strong predictors of failure among SMEs. Running only the governance variables, the model can correctly predict 87.2% and 89.5% of the distressed and non-distressed SMEs respectively in the estimated sample with an overall accuracy rate of 88.4%. The holdout sample is having an overall accuracy of 88.2%. Furthermore, when all categories of variables (financial, non-financial and governance) are included in Model 3, it significantly improves the accuracy rate of the model for both estimated sample and the holdout sample with an overall predictive accuracy rate of 93.6% and 91.2%.


Table 4Classification accuracy
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CONCLUSION

The study improves upon the existing models from the literature of SME distressed prediction in various ways among others are: the study presented new empirical findings on predicting financially distressed SMEs in the manufacturing sector for the period between 2000 to 2012. The study builds on the previous work of Abdullah et al. (2014) that utilised financial and non-financial variables in predicting failure among SMEs in the Malaysian manufacturing sector. In this study, governance variables are included to see whether or not by having financial, non-financial and governance variables, it is possible to achieve a higher prediction accuracy rate of SMEs failure.

The study explores the value added of governance variables to the prediction model where the prediction accuracy rate improves significantly to 93.6% against 81.2% of the logit model in Abdullah et al. (2014) which utilised only financial and non-financial information. The governance variables examined in this study evidently capture important SME’s characteristics in predicting SMEs failure.

The findings clearly confirm for what has been found in other studies for large corporations, that using governance variables as predictors of company failure significantly improves the prediction model’s accuracy rate (Lackshan & Wijekoon, 2012; Md-Rus et al., 2013; Polsiri & Sookhanaphibarn, 2009). The results showed that most of the distressed SMEs are having a large number of controlling shareholders. Non-distressed SMEs are having more directors in their board which may help to increase oversight, monitoring and expertise in the company’s operations. In contrast, distressed SMEs are having less number of directors which increase the likelihood of failure among SMEs. Male managing director is also positively related to failure. However, foreign ownership appears to be unrelated with the failure status. Young SMEs seems to be more likely to fail as compared to longer existence SMEs due to experience and growth development. In addition, debt ratio is positively related to failure among SMEs. The findings affirm that small and medium-sized enterprises in Malaysia finance most of their business operation using bank loan as they have limited access to capital market. The result also shows that EBIT is negatively related to failure and distressed SMEs are less profitable as compared to non-distressed SMEs as a result of huge amount of liabilities that trim their profit.

The findings will serve as an early warning signal for management to take proactive measures to overcome the financial threat. Financial institutions such as banks will benefit from this study as it will help them to incorporate the significant variables into their evaluation process so as to manage credit risk better. As in other research, this study has its limitation. Users of the model developed in this study would need to take caution as the cut off point used to define financial distress is at 50%. If a different cut off point is used, the financial distress prediction model might be different. Thus, future research might look into this. In addition, looking at the limited number of research incorporating governance variables among SMEs in predicting financial distressed, more investigation can be carried out of SMEs in other sectors of the Malaysian economy to check whether the model of this study could be applied in other sectors. Furthermore, a comparative study can be carried out among SMEs in different countries to identify country specific variables that contribute to financial distress of SMEs.
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ABSTRACT

This paper examines corporate governance in Japan since the 1990s. Its focus includes financial reporting, a key part of good governance. It offers an overview of various legal, institutional, and stakeholder aspects of governance, followed by an investigation of Japanese accounting, disclosure, and reporting. The paper presumes that accurate financial reporting is a prerequisite for good corporate governance. Bad governance often follows from fraudulent financial reporting. The paper also considers the status of international financial reporting standards, the nature of fraudulent financial reporting, the all-too-common practice of window dressing in Japan, the liabilities of corporate audit board members and financial auditors. Our findings suggest that the existing high quality laws, codes, guidelines, and institutional arrangements do improve corporate governance. Yet in practice, the quality of corporate governance in Japan has not matched the quality of its codes and regulations. The paper discusses Japan’s new corporate governance code. It concludes that this code is excellent, but that more needs to be done to improve financial reporting. Finally, a number of suggestions are offered to enhance corporate governance and reduce fraudulent reporting.

Keywords: corporate governance, financial reporting, Japan, window dressing, Japan’s new corporate governance code


Introduction

Corporate governance (CG) concerns the very fundamental question of who owns a corporation, in whose interests it is run (Ohtsu & Imanari, 2002), and by whom it is ultimately controlled (Miwa, 2006a). CG is also defined as the mechanisms, processes, and relations by which corporations are controlled (Shailer, 2004). In line with the ideas of Berle and Means (1932) concerning the separation of ownership and control, control of the modern corporation has shifted from stockowners to professional managers. This result is due to the inertia of stockowners, their use of the proxy in annual general meetings (AGM), and the self-perpetuation of management. Autonomy of management and the concern that management is now seeking its own interests at the expense of stockowners and broader society have increased interest in CG. Indeed, CG is now at the very top of the agenda in the broader debate on the role of companies in the world economy.

Accurate financial reporting is the foundation of good corporate governance. All aspects of corporate control require the objective measurement of the firm’s assets, liabilities and cash flows. CG is a “framework of rules and practices by which a board of directors ensures accountability, fairness, and transparency in a company’s relationship with all its stakeholders (financiers, customers, management, employees, government, and the community)” (Business Dictionary, 2015). CG includes the processes through which corporate goals and objectives are determined, measured and pursued in the context of the social, regulatory, and commercial environment. Mechanisms for effective CG include monitoring the actions, policies, and decisions of corporations and their agents. However, another way to improve CG is to align the interests of management and stakeholders (Organisation For Economic Cooperation And Development (OECD), 2004; Tricker, 2009).

Interest in CG practices, particularly in relation to financial reporting, has increased substantially following the high-profile collapses of a number of large corporations in the US (Enron and MCI), Australia (HIH and One.Tel), and Europe (Parmalat) during 2001–2002; all of these involved accounting fraud. CG gained further importance at a different level for business, government, and research after the financial crisis of 2008, which climaxed with the collapse of Lehman Brothers in the US Apart from these, corporate scandals of different forms in both developed and developing nations have increased public and government interest in the regulation of CG. For example, after the Enron crisis, the US government enacted the Sarbanes-Oxley Act, 2002, with the aim of improving financial reporting and restoring public confidence in CG (Goergen, 2012).


The structure of effective CG consists of “(a) explicit and implicit contracts between the company and the stakeholders for distribution of responsibilities, rights, and rewards, (b) procedures for reconciling the sometimes conflicting interests of stakeholders in accordance with their duties, privileges, and roles and (c) procedures for proper supervision, control, and information flows to serve as a system of checks-and-balances” (Business Dictionary, 2015). CG allocates and assigns responsibilities among different participants: board members, management, stockowners, creditors, auditors, regulators, and other stakeholders, and establishes the rules and procedures for making decisions in corporate affairs (Tricker, 2009).

This paper explores financial reporting in Japan under the presumption that accurate financial reporting is a prerequisite for effective CG. The next section describes the legal basis of corporate governance in Japan. The third section extends this discussion to the disclosure of important financial information. The fourth explores some of the unique aspects of CG in Japan. The fifth section explains Japan’s new code of corporate governance; it argues that the code is good in the sense that it is consistent with the OECD’s governance principles, yet notes that persistent reporting scandals and poor financial performance mean that these laws and guidelines do not actually deliver good governance. The sixth section offers suggestions to improve financial reporting and governance. The last section offers a conclusion.

CORPORATE GOVERNANCE IN JAPAN

The Company Law, the Commercial Code, and Corporate Governance

The legal foundation of CG in Japan derives from the Commercial Code (Act No. 48 of 1899; amended by Act No. 57 of 2008). Most of the provisions of this law for public limited liability companies were revised and included in the Companies Act, 2005. The Commercial Code specifically established that shareholders are the ultimate owners of the company. It grants broad and specific rights to shareholders. The shareholders elect directors in the company’s AGM, who in turn select management. Shareholders ultimately elect all statutory auditors, who then monitor the board of directors and ensure that it works in accordance with the provisions of the law. The law grants minority shareholders elaborate rights; the holder of a 1% or greater stake for more than six months is able to make proposals at the AGM; the holder of a 3% or greater stake can demand a board meeting at any time; and the holder of a 10% or greater stake can access confidential documents (Shishido, 2000).


The spirit of the laws establishing Japanese CG articulates the highest principles. Yet as described below, repeated scandals and persistent poor financial performance mean that these laws all too often fail to produce good governance. Management tends to regard CG as a low-priority matter of technical compliance, and in some cases as something to be cynically circumvented when it becomes inconvenient. Historically, shareholder meetings in Japan have been very short and, though far less common now, corporate racketeers (sokaiya) occasionally practiced extortion at annual general meetings by asking embarrassing questions. On some occasions companies actually employed racketeers to intimidate legitimate stockowners at these meetings. Even now minority shareholders tend to lack a keen interest in AGM. They frequently cast votes electronically or by proxy rather than actually attend the meetings. Although external auditors are supposed to monitor the activities of board members and management, they are effectively appointed by the president and are typically people who possess a close relationship with the company. Ahmadjian (2002, p. 92) argues that “the shareholders meeting is little more than a rubber stamp” for board appointments, dividend declarations, and other important decisions. Thus, auditors largely fail to play a significant role in establishing effective corporate governance in Japan.

Board of Directors and Stockowners Governance

The Japanese Companies Act No. 86 of July 26, 2005 gives shareholders certain legal rights, which include, (a) a share in the profit if a dividend is declared, (b) inspection of the company’s accounts at any time and in any case of need, and (c) the right to vote to elect or remove members of the board of directors. Ohtsu and Imanari (2002) observe that most stockowners look on their stock as an investment; as long as dividends are paid and the stock’s price appreciates, they have little interest in the details of management. If they are dissatisfied, they sell their stock rather than make an effort to change the management of the company.

As indicated above, the primary influence of stockowners on CG is exercised through the AGM. This influence has its legal basis in Articles 295–319 of the Companies Act. Shareowners can exert their influence by voting in the meeting (Article 310); however, most individual stockowners feel it onerous to attend AGMs to cast their votes. Instead they delegate their vote to a proxy, usually a director or officer of the company, who is a member of the management group. This empowers management to take over the voting rights of a large portion of stockowners (Ohtsu and Imanari, 2002). In effect, this waters down the idea of CG by stockowners, the real owners of the company.

In order to guide the affairs of the company, the stockowners elect a board of directors (torishimariyaku-kai), who on their behalf supervise the affairs of the corporation to achieve its goals and protect stockowners’ interests. Usually, this board elects a chairperson who is responsible for overseeing the entire business. The board also selects officers, who are responsible for specific aspects of the company’s business. Yet, because of the prevailing system of proxy, management actually selects the directors. The chairman position is traditionally filled by a retired or former president. As Ohtsu and Imanari (2002) observe, virtually all board members are corporate officers appointed by the president or chairman. Board members usually carry out functional responsibilities like the general management of a division, department, or branch. Consequently, the board becomes a de facto executive body under the control of the president. The board members are called yakuin or officers, and they constitute the top management: president, vice president, senior managing directors (senmu torishimariyaku), and managing directors (jomu torishimariyaku). As a practical matter, managing directors are the real decision makers in Japanese firms. They often do not consider the interests of stockowners; they themselves may have little actual stock ownership. For this reason, the advocates of strong CG in Japan argue that the board of directors needs to be changed in accordance with the provisions of the Companies Act. In recent years, because of directives from the stock exchanges, public pressure, government guidance, and a new code of governance, some companies (Softbank, Orix, Snow Brand Milk Products, and Toyota Motor) have brought in directors who are not selected from internal management.

Board of Auditors and Governance

Most large Japanese companies have a board of statutory auditors (kansayaku), separate from the board of directors; these auditors are elected at the shareholders meeting (see Figure 1). As many companies belong to a formal keiretsu (affiliated company group) and other less formal groups, external directors and auditors are often from other companies in the same group. As a result, many external directors and corporate auditors are actually officers in related companies (Demise, 2006a). The authority and responsibility of the auditors are determined by provisions in the Companies Act (Articles 381–384).

The statutory auditor system existed even before World War II, but its authority, responsibility, and independence were transformed through a number of revisions in the Commercial Code in 1974, 1981, 1993, 2001, and 2003. Through the revision in 1993, large companies with a registered capital of ¥500 million or more or a total liability of ¥20 billion or more were required to introduce a board of corporate auditors composed of at least three part-time members and at least one full-time member (Demise, 2006a; JASBA, 2007). While many of the corporate auditors are former employees of the companies, currently it is required that at least half be outsiders. A member of the board of auditors cannot serve on the corporate board of directors at the same time.

According to the Companies Act (Article 381), the responsibilities of the auditors are: (a) examining the execution of duties by directors, (b) preparing reports in response to the instructions of government ministries (the Ministry of Justice (MOJ) in particular), (c) requesting reports on the business at any time from the directors, accounting advisors, managers, and other employees, (d) investigating the status of the operations and the financial status of the company, and (e) requesting reports on the business form of a subsidiary and investigating the status of its operations and financial status. Furthermore, in accordance with the provisions of Article 390, the auditor shall prepare audit reports, appoint and remove full-time company auditors, decide audit policy and methods to investigate the status of operations and the financial status of the company, and report on the status of the execution of their duties (Ministry of Justice (MOJ), 2005).
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Figure 1. Companies with a Board of Corporate Auditors (Demise, 2006a).



The duties of the auditors as stipulated in this law (Articles 382 and 405) are as follows: (a) reporting to the board of directors without delay on the misconduct of any director, or likelihood to engage in misconduct, in violation of laws and regulations or articles of incorporation, (b) attending the board meetings and stating opinions, if necessary, (c) demanding that the directors call a board meeting, if necessary, and (c) investigating proposals, documents, and other items prescribed by the ordinances of the ministry, which the directors need to submit to stockowner meetings (MOJ, 2005).

Consistent with the provisions of the above act, the Japan Audit and Supervisory Board Members Association (Nihon kansayaku kyokai/JASBA) and the Japan Association of Corporate Directors (Nihon torishimari kyokai/ JACD) have developed rules that further clarify the rights, duties, and audit procedures of corporate auditors. JASBA upholds and articulates the provisions of the Companies Act. It regards the relationship between an audit board member and the company as an “entrustment” (inin), and consequently, the auditor owes a “duty of care” to the company. That legal duty includes checking the activities of directors through audits of financial reports as per the provisions in the Companies Act (JASBA, 2007). In so doing, they can create a structure to conduct audits, determine audit policy, prepare audit plans, examine audit methods and initiate actual processes, and write the audit report as well (JASBA, 2007).

The audit done by the statutory auditors is indeed a strong tool to check and ensure whether directors are observing the laws, regulations, and the company charter’s provisions in managing the company. This is also called a compliance audit, but this does not include any appropriateness audit of the directors’ decision-making and management activities. JASBA emphasizes that, since the Companies Act imposes a duty of care upon the directors, a business audit must include a check to determine whether there were any breaches of the duty of care, and therefore, should also examine a director’s business judgments (JASBA, 2007). Although Japanese firms report quarterly, generally the audit of the financial statements (called a financial audit) is done annually before the AGM. The audit report usually includes the result of financial and business audits. Together with the notice of the AGM, it is sent to all stockowners two weeks prior to the meeting. In addition to financial statements, under the Financial Instrument and Exchange Law as well as the Companies Act, a company should also report its consolidated financial statements, which are also subject to audit by the statutory auditors (JASBA, 2007). The auditor’s report must clearly certify that the financial statements show a “true and fair view” of the business’s results and the financial conditions of the company.

In order to carry out his assigned duties, an auditor has a number of legal powers, such as, (a) to ask any director to provide a report on the operation of the company, (b) to examine the operations and assets of the company at any time, (c) to ask for a report and examine the operation and assets of the company’s subsidiaries, and (d) to obtain the full financial information of all subsidiaries (JASBA, 2007). JASBA’s provision requires an auditor to issue notice to a director if he is aware of the possibility of any significant damage occurring to the company due to his actions.

With a view to preventing any illegal action by the directors, the audit board members are entitled to attend all board meetings and an individual auditor is entitled to express opinions to prevent any illegal or inappropriate decision by the board of directors. Moreover, he has the right to call a board of directors meeting and can even call a meeting on his own authority. He can also report his judgment on any point of a director’s statement to explain any violation of the law and the company’s charter to the shareholders meeting (JASBA, 2007).

The Japan Association of Corporate Directors (JACD) was established in 2001 and framed its Best Practice Code for the board of corporate auditors in 2005, thereby authorizing them to exercise their best judgments, to oversee operations, to report on disclosure, accountability and transparency, to conduct audits, to nominate directors and suggest remuneration, to ensure compliance and prevent malpractice, and to take action to prevent takeover bids (JACD, 2005). This organisation aims to ensure sustained development of the Japanese economy through enhanced efficiency of management by establishing an effective CG system (JACD, 2005). In its mission statement, JASBA has assigned to its members an ambitious responsibility for strengthening corporate governance alongside corporate management and urges them to carry out duties in a principled and professional manner with accountability in all circumstances (JASBA, 2014).

Board Committees and Governance

The revised Commercial Code of 2003 required that companies introduce a board committee system (Figure 2). This matter is included now in Section 10, Articles 400 to 409 in the Companies Act. In this system, a board committee is composed of the nominating committee, the compensation committee, and the audit committee (Article 404). These committees are composed of three or more members from among the directors by resolution of the board of directors. The majority of the members of these committees must come from outside the company (Article 400). Also, members of the audit committee cannot concurrently act as an executive officer, executive director, accounting adviser, or manager of an affiliated company or subsidiary firm.
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Figure 2. Companies with the Board Committee System (Demise, 2006a, adapted).



The authority of these committees is stipulated in Article 404 of the Companies Act. The nominating committee determines the contents of proposals concerning the election and dismissal of directors and accounting advisors (in companies with an Accounting Advisors system) for submission to the shareholders meeting. The audit committee examines the execution of duties by the executive officers, namely directors and accounting advisors, and determines the contents of proposals concerning elections, dismissals, and reelections of accounting auditors to the shareholders meeting. The compensation committee determines the remunerations of the executive officers.

Major Japanese electronics companies such as Hitachi, Sony, and Toshiba have adopted this model because it mitigates problems associated with the separation of ownership and control. Through adopting this board committee system, as observed in Demise (2006a), Sony aimed to enhance its group CG by improving management transparency and boosting the role of the board as a monitoring body. Toshiba adopted this system to reinforce supervisory functions and management transparency and to improve operating flexibility. Hitachi, on the other hand, aimed at improving its decision-making speed, ensuring more transparent management practices and improving its global management. In companies with this board committee system, stockowners do not have the right to elect corporate auditors nor to nominate board members (Demise, 2006a).

In addition to these, there are companies that have introduced ethics committees, which are usually chaired by external directors. As the number of foreign investors has increased, there is a trend to include outside members in these ethics committees with responsibility for communication with foreign investors (Demise, 2006a).

Institutional Investors and Governance

In the Japanese corporate environment, institutional investors—mainly banks and other corporate investors—play a significant role in establishing CG. As Miwa (2006a) observes, institutional investors have become more involved in corporate governance by using stockowner proxy votes and promoting socially responsible investment (SRI), which means investing in companies that consider their corporate social responsibility (CSR). Such investors consider not only the gains their investments return but also the full impact of the firm on society.

Institutional investors have gained prominence in Japan since the start of the current century. There are certain historical reasons for this. Holding the stock of other companies is very common in Japan. Banks and other large corporations hold the stock of related and unrelated companies. These companies are monitored by their investors in the context of mutual stock ownership within the cross-shareholding system.1 CSR gained importance in Japan after the Enron crisis in the US, and also since the 1990s when scandals related to illegal loss compensation by stockbrokers became public. The Japan Federation of Economic Organisations (Keidanren) developed a Charter of Good Corporate Behavior for its member companies. In the face of frequent scandals among its member companies, it revised the charter three times. In May 2004 it incorporated social justice and environmental management as part of its model of ideal corporate behavior, with increasing stress on CSR (Miwa, 2006a). The Japan Association of Corporate Executives (Shacho Kaigi) issued a Corporate White Paper in 2003, spelling out the importance of CSR. This gained further impetus from a story in the Nihon Keizai Shimbun on 1000 major companies published on January 14, 2004, which found nearly 45% of the companies had instituted CSR by 2003 (Miwa, 2006a).

Japanese institutional investors have a friendly attitude to CSR, in that they establish funds to promote investment in companies that consider their social responsibilities. The first such fund, the Eco Fund, was established in August 1999 by Nikko Asset Management. Asahi Life Asset started selling its Asu no Hane in September 2000 and promoted several of its CSR aspects, namely consumer responsiveness, employment quality, and social contributions. By December 2003, 18 socially responsible investment funds were established by several different investment trusts (Miwa, 2006a). However, the financial performance of these funds has been mixed. Total fund value reached 200 billion yen in 1999, but plummeted to 60 billion yen in 2003. The number of these funds increased to 2500 in September 2004 (Miwa, 2006a). Although the number of socially responsible investment funds increased in the first half of the 2000s, their attractiveness has greatly diminished recently.

Socially responsible investment funds have the potential to play a very positive role in CG. Miwa (2006b) found that two prominent funds, the Pension Fund Association and the Pension Fund Association for Local Government Officials, have devised ways to exercise their voting rights in a positive way without any direct corporate influence. They are able to voice their opinions about CSR in all governance issues. There also exist institutions such as trust banks, life insurance companies, and investment advisory firms that invest the assets of employee pension funds. They are given the “necessary authority to carry out investment for customers concerned.” Miwa (2006b) found that the pension fund sponsors propose guidelines on voting rights in “basic investment policies” and “management investment policies” to tackle social issues in a positive manner. Even here, the ultimate decision making authority on exercising shareholders’ voting rights is left with the fiduciary institutions. These institutions need to report their business results, for which quantitative evaluation criteria are available. The investment advisor firms possess self-regulating rules for their investment business and ideally take a leading role in exercising shareholders’ voting rights (Miwa, 2006b) to protect stockowners and advance socially responsible causes. Importantly, Japan’s recently introduced Stewardship Code requires institutional investors to enhance medium- to long-term investment returns for their clients and beneficiaries by improving corporate value and promoting sustainable growth through constructive engagement. The code defines institutional investors as “asset managers” and “asset owners”. It requires the former to enhance the corporate value of companies through day-to-day constructive dialogue. Asset owners are requested to fully disclose their stewardship responsibility policies (Council of Experts Concerning the Japanese Version of the Stewardship Code, 2014).

Stakeholder Governance

CG in Japan is based on the understanding that a business corporation is accountable to multiple stakeholders including creditors, employees, business partners, and interested parties in society. In addition to the regular stockowners, banks, buyers and suppliers, and other associates invest in the company’s shares, but these investors are mostly interested in the long-term growth and prosperity of the firm rather than short-term profits (Ahmadjian, 2002). High dividends and stock prices are less attractive to them; rather they are more interested in seeing an increase in the market share of the company (Ohtsu & Imanari, 2002).

One characteristic feature of Japanese business is the keiretsu (affiliated company group) system and business financing from a large bank, usually called the “main bank”. The main bank acts as the nucleus of the financing system, holds shares in the companies, provides bulk loans and extends working capital to companies in the group. Before and after investing in its stock and extending loans, the main bank thoroughly examines a firm’s overall position, including its business strategy, technology, business links, and future plans. It is potentially a very powerful monitor of the activities of client firms from the perspective of other creditors and the remaining shareholders.

The main bank provides insurance against financial distress and is a lender of last resort to the firm because other creditors will abandon the firm if it faces problems (Scher, 2002). As the governance and monitoring agent, it supplements the role of the other creditors and shareholders. As a matter of fact, the main bank acts as a watchdog on its client firms by continuously monitoring their creditworthiness and financial viability. Since the keiretsu system prevails in the banking sector also, the main banker’s related trust bank (shintaku ginko), insurance companies, and firms closely related to it may also invest in the firm. This cross-shareholding helps exercise governance for their mutual benefit. It is quite common that the main bank places one or two of its executives on a firm’s board of directors. Although the main bank’s role was seriously questioned during the collapse of the bubble economy (characterised as excessive speculation in land and the stock market) in the early 1990s and the period of severe crisis (mainly of non-performing loans) in the banking industry in the late 1990s, the system is still in good shape because small and medium-sized Japanese firms remain heavily dependent on bank financing.

Another important part of CG in Japan is the employees in the company. Historically, under the prevalent managerial paternalism, the employing firm has an unwritten but binding obligation to provide continuous and stable employment. Under the lifetime, or permanent employment system large corporations must provide job security and career advancement opportunities to all full-time employees. The Japanese job market encourages vertical mobility within the firm and discourages horizontal movement between firms. As a result, the employing firm and its management possess a de facto obligation to sustain the growth of the firm to offer increasing opportunities for career growth to employees (Khondaker, 1997). As their career prospects are linked to the fate of the firm, employees continuously monitor the activities of management. Although Japanese employees are not represented on the board, their concern with management efficiency goes a long way to promoting better corporate governance.

Under Japanese-style management and its supply-chain management, buyers and suppliers also constitute powerful stakeholders and exercise a strong role in consolidating governance. Large-scale final product manufacturers in the automobile, electric, and machinery industries, which mostly operate just-in-time inventory systems, promote and manage strong tie-ups with parts-makers and ancillary suppliers called shitauke (subcontractors). In order to reduce lead times for supply and delivery, such makers build factories in close proximity to their main buyers. Large manufacturers and even their keiretsu firms invest in the equity of shitauke, place their own representatives on the board to exercise oversight, provide them with technical support, and dispatch experts to support them. Buyers also train suppliers’ engineers and core employees in their manufacturing systems. Some supplying firms depend exclusively on these large buyers and do not possess external markets. Thus, a mutual interdependence and unity of interests prevail among them. Ahmadjian (2002) observes that a firm’s obligation to its buyers and suppliers and the ability to monitor one another depends mostly on a set of normative understandings concerning its obligations to its trading partners.

The government and society also have a keen interest in the activities of firms and corporations in Japan. To give a few examples, the government urges corporate management to exercise fair and constructive practices and offer stable employment and income, urges corporate responsibility in national economic development, promotes employment for women, and encourages investment in rural districts. Bureaucrats influence management and CG through extralegal methods in the guise of amakudari.2 The consumers’ association also keeps a vigilant eye on CG, especially in matters of safeguarding consumers’ interests.

ACCOUNTING, DISCLOSURE, AND FINANCIAL REPORTING IN JAPAN

Accounting

Articles 431–435 of the Companies Act include provisions regarding the use of accounting principles and the types of financial statements to be prepared by a public company. The accounting must be subject to business practices generally accepted as fair, appropriate, and pursuant to the applicable ordinance of the MOJ. And all accounts and important materials regarding business must be retained for ten years from the time of closing and preparation of the financial statements. Any shareholder holding three percent of the voting rights can request at any time to inspect those accounts.

Financial statements in Japan include profit and loss statements, balance sheets, and most other commonly used statements (cash flow statements and consolidated financial statements) prescribed by any applicable ordinance of the ministry. A company is also required to prepare necessary business reports for each year accompanied by the necessary supplementary statements. A number of ministries and departments, namely MOJ, the Ministry of Finance, and the Financial Services Agency (FSA / Kinyu-cho) under the Cabinet Office, exercise control of accounting practices. In order to develop corporate accounting standards, the FSA established a Financial Accounting Standard Foundation or FASF (Zaimu Kaikei Kijun Kiko) in July 2001, and the Business Accounting Standard Committee of Japan or ASBJ (Kigyo Kakei Kijun Iinkai) was set up within this agency.

Three laws govern financial accounting practices and reporting in Japan. Of these, the Companies Act has replaced the provisions of the Commercial Code, and it applies to all public corporations. It is primarily concerned with the protection of creditors and shareholders, and defines how assets, liabilities, revenues, expenses, and net income are to be calculated. It also provides guidelines for how financial statements are to be announced to the public and submitted to shareholders meetings, and how any temporary financial statements will be made. The Financial Instruments and Exchange Act governs the information disclosure obligations of all listed public companies and helps investors make their decisions. The Corporate Income Tax Law governs some accounting measurement issues, such as income appropriation and tax deductions, that are not covered in other laws.

The ASBJ has developed 26 Japanese corporate accounting standards. It takes into account International Financial Reporting Standards (IFRS) and other standards issued by leading national standard setters, especially the Financial Accounting Standards Board in the US These Japanese accounting standards have some elements that differ from international and US standards in the areas of directors’ remuneration, audit fees, and business combinations, and are considered less meaningful by foreign investors (Nakoshi, 2006).

Disclosure

In accordance with the disclosure concept of accounting, the corporation must transmit all material financial data either in the body of its financial statements or in the attached explanatory notes. Especially, full disclosure is needed with respect to the method of charging depreciation, valuation of inventory and assets, declaration of dividends, directors’ remuneration, audit fees, business combinations, bad and doubtful debts, contingent liabilities, acquisitions, and changes in accounting methods. The company must give full disclosure of all material facts necessary for a complete understanding by third parties or that are relevant to decision-making that might be based on the financial statements. The Japanese Companies Act and generally agreed accounting principles (GAAP) uphold the spirit of accounting disclosure.


After the Sarbanes-Oxley Act of 2002 in the US, the announcements of earnings in financial statements and securities reporting in Japan have conspicuously increased. The contents of such disclosure documents are very similar to those in Europe and the US, and consequently disclosures concerning governance have widened (Nakoshi, 2006). Furthermore, the Tokyo Stock Exchange announced a set of “Basic ideas concerning corporate governance and execution conditions“, which reflected the suggestions submitted to it by many listed companies concerning decision-making, execution mechanisms, election of external directors, external auditors, human relations, capital relations, self-dealing relations, and other interests (Tokyo Stock Exchange, 2013). The mechanisms of operating audit, accounting audit, and internal audit were set out in detail. Disclosure on remuneration was divided into two parts, one for directors and the other for auditors. They must report their numbers and the amount of each director’s remuneration; and no distinction was made between internal and external directors (Nakoshi, 2006). This practice is now followed by many Japanese companies.

Another important milestone concerning disclosure in Japan and yet another great influence from the Sarbanes-Oxley Act is that all listed companies are required to include in their prospectus and securities report an item on the “Situation of the corporate governance”. Two additional items, “Risk of business” and “Analysis of the financial position and the management result,” are also now required. This has created new obligations for management regarding the disclosure of material facts and significantly raised the quality of Japan’s financial reporting (Nakoshi, 2006).

Financial Reporting

The situation of financial reporting in Japan is outlined here along the lines described by Singleton and Okazaki (2002). Both the Companies Act and the Financial Instruments and Exchange Act require companies to submit a business report for every accounting year together with a balance sheet, income statement, statement of appropriations of retained earnings, and supplementary statements to the Ministry of Finance (MOF) and the Securities Exchange Commission. The format, classification, extent of disclosure, and the type of supplementary information differ as required by these two agencies. The Companies Act requires the following supplementary information: (a) changes in capital stock and reserves, (b) changes in bonds payable and other debt instruments, (c) changes in fixed assets and accumulated depreciation, (d) the amount of debt guarantees and collateral assets, (e) related party transactions, such as with subsidiaries, directors, and controlling shareholders, and (f) ownership of subsidiaries. Although the Financial Instruments and Exchange Act requires similar information to be submitted to the MOF, this ministry requires additional information: details on pension obligations, marketable securities, and intangible assets. It also requires additional forecasts of capital expenditures, debt requirements, a cash flow statement, and a six-month cash flow forecast. However, these are not required to be audited (Singleton & Okazaki, 2002).

Companies that are listed on the stock markets are subject to the Financial Instruments and Exchange Act. They are required to submit consolidated financial statements including a balance sheet, income statement, and cash flow statement. The financial statement of a subsidiary company must be consolidated with those of the parent company when the latter holds more than 50 percent of the stock in the subsidiary. The law precludes some categories of subsidiary from inclusion in the consolidated statement. But the requirement of consolidated financial statements increases the transparency of the corporation, and especially of the operation of unprofitable subsidiaries (Singleton & Okazaki, 2002). Depending on the submission requirements of the specific agency, financial statement formats differ. For the balance sheet, assets, liabilities, and equity must be classified separately. Current assets and current liabilities are distinguished from long-term items. The income statement is required to have an additional section for special gains and losses, which also include prior period adjustments (Singleton & Okazaki, 2002).

The MOF holds the upper hand on all matters in connection with financial reporting by companies in Japan. The MOF requires disclosure of the major segments of a firm’s operations, classified into lines of business and geographical sectors in footnotes, and with particular disclosure on each segment’s turnover, assets, and operating income. According to Article 496 of the Companies Act, the financial statements, business reports, and supplementary schedules must be audited. The auditor’s duty is to attest to the authenticity of the financial statements. Companies listed on the stock market and unlisted companies that have share capital exceeding ¥500 million and liabilities of ¥20 billion, are required to have their accounts and financial statements audited by a Certified Public Accountant (CPA). This accountant must certify that financial statements show a true and fair view of the business’s performance and the financial position of the company.

The Status of International Financial Reporting Standards in Japan

Although the Japanese accounting principles are similar to those in other industrialised countries, especially the US, in fact, many differences remain. Japan has not yet adopted international reporting standards; rather, it has developed its own standards that are broadly in line with those of the International Financial Reporting Standards (IFRS). The standard setting process is complicated and slow. The Business Accounting Council or BAC (Kigyo Kaikei Shingikai) of the FSA suggests that it is appropriate for the ASBJ, which is capable of developing accounting standards and authorised to do so, to first examine the contents of the IFRS, so that it can design standards consistent with those used by Japanese GAAP (ASBJ, 2013). Consequently, the ASBJ is trying to harmonise its accounting rules and reporting standards with the global norms. In August 2007 the ASBJ and the International Accounting Standard Board (IASB) signed an agreement intended to accelerate the convergence between Japanese GAAP and IFRS. In accordance with this agreement, some major differences between Japanese GAAP and IFRS were eliminated in the first phase by 2008 and the remaining differences were removed by June 2011. The European Commission (EC) concluded in December 2008 that Japanese GAAP were equivalent to the IFRS adopted by the European Union (JICPA, 2015). According to a report in the Nihon Keizai Shimbun dated 4 March 2015, by the end of 2013, 25 large companies had introduced IFRS. This increased to more than 100 companies by 2014. The list includes Hitachi Seisakujo, Toshiba, Honda, Nidec, JX Holdings, Iida Group Holdings, and many other prominent companies. It is likely that many other Japanese companies will soon switch to IFRS. One major motivation of the shift to IFRS is that it will facilitate foreign acquisitions in Europe, North America, and other developed countries (Nihon Keizai Shimbun, 2015).

Window Dressing in Financial Statements

Fraudulent financial reporting is easy to define. It is simply reporting inaccurate values for assets, liabilities, and cash flows. It includes practices such as reporting sales and expenses in periods when the sales or expenses are not actually incurred. Such activities are a clear violation of accounting principles. As mentioned above, according to the prevailing laws and customs in Japan, financial statements must show a true and fair view of performance and the state of affairs of the company in the most accurate form and understandable way. In contrast to fraudulent financial reporting, window dressing is the process of manipulation of financial information; it intends to give users a more favorable impression of the performance and the position of the company (Khan, 2000). The practice is not necessarily fraudulent, but it is a willful maneuver to show a better performance and state of affairs. In reality, the state of affairs shown is not typical of what prevailed throughout the year. Companies resort to it to show a stronger business position than competitors, influence prices in the stock market, sell a new stock or bond issue, deceive the tax authority, conceal a liquidity crisis, defend against hostile takeovers, hide managerial inefficiency, pay or receive shoddy bonuses, and deceive unsophisticated investors. Griffiths (1986) humorously calls window dressing creative accounting whereby, “every company in the country is fiddling its profits. Every set of published accounts is based on books which have been gently cooked or completely roasted. The figures which are fed twice a year to the investing public have been changed to protect the guilty. It is the biggest con trick since the Trojan Horse.” He further argues that although the accounting standard regimes have undergone drastic changes in the 1990s, there still exist a plethora of devices that a company can adopt to show its performance and position in a better light.

Many of the accounting scandals that occurred in Japan in recent years involved the nation’s top companies and auditing firms. This, despite the fact that Japan possesses very fine accounting regimes, accounting and auditing standards, and many surveillance authorities. Window dressing went unnoticed and undetected because regulatory regimes and protections are, in practice, lax. The accounting and auditing professions are largely controlled by powerful business elites. The latest scandals include major companies like Kanebo, Livedoor, Daio Seishi, Toshiba, and Akebono Brake. These scandals, especially Olympus’s decades-long accounting deceit and Toshiba’s enormous markdown, shocked the nation and the business community (Olympus Corporation, Third Party Committee, 2011 and Mochizuki, 2015). Teikoku Data Bank (various years) reported that there were 10 window-dressing cases in 2005, 17 in 2006, 35 in 2007, 44 in 2008, 25 in 2009, 40 in 2010, 59 in 2011, 57 in 2012, 52 in 2013, and 88 in 2014. These show the enormity of the problem in Japan. Most of these scandals were made possible, or were permitted to endure, because of accounting fraud, flexible financial reporting, excessive window dressing, and violations of compliance requirements.

Auditor’s Liability

Audit Board Member (Kansayaku)

Under Articles 429 and 430 of the Companies Act, an audit board member is liable to the company if there is any breach of “duty of care” owed to it. Moreover, if there is any bad faith or gross negligence in performing audit activities, or if the audit report contains any false statement, the concerned member will be directly liable to the third party (MOJ, 2005).

Accounting Auditors (Kansahojin)

Theoretically, auditors’ offenses in connection with creative accounting practices to window-dress financial statements can be labeled professional negligence, misfeasance (breach of trust or duty imposed by law), and professional misconduct—for which they can be prosecuted under the civil and criminal laws of the country. Most of these offences happen due to non-compliance with professional codes of conduct and ethics, failure to follow accounting and auditing standards, and malicious collusion with clients.


The auditors’ responsibility is one of the most debated and controversial topics among auditors, academics, media, regulating authorities, and the public (Gay, Schelluch, & Reid, 1997). The debate has become exacerbated by the collapse of big corporations such as Enron and WorldCom. The debacles of Enron, AIG, WorldCom, and Sunbeam in the US, Parmalat in Italy, Satyam Computer in India, One.Tel in Australia, and several other big frauds in Germany and South Korea prove that accounting scandals are blind to geography (Financial Week, 2009), and the national status of companies and audit firms. Financial report users perceive auditors’ duties to be detecting and reporting frauds more than looking into compliance with statutes and audit standards (Lee, Md. Ali, & Gloeck, 2008). Auditors must assume both professional and legal duties while examining their clients’ financial statements (Ang & Lim, 2008).

In the aftermath of scandals at some prominent companies, including Kanebo and Livedoor, the FSA developed internal control regulations in 2007. In 2006 it took 163 administrative disciplinary actions against financial institutions, which was an increase by 50% over the previous year. The FSA instituted those legal measures to enhance internal controls in the listed companies. These measures are nicknamed J-SOX by the Japanese media (Carozza, 2007) after the nickname for the Sarbanes-Oxley Act.

Theoretically, complaints and litigations by any party may give rise to liabilities, which can be categorised as liabilities to clients and liabilities to third parties. The first category arises due to professional negligence in carrying out assigned responsibilities and for committing misfeasance. When sued, the court investigates under Civil law or Criminal law depending on the nature of the alleged offense. The court may refer to all the principles and rules that regulate the affairs of the accounting and auditing profession in the country. The final verdict of the court, whether it is a financial penalty or a professional penalty, is given with due reference to the precedents and verdicts set in earlier cases.

However, in Japan the penalties for accounting misstatements are less severe than those in the US In accordance with Article 197(2) of the Financial Instruments and Exchange Law, the court can imprison an auditor for up to ten years and/or can impose a fine of up to 10 million yen. For any misstatement in the internal control report, the penalty is imprisonment for up to five years and/or a fine of up to 5 million yen (Carozza, 2007). Table 1 shows a summary of the various offenses and liabilities under the jurisdiction of these different laws.

An aggrieved party can also lodge complaints against an auditor, or his affiliated audit firm. It is mandatory on the part of professional auditors in Japan to strictly follow the guidelines of the CPA Law. If they fail to follow any of the rules, charges for professional misconduct can be filed against them. In such cases, with due investigation into the content of the complaint, the Prime Minister’s office may either issue a tough reprimand, or may cancel membership, or may withhold membership for a period of up to two years, which precludes the auditor from undertaking any professional activity. The office may even ask for the dissolution of the audit firm (Yamaura, 2012).


Table 1Liabilities for auditors for window dressing of financial statements



	Type of Offense

	Related Law

	Liability




	Criminal offense
	Financial Instrument and Exchange Law
	Maximum of 10 years in prison or fines of 10 million yen (¥) (personal abatement or joint offense)



	Administrative punishment
	Companies Law Financial Instrument and Exchange Law
	Fine of up to ¥ 1 millionAccepted disposal



	
	CPA Law
	Individual auditor: Reprimand, withhold from practice for two years, cancellation of membership, surcharge payment Auditing firm: Reprimand, order to improve business management, withhold from practice for two years, dissolution, surcharge payment



	Civil offense
	Companies Act
	Liability for damage (audited company, third party)



	
	Financial Instrument and Exchange Law
	Liability for damages (investor)




SOME OBSERVATIONS ON CG AND REPORTING IN JAPAN

The CG debate in Japan is relatively newer than that in the US and Europe (Aoi, 1997). In part, this is because CG faces somewhat different challenges in Japan’s unique business environment. As described above and further explained below, cross-shareholding, the main bank system and stakeholder governance mean that the traditional preeminent focus on shareholder rights and value is diminished in Japan. Nevertheless, CG in Japan is broadly similar to corporate governance in other developed countries; its primary focuses are on the rights and treatment of stockowners, responsibilities of the board, and accurate financial reporting.3 It was only in the 1990s that the debate got some momentum when corporate earnings, investment, and stock prices declined tremendously. The actual governance at that time was rather lax. The practice of cross-shareholding among companies has prevented shareholders from exerting sufficient influence on management. Corporations can deny shareholders any means of effective oversight of investment policies and retain excess capital instead of returning it to shareholders, which leads to inefficiency (Aoi, 1997) and conflict among stakeholders (Kester, 1997). Due to their close relationship with banks, management did not feel the presence of capital constraints even during the period of high growth in the 1960s, 1970s, and 1980s. This allowed firms to make long-term investments in facilities and expansive R&D expenditures for product and process development. The negative impact of this was that many Japanese companies embarked on unrelated diversification and expansion. On the whole, these investments were not viable—indeed, these ill-advised investments are one of the reasons that Japan has experienced low economic growth over the last 25 years. It is a painful reminder that poor CG has a broader impact than simply damaging the interests of stockowners.

Since the inclusion of the provisions regarding corporate accounting and auditing into the Companies Act from the Commercial Code around 2005 or so, some hundreds of companies have adopted the board committee system. Toyota, Matsushita, Sony, and Canon have adopted this system, reduced the size of their boards, and introduced corporate auditors from outside. Many companies have adopted an executive officer system (shikko yakuin) to introduce the small board system and to separate execution from decision-making (Ahmadjian 2002; Demise, 2006a).

According to Sherman (1997), main bank and cross-shareholding of stock result in a situation where the inside shareholders hold effective power and the outside shareholders do not. Similarly, inside directors have power, but outside directors do not. This situation has seriously reduced the effectiveness of CG in Japan. Especially in the 1990s, when the bubble economy burst and corporate scandals erupted, there was a collapse of corporate growth and business confidence. To a degree, these were all attributable to lax CG. The stakeholder system was blamed for fostering insular thinking and a lack of accountability (Ahmadjian, 2002). The lifetime and seniority employment system was blamed for breeding deadwood inside firms, which obstructed merit-based reward systems. The long-term buyer-supplier relationship is also blamed because large, powerful corporations precluded firm-specific specialisation by small and medium-sized enterprises. This was done through the large firms placing their own employees on the boards of the small firms. In this way, their boards do not allow them to exercise their own decision-making and management authority in view of their specific circumstances (Chernenko, Foley, & Greenwood, 2012).

From the 1990s onward, foreign investment in the Japanese stock market has increased. Although companies are increasingly interested in incorporating external directors on their boards, both individual and institutional foreign investors are reluctant to take part in high-level management activities. Yet they are pressuring firms to pay more attention to shareholder governance. The recent example of activist foreign investor Daniel Loeb’s efforts to encourage Fanuc to increase its dividend payout shows that Japanese firms can respond positively (McCombs & Clenfield, 2015).

Some other changes have also taken place since the 1990s. After the enactment of the Sarbanes-Oxley Act, 2002 in the US, the basic concept of corporate governance and execution was refined and widened in Japan. Prospectuses and securities reports were required to include items on the situation of CG, business risk, financial position, and management result. This has created consciousness both inside and outside the companies. The Financial Instruments and Exchange Act, 2006 included new punitive measures to prevent fraudulent reporting in listed companies. The FSA, known as the Japanese version of the US Securities and Exchange Commission, has also reinvigorated its surveillance activities. The government has reduced the fee for filing a lawsuit against executives for derivative losses and other premeditated malpractice. This has increased the number of cases against companies for actual and attempted misbehavior in compliance, reporting, and governance. Some companies also have reduced the size of their boards to reduce unscrupulous practices. The Association of Certified Fraud Examiners has launched a Japan branch and started certification of fraud detectors since 2004. Consequently the number of trained and experienced fraud examiners has increased.

JAPAN’S NEW CORPORATE GOVERNANCE CODE

In June of 2015, Japan adopted a new corporate governance code. The goal of this code is to raise corporate value over the medium and long-term. The code is the work of a council of experts, notably Professor Kunio Ito of Hitotsubashi University, Japan’s Financial Services Agency, and the Tokyo Stock Exchange. The code is consistent with the OECD’s governance principles. The code is not legally binding; rather, its principles request that all corporations comply, or explain why they do not comply. Much of the code is conventional. It seeks to promote the rights and equal treatment of stockowners. Accurate financial information must be disclosed and decisions should be transparent. Cooperation with all stakeholders in the firm is encouraged.

The new governance code’s primary impact will come from three innovations. It calls for all corporations to have at least two outside board directors. These new external directors should be appointed by March 2016. This will be a challenge because most large Japanese firms have only one external director and some have no external directors at all. Although less than the majority of external directors required in some countries, this requirement could reduce the entrenchment of current corporate managements. The code also calls for an explanation for cross-shareholding, with the implicit suggestion that cross-ownership of shares damages value, hides poor performance, and entrenches management. Further, the code requires that this explanation be meaningful. Cliché, boilerplate explanations such as “… cross-shareholdings are considered investments aimed to strengthen competitiveness among suppliers and partners” will not be acceptable under the new code.4 This change could have a huge consequence if stable shareholders are replaced by owners who aggressively seek increased corporate value. Finally, the new code calls for companies to welcome greater participation by women in management and the establishment of independent whistleblowing systems. These changes offer perhaps the most significant long-term improvement in governance and performance, as they will reduce the ingrown mentality that dominates many companies.

The arrival of the new governance code has coincided with an increased emphasis on improving profitability. Professor Ito and other governance experts have called on all public firms to achieve a return on equity of at least eight percent. Further, a new stock index has been created that focuses on Japanese firms that meet global investment standards. This JPX-Nikkei Index 400 is composed of Japanese firms with good governance and good performance (Japan Exchange Group, 2015). Performance includes measurement with return on equity and governance specifically requires at least two outside directors and the adoption of (or commitment to adopt) International Financial Reporting Standards.

The new code and other changes may indeed lead to significant improvements in Japanese corporate governance. This certainly would be a very good thing, both for companies themselves and the broader Japanese economy. Yet, a certain amount of skepticism is justified. The new code does not have the force of law; it does not specify punishments or sanctions. Corporate leaders may appoint outside directors who are not qualified to evaluate financial accounts. For example, a major computer maker has recently appointed a former astronaut to its board. The astronaut is undoubtedly intelligent and brave, but has no experience with finance. Similarly, the practice of cross-shareholding could be transformed into another kind of stable, passive ownership by introducing new classes of stock with limited selling rights and different payout claims. A major automaker has created just such a class of stock.

HOW TO REDUCE FRAUDULENT REPORTING AND REFORM CG

In order to enhance the effectiveness of governance, reducing fraudulent reporting is an essential precondition. In practice much fraudulent reporting arises from the discretion that managers have with respect to reporting revenues and costs. Traditional accounting gives managers a choice in that they can decide whether to report revenues in the current period or later periods. This choice is based on accounting principles that in theory are clear but in fact can be interpreted in ways that managers find convenient. Internal accountants and independent auditors can limit this discretion in theory, but in practice auditors are often unwilling or unable to challenge managers. A similar situation applies to costs. Managers have an effective choice of whether to recognise expenses in the current period, or to capitalise these costs over later or longer periods. The amortisation of goodwill is an item especially likely to be manipulated.

The motivations of managers differ in the way they use their accounting discretion when they deal with tax collecting agencies, minority firm owners, creditors, and governance issues. Managers use their discretion to minimise reported profits when dealing with tax agencies. Managers usually elect to report better results when dealing with governance-focused groups and creditors (in the hope of qualifying for additional credit). Managers also have mixed fraudulent incentives when dealing with minority owners. In some related party transactions, they deceitfully report lower asset values (for example, when a manager-related party buys the asset from the company). In other cases, they report higher asset values (for cases when the company buys an asset from a party related to the management).

In almost all cases, the problem is related to reporting assets, liabilities, and cash flows at wrong, or non-market, values. The inability of auditors to recognise (or reject) these wrong values makes the fraud successful. Therefore, any change that makes the transactions more likely to be reported at real market values, or minimises the discretion of managers to decide how to report revenues and costs reduces misleading reporting and improves governance. Anything that reduces related party transactions (and parallel transactions) will lead to improvements in both reporting and governance. Cash-flow accounting, if fully implemented, might improve financial reporting and governance. In terms of tax collection, anything that forces firms to report transactions at arm’s length values will help improve reporting.

Anything that improves the independence of auditors is good for clean financial reporting. Lack of genuine independence is especially detrimental to good CG. High-quality laws, codes, and guidelines will not produce good CG unless internal and external auditors have the genuine power to stand up to management to produce financial reports that accurately describe the assets, liabilities, and cash flows of firms. So, borrowing words from the old Jim Croce song, auditors should be “meaner than a junkyard dog,” and not the passive lapdogs they are today. Furthermore, there is a need to adopt the mentality that managers and workers are genuinely responsible for the care of the firm’s assets for the real owners of these assets: stockowners.


As described above, failures of corporate governance are almost always linked to fraudulent or inaccurate financial reporting. High-quality laws and regulations that conform to best-practice, international standards will not contribute to good governance when managers are able to report inaccurate financial statements. This problem is vividly demonstrated by the recent case of Toshiba. Toshiba follows international financial accounting standards and has won numerous awards for social responsibility. Toshiba was in the JPX-Nikkei 400 index of good Japanese firms and, Toshiba had four external directors on its board. Yet, Toshiba has experienced a fraudulent financial reporting scandal involving more than one billion dollars that has persisted for years under several management teams. Once the scandal became public knowledge, Toshiba was forced to reorganise its businesses. Chronic underperforming business lines are being sold, closed, or repaired.

Japan’s new governance code is a joint product of academics, corporate managers, and financial market administrators. Of necessity it is a compromise. Because the code’s adoption by companies is voluntary, the code cannot be excessively radical. Yet, the code could be better. So, in the context of recent scandals, poor corporate performance and with a view to enhancing the new corporate governance code, we suggest the following:


	Boards
a) Boards and managers must pay more attention to shareholders’ interests in the company. This includes making a dated commitment to earning a minimum return on equity and creating middle- and long-term value in a concrete way.

b) Companies should make a dated commitment to achieve a certain proportion of their senior management and board being women. This will improve corporate governance and performance by diluting the ingrown mentality that has become common in many companies.

c) Boards should introduce systems to communicate with the institutional shareholders and encourage them to increase investment in socially responsible projects/companies. Boards should create a new committee alongside the existing committees to address outside shareholder queries, concerns, and suggestions. In this area, institutional investors should commit to follow Japan’s Stewardship Code.

d) The size of the boards is still impractical in many companies; it should be reduced. Boards should have at least two outside members. Ideally, a majority of board members should be external.

e) Companies should make greater use of external board members in the audit committee.


	Shareholder Meetings
a) Companies should initiate a disclosure system for the nominees to board membership and seek the opinions of proxy voters beforehand while casting their proxy votes for any such nominee.

b) Companies should simplify their registration and voting process and encourage shareholders to participate in the annual general meeting of shareholders.

c) Companies should refrain from holding their annual shareholder meetings on the same last few days of June.

d) For foreign shareholders, the board meeting’s timing, proxy issues, and linguistic matters should be handled without any cultural bias. Companies should develop adequate and effective communication measures for non-Japanese.


	Financial Reporting
a) Companies should change their certified public accountants every three years. A material restatement of financial results should trigger an automatic change in the firm’s certified public accountant with the new accountant selected by Japan’s Financial Services Agency.

b) All reporting and CG measures should focus on prevention of malpractice rather than simple compliance with regulations.

c) Companies should fully disclose all related-party transactions with directors and major shareholders.

d) All Japanese public firms should adopt International Financial Reporting Standards.


	Stock Ownership
a) Current interlocking parent-subsidiary relationships create onerous pressure, especially on the subsidiary companies. This should be mitigated to promote flexibility of management and better governance and allow genuine value-creation by subsidiaries.

b) Companies should not create classes of stock with different voting rights, different payout rights, and limited selling rights. Preferred stock and debt securities should not have voting rights equivalent to common stock voting rights. In principle, all equity holders should receive equal treatment.

c) Companies should eliminate cross-shareholding that does not have an economic rationale.


	Corporate Responsibility to Society
a) Companies should make a dated commitment to establish an independent system for whistleblowing.

b) Like most developed nations, Japan should encourage the development of independent shareholder research and proxy voting organisations.

c) The new Japanese Corporate Governance Code is an excellent start. However, the code’s ultimate effect on governance will depend on how strongly boards are motivated to implement the code. Firms that fail to comply with the code should be removed from stock indices.




CONCLUSION

This paper has described the current state of corporate governance and financial reporting in Japan. It has outlined the legal basis of how firms should be managed, and in whose interests firms should be run. Although the legal basis is good in the sense that it conforms to international standards, as a practical matter, the resulting governance is not what it should be. Both in terms of return on investment and in protecting the interests of shareholders, corporate governance in Japan leaves much to be desired. The paper argues that a key to good governance is accurate financial reporting. Fraudulent reporting has played a significant role in many recent examples of governance failure. The paper offers suggestions to enhance governance and improve financial reporting. However, the authors believe that most of the current problems and weaknesses in corporate governance in Japan can be mitigated if the company’s annual general meeting functions effectively and auditors produce accurate financial reports. In view of the apparent effectiveness of the Sarbanes-Oxley Act in the US, making the chief executive directly responsible for all financial reports might reduce fraudulent reporting and improve governance. Finally, the authors believe that these suggestions are relevant to corporate governance in other countries.
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NOTES

1.   Mutual cross-shareholding is very common in Japan. For example, Company A will own some of the stock of Company B and Company B will own some of the stock of Company A. Cross-shareholding peaked in 1988 at 51% of shares based on market values. It is still high, at more than 10% on average.

2.   Amakudari is the practice of retired government bureaucrats being employed in the firms and organisations they formerly supervised. The literal meaning of the term is “descent from heaven.”


3.   The OECD principles of corporate governance (2004) use the terms “disclosure” and “transparency” to refer to accurate financial reporting. Although much of Japan’s corporate governance development is a result of domestic processes, concepts of corporate governance from other developed countries played important roles. In particular the “comply or explain” idea from the London Stock Exchange’s principles and some concepts in the Sarbanes-Oxley legislation from the US contributed to Japan’s corporate governance. For more on this please see Demise (2006b).

4.   And in a similar way concerning external directors, boilerplate that explains the lack of these directors as due to “… the inability of outsiders to understand the business” will not be acceptable.
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ABSTRACT

Cross-Border Mergers and Acquisitions (CBMAs) are one of the vehicles for Foreign Direct Investment (FDI) and remain a popular external growth strategies by firms worldwide. However, World Investment Report 2015 (UNCTAD, 2015) reports a slight decrease of 16% in global FDI for year 2014. Nevertheless, FDI inflow to emerging economies especially the Association of Southeast Asian Nations (ASEAN) member countries increase by 5%. With the intensity of CBMAs in ASEAN member countries, this paper reviews the six ASEAN member countries which actively involved in CBMAs from January 2002 to December 2014. Discussion is also centered on how the main research stream on CBMAs (antecedents, impact of CBMA and determinants of firm performance) relates to CBMA trends by ASEAN member countries. Corporate governance spillover hypothesis is anticipated to explain the CBMA motivations of the ASEAN firms and also the variation in ASEAN firms’ performance following CBMAs.

Keywords: cross-border, merger, acquisition, corporate governance, bootstrapping, ASEAN


INTRODUCTION

Cross-Border Merger and Acquisition (CBMA) is defined as the transactions that involve at least two firms (Chen & Findlay, 2003; Reddy, 2012) which belongs to two different economies (Chen & Findlay, 2003), nations or home countries (Reddy, 2012) and transactions that span national borders (Hopkins, 1999). It is also obvious that CBMAs are considered a vehicle of FDI (Ahouansou, 2010; Alba, Park, & Wang, 2009; Hopkins, 1999; Mody & Negishi, 2000; Nicolas, Santis, & Aviat, 2009; Wang & Wong, 2009; Yang, 2015; Zhu & Jog, 2012) due to the fact that CBMAs are involved in investments in foreign countries and instigated the transfer of control or ownership from local to foreign entities (Chen & Findlay, 2003; Wang & Wong, 2009).

According to World Investment Report 2015 (UNCTAD, 2015), there is a 16% reduction in global FDI in 2014 ($1.23 trillion) from year 2013 ($1.47 trillion). Nevertheless FDI inflow to emerging economies increased specifically driven by the emerging Asian countries, whilst the flow to Latin America recorded a reduction and to Africa remained stagnant. This statistic is consistent with Jongwanich, Brooks and Kohpaiboon (2013) who claimed that CBMAs from emerging countries mostly originated from Asian nation. In addition, UNCTAD (2015) also highlighted that global decline in FDI inflow is affected by regional grouping countries discussing the Transatlantic Trade and Investment Partnership (TTIP) and the Trans-Pacific Partnership (TPP), with the exception the Association of Southeast Asian Nations (ASEAN) and Regional Comprehensive Economic Partnership (RCEP). In addition, FDI outflow from emerging Asian economies recorded an increased in year 2014 with 31% of these increase being from East and Southeast Asia.

The recent FDI trends by ASEAN member countries support the contention made by Metwalli and Tang (2009) that CBMA expansion in Southeast Asia would continue following numerous bilateral and regional free trade agreements involving ASEAN countries. UNCTAD (2015) also anticipate that regional integration in Asia would continue through ASEAN and positively affect the FDI involving the member countries. Consistent with UNCTAD World Investment Report (UNCTAD, 2015), Figure 1 showed an increased in CBMA activities among ASEAN member countries from year 2013 to 2014. The CBMA transaction number increased by 13% while the value increased by 87%.

As portrayed in Figure 2, the most active CBMA players among ASEAN member countries are Singapore, Malaysia, Indonesia, Thailand, Vietnam and Philippines. These countries are also top six countries with the highest market capitalisation in Southeast Asia (Quandl, 2012).


With rapid increase in CBMAs involving ASEAN member countries, it is of high interest to look at the CBMAs involving these countries. This is due to the fact that existing studies either examined CBMA literature involving emerging countries in general (Lebedev, Peng, Xie, & Stevens, 2015) or provide a review of CBMAs transaction involving Asia Pacific Economic Cooperation (APEC) countries (Chen & Findlay, 2003). However, the unique composition of ASEAN countries with different level of market development i.e., developed (Singapore), emerging (Indonesia, Malaysia, Philippines, Thailand) and frontier (Vietnam), preclude the applicability of specific CBMA literature from either developed or emerging countries. In addition, the countries in this region have different investment pull factor such as high rank in term of infrastructure quality (Singapore), ongoing FDI liberalisation (Indonesia) and low labour cost advantage (Vietnam) (UNCTAD, 2015). Using Thomson One Banker database, this paper provides further insight by not only reviewing CBMA trends involving ASEAN member countries but also how the CBMA trends of ASEAN member countries can be used to anticipate CBMA antecedents and determinants of firms’ performance unique to ASEAN member countries.
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Figure 1. CBMA involving ASEAN member countries
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Figure 2. Percentage of CBMA transactions of ASEAN member countries, 2002 to 2014



OVERVIEW OF CBMA BY SIX TOP ASEAN COUNTRY PLAYERS (BOTH TARGET AND BIDDING FIRMS)

According to Figure 3, the number of CBMA transactions of six top ASEAN CBMA players steadily increased from year 2002 to 2008. From 2010 onwards, the number of transactions continuously declined except for year 2014 where the transactions number rose. Figure 4 shows the transaction value (US$’million) of CBMAs in six ASEAN countries. Transaction numbers dropped slightly in year 2009, and the transaction value however declined tremendously especially for ASEAN bidding firm, from US$43.9 billion in 2008 to US$5 billion in 2009.
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Figure 3. CBMAs of six ASEAN member countries, 2002 to 2014 (Number of transaction)




Figure 4 also highlighted that the highest CBMA value for ASEAN target firms occurred in year 2012, and as shown in Table 1, four out of top ten CBMA were from year 2012. The highest CBMA value of ASEAN target firm was US$6.8 billion, from the acquisition of Singaporean firm Fraser & Neave Ltd by TCC Assets Ltd. Meanwhile, for the CBMA of ASEAN bidding firm, year 2007 recorded the highest CBMA value which was US$45.6 billion. This was explained by Table 2 whereby three CBMA transactions of year 2007 ranked the highest among top ten CBMA of ASEAN bidding firm. With regard to the specific country, CBMA transactions of Singaporean firms occupied most of the top ten ranking both as target and bidder.

As indicated in Table 3, Singapore and Indonesia are top two target nations in ASEAN. Consistent with Table 3, Figure 5 showed that Singapore was the most popular target country from year 2002 to year 2008. In year 2009, all ASEAN target countries have lower CBMAs except for Indonesia and Vietnam. Indonesian firms became the most popular target countries in CBMAs from year 2009 until year 2012. Similarly, the popularity of Vietnamese firms as targets in CBMAs increased from being the least targeted firm in year 2002 to 2006, to being the third highest targeted firms in year 2009.
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Figure 4. CBMAs in six ASEAN member countries, 2002 to 2014 (Transaction value in US$’ million)




Table 1Top 10 CBMAs by value of transaction (ASEAN target firms)
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Table 3 also indicated that top bidders of ASEAN target firms were from Singapore and Malaysia. In addition, ASEAN target firms has become a popular target among developed countries such as Japan, the United States and Australia. The top bidders of ASEAN target firms were from financial industry which comprised of companies involved in investment, banks, insurance and personal credit institution. Other top bidders were from the industrial and material industries.

Table 4 shows the summary of CBMA of ASEAN bidding firms. Singaporean firms were not only popular target, but also the most active bidder among other ASEAN firms as indicated by Figure 6. Even though Indonesian firms were the second most popular ASEAN target firms, they were not active CBMA bidders with only 128 transactions originating from it. Malaysian firms, being the third popular CBMA target ranked second active ASEAN CBMA bidders with 1,309 transactions, followed by Thailand and the Philippines. However, after year 2005, there seems a downward trend for CBMA by Malaysian bidding firms. Even though Vietnam seem quite a popular CBMA target country as shown in Figure 5, Vietnamese firms were the least active CBMA bidders with a maximum of only five acquisitions in year 2008. Majority of CBMAs by ASEAN bidding firms targeted firms from countries in Southeast Asia such as Indonesia, Malaysia, Singapore and Thailand. Similar to CBMA of ASEAN target firm, ASEAN bidding firms acquired target from financial, industrial and material industries.


Table 2Top 10 CBMAs by value of transaction (ASEAN bidding firms)
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Table 3Summary of CBMAs by country (ASEAN target firms)
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Table 4Summary of CBMAs by country (ASEAN bidding firms)
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Figure 5. The CBMA trends from year 2002 to 2014 (ASEAN target firms)
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Figure 6. The CBMA trends from year 2002 to 2014 (ASEAN bidding firms)



Figure 7 showed that private firms were the highest being targeted in ASEAN CBMAs. This is consistent with Chari, Ouimet and Tesar (2010) who claimed that emerging market targets were more likely to be private as compared with developed market targets. In contrast, ASEAN bidding firms were from subsidiary and public type of firms. There was minimal involvement of government owned firm in CBMAs. This phenomenon is consistent with the contention made by Chen, Huang and Chen (2009) that state owned firms were less likely to be involved in CBMAs due to the risk of reduced control in such firms once the mergers materialised.
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Figure 7. Listing status of firms involved in CBMAs



Figure 8 shows the structure of consideration paid during CBMA transactions. The highest number of consideration structure received by ASEAN target firms was by “Others”. Others comprised of payment using asset, convertible and etc. ASEAN target firms second highest consideration structure was cash and least paid by shares or combination of cash and stock (hybrid). ASEAN bidder preferred payment by cash for their CBMA transactions. Similar to ASEAN target firm, the least preferred payment structure by ASEAN bidder were shares and hybrid.

As shown in Figure 9, 2,467 transactions (53%) of ASEAN target firms were acquired by firms from similar industries and 47% by firms from different industries. Contrary to ASEAN target firm, ASEAN bidder preferred diversified acquisition (2,499 transactions or 53%) than related acquisition (47%).

Table 5 shows the premium paid or received during CBMA transactions. On average, the Philippines bidders paid the highest premium for their CBMA targets while Vietnam bidders paid the lowest. In contrast, Philippines target firms received the lowest premium from their bidders. Singaporean target firms received the highest premium compared to its ASEAN target counterparts. In fact, one of the Singaporean target firms (Forterra Trust) received the highest premium from a Chinese bidder (New Precise Holdings Ltd) in year 2013.
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Figure 8. The structure of consideration paid/received during CBMA transaction
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Figure 9. Diversified or related acquisition



Typically, ASEAN bidders acquired firms with poor performance during CBMAs. As shown in Table 6, four out of six ASEAN countries acquired target firms with negative return on asset. On the other hand, ASEAN target firms were better performers.

Panel A of Table 7 indicated that almost half of CBMAs (1,953 or 46%) by ASEAN bidding firms resulted in full acquisition with only 350 or 18% of the firms already having control in foreign targets. The remaining ASEAN bidders did not have any interest in target firms before CBMAs (82%).


Table 5Premium paid and received during CBMA transactions
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Table 6Target Return on Assets (ROA)
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Similarly, Panel B of Table 7 showed that 1,726 or 41% of ASEAN target firms that were acquired by foreign firms resulted in full acquisition following the transactions. 1,416 or 82% of the bidders did not have any interest in ASEAN firms prior to the acquisitions and only 314 or 18% of the bidders already have control. Only 214 of the acquisitions resulted in portfolio investment (5%) for the ASEAN CBMA targets.

The following sections will discuss on how the main research stream of CBMAs (antecedents, impact and determinants of firm performance) relating to CBMA trends within the ASEAN member countries.


Table 7Percentage of Shares Owned Before and After CBMAs
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ANTECEDENTS (MOTIVATIONS) FOR CROSS-BORDER MERGERS AND ACQUISITIONS (CBMAs)

Firm-Specific Factors

Many studies examined the antecedents or characteristics of firms or countries that were highly involved in CBMAs. Studies by Gonzalez, Vasconcellos, Kish and Kramer (1997), Martynova and Renneboog (2008), Alba et al. (2009), Chen et al. (2009) and Popli & Sinha (2014) indicated that larger firms tend to be a bidder in CBMAs as compared with smaller size firms. This is due to the fact that a large firm normally has strong market presence (Popli & Sinha, 2014) and less likely to experience financial constraints (Alba et al., 2009; Chen et al., 2009). Likewise, Gonzalez et al. (1997) found that target firms in CBMAs tend to be smaller firms because smaller firms are associated with having lower risk for the fund invested during CBMAs. However, some studies reported that larger target size associated with high probability of being acquired by foreign firms (Ferreira, Massa, & Matos, 2010; Martynova & Renneboog, 2008).

Studies have acknowledged that firms with financial advantage have higher tendency to be bidder in CBMAs (Datta, Musteen, & Herrmann, 2009; Gonzalez et al., 1997; Popli & Sinha, 2014) as compared with firms with financial constraints (Alba et al., 2009; Chen et al., 2009). In addition, it is also important for a target firm to have financial advantage (Gonzalez et al., 1997). For instance, bidders were interested in target with high liquidity and low debt to utilise the high debt capacity in reducing their acquisition cost. In addition, target with strong financial performance would attract foreign bidders especially if they are from countries with weak corporate governance standards and this phenomenon is labelled as “cherry-picking” (Kim & Lu, 2013; Lebedev et al., 2015). Kim and Lu (2013) argued that picking a better performing target is important to gain synergies during CBMAs because relevant local information are difficult to obtain in weak governance country.

Ownership factor is also an important antecedents of CBMAs. Ferreira et al. (2010) reported that the foreign institutional ownership was positively associated with the intensity of CBMAs (for both bidder and target) because they acted as facilitators in CBMAs by reducing information assymmetry between bidding and target firms through acting as middle parties in the transaction. Ferreira et al. (2010) also claimed that domestic institutional ownership negatively affected the probability of being targeted in CBMAs. Meanwhile, Chen et al. (2009) asserted that if a firm is owned by a family or state, it has lower probability to be involved in CBMAs as bidder because they were afraid of losing their management control.

The characteristic of top management or a firm’s internal governance measure also played a role in CBMAs. Two studies proposed that board diversity in terms of tenure (Barkema & Shvyrkov, 2007) and nationality (Caligiuri, Lazarova, & Zehetbauer, 2004) increased the likelihood of CBMA because the more diverse a board, the wider the skills, point of view, cultural capital and also information held by the top management, thus encourage strategic innovation such as CBMAs. Another study by Datta et al. (2009) considered the percentage of outside director, non-duality of top management, higher equity ownership of manager and the compensation package that linked to long-term performance, have positive impact to CBMA intensity. The reason was that all characteristics mentioned above help to allign the interest of managers and shareholders, thus reduced the agency cost (risk-averse behaviour) and the managers would be more willing to undertake CBMA which is riskier than domestic M&As.

A study by Harris and Ravenscraft (1991) highlighted that the type of industries (R&D intensive industry) increased the probability of a firm to be involved in CBMAs. This is due to the fact that the asset of this industry (license of specialised knowledge or patent) is not easily transferable especially if there is national border issues and also due to possibility to distribute high fixed cost of R&D over a number of national market. Mody and Negishi (2000) argued that CBMA activity has occurred primarily in the most distressed industry (nontradable sectors) thus, well performing industry are less involved in CBMAs. Another study found that CBMAs occurred more frequently in the manufacturing, mining and services industries (Ahouansou, 2010).

Based on organisational learning theory, previous overseas experience provide a good basis for a firm to expand overseas because it induced the development of experience and organisational routine. Consequently, it facilitated firm to adopt opportunities such as CBMAs faster than the competitor. Previous study by Harris and Ravenscraft (1991) found that 52% of US firms that involved in CBMA have operations in the US. Moreover, recent study by Ferreira et al. (2010), Popli and Sinha (2014), Lebedev et al. (2015) and Deng and Yang (2015) supported the fact that overseas experience is seen as advantageous to increase the probability of being involved in CBMAs.

Country-Specific Factors

The country’s characteristics were also significant antecendent towards the intensity of CBMAs. The most widely studied country-specific antecedent are the country’s economic development. Numerous studies (Datta et al., 2009; Deng & Yang, 2015; Ferreira et al., 2010; Martynova & Renneboog, 2008) recognised the importance of target country economic development in attracting foreign bidders. This was due to willingness of bidders to take more risky mode of entry (CBMAs rather than joint venture) when they entered a developed foreign market (Datta et al., 2009) and more purchasing potential created by large financial market (Deng & Yang, 2015).

However, Hur, Parinduri and Riyanto (2011) claimed that bidding country economic development was more vital for CBMAs than the economic development of the target country. Thus, several studies examined the impact of the bidding country economic development on CBMAs. For instance, Chen et al. (2009) and Jongwanich et al. (2013) suggested that better developed stock market of bidding country increased the intensity of CBMAs by firms from the country as the firms have better access to external financing. Deng and Yang (2015) also found that emerging market firms were more likely to undertake CBMAs when their home country financial market size is large. Nevertheless, Martynova and Renneboog (2008) asserted that bidder will expand their business through CBMAs when their home country offer poor investment environment (low economic growth).

Another country-specific antecedent is the regulatory environment of the country. Privatisation of firms in host country postively affected the CBMAs inflow to countries such as Mexico and Chile (Chen & Findlay, 2003), Latin America (Chari et al., 2010) and Indonesia (Song, Kueh, Abdul Rahman, & Chu, 2010b). Chen and Findlay (2003) claimed that the number of firms available for sale increase following privatisation, while Chari et al. (2010) states that the privatised firms seek foreign investors, thus positively affecting CBMA inflow.

Additionally, CBMA inflow increased following the liberalisation of trade and investment, the deregulation of the service sector, the relaxation of control over CBMAs (Chen & Findlay, 2003) and deregulation of capital market (Chari et al., 2010). Consistent with previous argument, strict regulatory environment such as complicated and lengthy administration process involving various regulatory bodies (Song et al., 2010b), financial restriction on capital outflow from a home country (Jongwanich et al., 2013) and high corporate tax rate (Nagano, 2013) hampered CBMAs.

Martynova and Renneboog (2008) claimed that the governance environment of a country is an important stimuli of CBMAs. Their argument was based on corporate governance spillover hypothesis (positive spillover and bootstrapping). First, Martynova and Renneboog (2008) claimed that most bidders were from country with strong corporate governance and their study supported positive spillover hypothesis where bidders’ strong corporate governance will result in target corporate governance improvement. This contention was corroborated by studies conducted by Chen et al. (2009) and Erel, Liao and Weisbach (2012) who found that the likelihood of CBMA outflow from a home country increased with strong governance standards. This positive spillover hypothesis also suggested that target firms were from country with weak corporate governance standard. This was supported by Martynova and Renneboog (2008), Alba et al. (2009) and Bae, Chang and Kim (2013) who found that weak corporate governance standard in target country increased CBMA inflow. Alba et al. (2009) suggested that weak corporate governance of target country implied room for improvement through CBMAs.

In contrast, Martynova and Renneboog (2008) suggested that it was also possible that the bidders were from country with weak corporate governance. These firms were involved in CBMAs to bootstrap themselves to a better corporate governance standard by acquiring firms from a country with stronger governance standards. This bootstrapping hypothesis implied that the target country should have strong corporate governance standards. Martynova and Renneboog (2008) confirmed the bootstrapping hypothesis and it was supported by recent study by Hur et al. (2011), Nagano (2013) and Lebedev et al. (2015) who found that strong corporate governance standard in target country attracted more CBMA inflow.

Another important country-specific antecedent of CBMA transaction is the depreciation of target currency relative to bidder because it resulted in upsurge in the relative wealth of the foreign firms (Alba et al., 2009) and reduced the cost of capital transfer (Jongwanich et al., 2013). This contention was supported by Erel et al. (2012) and Georgopoulos (2014) who discovered that depreciation of target currency relative to bidder positively affected the CBMA ratio by the bidder.

Geographic proximity also plays an important role as antecedent of CBMAs. Ferreira et al. (2010) found high CBMA activity between countries in the same geographic region. Similarly, Erel et al. (2012), Jongwanich et al. (2013) and Lebedev et al. (2015) also reported that geographic proximity between target and bidding country increased CBMAs because greater distance between target and bidder complicate foreign operation and increase supervision cost (Jongwanich et al., 2013).

Another motive of CBMAs was related to Eclectic Paradigm, as indicated by Dunning (1980) which is internalisation of resources because they were costly to acquire due to inefficient market transaction (Harris & Ravenscraft, 1991). Chen and Findlay (2003) also denoted that internalisation of resources of foreign company through CBMA was faster than setting up a new operation in foreign country. Among the resources a bidder seek to internalize are firm’s ownership-specific advantages such as financial, technological, informational or organisational (Gonzalez et al., 1997), raw material, distribution channels, equipment and machinery and brand capital (Changqi & Ningling, 2010; Popli & Sinha, 2014), patent (Deng & Yang, 2015; Jongwanich et al., 2013) and also low labour cost (Nagano, 2013). Therefore, a resource-rich country will pull CBMA bidder to the country.

Lebedev et al. (2015) claimed that uncertainty and less established institution in emerging countries required bidder to have networking and managerial ties with the governement officials for CBMAs. Even though firms from emerging countries have no technological or managerial advantage, the bidder would acquire the target to establish network or political ties in the host country, and this is consistent with the theory of Brownfield acquisitions (Lebedev et al., 2015). Brownfield acquisition occurred when bidder seek resources unique to the firms such as political ties even though the firms lack of technological or managerial competence (Estrin & Meyer, 2011). In addition, Lebedev et al. (2015) claimed that most acquisition by emerging country firms are driven by national hubris or pride due to high premium paid when they acquired the target in developed countries.

Emerging country CBMA players such as ASEAN countries might have different antecedents or motivations which drove their involvement in CBMAs. Therefore, the following section will highlight how the CBMA trends by six ASEAN countries discussed in overview of CBMA by six top ASEAN country players (both target and bidding firms) section can be used to anticipate the antecedents or motivation for CBMAs for the member countries.

Antecedents unique to ASEAN countries

One of the CBMA antecedents discussed for emerging countries was the corporate governance spillover hypothesis. Referring to the top five bidders of six ASEAN countries in Table 3, majority of the bidders were from country with better governance score as indicated in Table 8. Therefore, it is anticipated that positive spillover hypothesis will be applicable to CBMAs targeting ASEAN firms. For example, top bidders for firms from Indonesia, Malaysia and Thailand were Singaporean firms whose corporate governance score (1.50) is higher than target country firms (Indonesia: –0.57, Malaysia: 0.38 and Thailand: –0.18). Firms from the Philippines and Vietnam were also acquired by firms from countries with higher corporate governance score such as the United States and Japan. However, the trend is the opposite for Singapore, where Table 3 shows that only one of its top bidders which is Australia, has higher corporate governance score. This trend suggested that Singaporean firms were acquired because the bidders were trying to bootstrap their firms to a higher governance standards by acquiring firms from country with high governance standards. Therefore, it is anticipated that firms in ASEAN countries were acquired to improve targets’ governance standards as suggested by Martynova and Renneboog (2008) and Alba et al. (2009) and also for bootstrapping purpose (Martynova & Renneboog, 2008).

With regards to CBMAs by ASEAN bidding firms, Table 4 clearly indicated that firms from five out of six ASEAN countries, acquired firms from countries with better governance standards as shown in Table 8. Even though Singaporean firms mostly acquired firms from countries with weaker governance standards, they also acquired Australian firms. As shown in Table 8, Australian firms had an average higher corporate governance score than Singapore. Therefore, this trend suggested that ASEAN firms were involved in CBMAs to bootstrap themselves to a better governance standards as they acquired firms from countries with stronger governance standards.


Table 8Corporate governance score (World governance indicator)
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Source: http://info.worldbank.org/governace/wgi/index.aspx#reports

Additionally, Table 8 indicated that six ASEAN member countries under review have a low corporate governance score except for Singapore. Nevertheless, these countries remained popular as CBMAs target in year 2014 even though there was a decline in worldwide FDI. Therefore, it is worthwhile to screen the firm-level antecedents. As in Table 6, on average the ROA for ASEAN target firms is higher than ROA for target firm acquired by ASEAN bidding firms for all countries except Vietnam. Thus, acquiring better performing target from ASEAN countries with weaker corporate governance is consistent with “cherry-picking” antecedents as suggested by Kim and Lu (2013) and Lebedev et al., (2015). Thus, firm’s stronger financial position in ASEAN can pull foreign investor to acquire the firm.

Lebedev et al. (2015) also suggested that CBMA was conducted by firms from emerging countries as a result of national pride or hubris. Table 5 indicates that for CBMA by ASEAN bidder, Singapore, as the only developed country among the six ASEAN members did not pay high premium to acquire foreign target. This might be due to the fact that Singaporean firms mostly acquired firms from emerging countries. Therefore, national pride or hubris antecedent may not be applicable for Singapore. Firms from the Philippines paid the highest average premium during CBMAs and its top four target nations were developed countries. Second highest average premium was paid by Indonesian firm and its top three target nations were also developed countries. To summarise, the trend of high premium paid for the acquisition of developed targets suggested the existence of national pride or hubris in CBMAs of some ASEAN firms.

IMPACT OF CROSS-BORDER MERGERS AND ACQUISITIONS (CBMAs)

Firm’s Performance

Market Return

Almost all studies on the effect of CBMAs on firms’ performance used event study methodology to measure the shareholders’ wealth creation. Some studies focused on either bidder or target firm return and very few focused on combined returns.

Similar to domestic M&A, target shareholders in CBMAs gained for all event windows examined in the studies (Ahouansou, 2010; Bris & Cabolis, 2008; Ferreira et al., 2010; Goergen & Renneboog, 2004; Harris & Ravenscraft, 1991; Martynova & Renneboog, 2008; Zhu & Jog, 2012). In addition, the target shareholders gain regardless of target country market development level, whether it is developed market (Ferreira et al., 2010; Goergen & Renneboog, 2004; Martynova & Renneboog, 2008) or emerging market (Zhu & Jog, 2012). Therefore, there is conclusive evidence that target shareholder gained during CBMAs.

Short-term shareholder wealth effect for bidding shareholder in CBMA transaction is still inconclusive. Many studies found that announcement of CBMAs created wealth for bidders (Bhagat, Malhotra, & Zhu, 2011; Cakici, Hessel, & Tandon, 1996; Chari et al., 2010; Corhay & Rad, 2000; Goergen & Renneboog, 2004; Lowinski, Schiereck, & Thomas, 2004; Martynova & Renneboog, 2008; Masulis, Wang, & Xie, 2012; Mueller & Yurtoglu, 2007; Rani, Yadav, & Jain, 2014; Yang, 2015; Zhu & Jog, 2012). Though, there were a few studies claimed that bidding shareholder loss following CBMA announcement (Aybar & Ficici, 2009; Bris & Cabolis, 2008; Cakici et al., 1996; Corhay & Rad, 2000; Ferreira et al., 2010; Jory & Ngo, 2011; Mangold & Lippok, 2008).


For long-term market return, Basuil (2011) declared that CBMAs did not create value for bidder because the 12 months Buy-and-Hold Abnormal return (BHAR) was –8.49% but not statistically significant. Jory and Ngo (2011) who measured 36 month long run abnormal return found that bidder of government owned target experience significantly higher return than matching bidder with non-government owned target.

A few studies examined the combined return of both target and bidder. Ferreira et al. (2010) reported a significantly positive combined return of not more than 2% following CBMA announcements. Ahouansou (2010) examined the combined returns for four categories of sample categorised by target and bidder’s market development level namely developed market (DM) or emerging market (EM). DM-EM sample represent developed market bidder acquired emerging market target. Ahouansou (2010) discovered that DM-EM sample and EM-DM sample generated significantly positive return for combined firms of 1.51% and 18.08% respectively. However, combined return of DM-DM and EMEM sample were insignificant. Meanwhile, Zhu and Jog (2012) who examined CBMAs in emerging market during the year 1990 to 2007 found a significant positive combined return of 1.6%. Overall, even though bidders’ return for CBMA transaction was not conclusive, a positive return for combined firm in the studies above indicated that synergy did materialise following CBMA transactions.

Non-market return

There were also studies which examined the effect of CBMA transactions on firm performance other than event studies. For instance, a study by Song et al. (2010b) examined target firms performance after CBMAs using Tobin’s Q and found a slight improvement in firm performance following CBMAs.

Another popular measure used to examine the firm’s performance after CBMA is Return on Asset (ROA). Both studies by Changqi and Ningling (2010) and Chari et al. (2010) reported that on average, there was no improvement on firm’s ROA. However, recent studies by Jory and Ngo (2011) and Klimek (2014) reported a decline in firm’s performance following CBMAs.

Apart from Tobin’s Q and ROA, a study by Klimek (2014) also used sales revenue, gross profit and return on equity (ROE) to measure post CBMA bidders’ performance. Bidders’ sales revenue and gross profit rose following CBMA transaction but ROE did not improve. Another study by Song, Kueh, Abdul Rahman and Chu (2010a) used the excess free cash flow per share (EFCFS) to measure firm’s performance and reported an improvement in EFCFS following CBMAs.


Therefore, the use of non-market return as proxy for firm’s performance did not result in conclusive evidence for firm’s performance following CBMA transactions.

Other Impacts

Other than examining the impact of CBMAs on firm’s performance, a study by Wang and Wong (2009) took different perspective by examining the impact of CBMAs on economic growth of a country. The author concluded that CBMAs promoted target country economic growth when sufficient level of human capital was achieved by the country. Another study by Zhu and Jog (2012) examined the impact of CBMAs on firm’s risk. The result indicated that the risk of target firms over the years consistently decreased following CBMAs from –7.01 a year before CBMAs to –7.24 for three years after CBMAs.

Anticipated Firm’s Performance of ASEAN Countries

Despite abundance of studies examined the impact of CBMA on firm’s performance, only one study focused on ASEAN member countries as sample which is Rao-Nicholson, Salaber and Cao (2015). This study examined the long-term combined return of ASEAN firms during CBMA including Indonesia, Malaysia, Philippines, Singapore and Thailand. They found that the combined firm’s performance declined following CBMAs as there was a reduction in industry adjusted ROA following CBMAs from 1.6 (pre-CBMAs) to –0.33 (post-CBMAs). The reduction of firm’s performance in this study is consistent with the fact that there is fragmentation of Asian market in various aspects including cultural, language and economy (Punurai, 2014). Therefore, a deterioration of long-term performance of ASEAN firms following CBMA is anticipated as cultural and language factors are vital for post-CBMAs integration.

Since there is paucity of research on ASEAN countries and majority of ASEAN member countries are emerging countries, studies on short-term shareholder’s wealth for emerging countries are referred to anticipate the short-term shareholder’s wealth of ASEAN member countries during CBMAs. As highlighted in firm’s performance (market return) section, target shareholder of emerging countries gain during CBMAs (Zhu & Jog, 2012). For bidders, market rewards emerging countries (EC) bidder more than European bidders as EC bidders gain 1.72% (Bhagat et al., 2011) while European bidders only gain 0.47% (Martynova & Renneboog, 2008). Thus, positive short-term shareholders wealth for both target and bidder of emerging countries is anticipated to be applicable to emerging ASEAN countries.


DETERMINANTS OF FIRM PERFORMANCE

Other than measuring the performance of firm following CBMA announcements, many studies made further analyses to determine the determinants of firms’ performance. Among the frequently discussed determinants were firms-specific factors, deal characteristics factors and also country-specific factors.

Firm-Specific Factors

According to first mover advantage theory, a firm that move earlier in CBMA wave will be able to protect itself from competition as they already locked the critical asset, and it would be more prevalent for firms in R&D industry with high asset intangibility. Therefore, the success in preventing competition through CBMAs should materialise in firms’ performance. For that reason, Harris and Ravenscraft (1991) discovered that target shareholder of R&D intensive business gained higher abnormal returns. In contrast, Cakici et al. (1996) found no significant relationship between R&D intensity and firm’s performance. However, a later study by Chari et al. (2010) supported the contention made by Harris and Ravenscraft (1991) because they found that bidder gained more if it belongs to industry with high asset intangibility such as R&D.

Top management team or board of director of a firm played an important role in explaining the variation in firm performance during CBMA as the decision to be involved in CBMA is within their discretion. Agency theory suggests that if the interest of shareholders and managers are aligned, the firm would not suffer agency cost such as unprofitable CBMA. The first important management characteristic is having larger board (Basuil, 2011) because it can reduce agency cost through expanding the firm knowledge based and assessing potential target in CBMA with its wider pool of skills and abilities (Basuil, 2011). Next characteristic is not having duality role of chairman and CEO as it would increase agency cost due to dominance of a single person in a firm, who would make unprofitable acquisition through CBMAs. This argument is consistent with the theory of managerial hegemony which anticipated a weak board function when duality role exist. However, Basuil (2011) reported that duality role of chairman and CEO was the profitability driver for bidder returns during CBMAs, thus supporting stewardship theory.

In addition, not having a busy board (determined by number of directorship) would also increase shareholder’s return as agent (director) are able to prevent the manager’s empire building especially through CBMAs due to limited directorships held by them. This was supported by Masulis et al. (2012) that revealed busier board reduced bidder’s return. Lastly, Masulis et al. (2012) also postulated the importance of having foreign independent director (FID) from similar region as target firm to derive higher return for the bidder. This study argued on the basis of facilitation hypothesis whereby FID will act as facilitator in CBMA by utilising his or her local expertise to provide valuable advice which will result in better CBMA.

A few studies postulated that firm’s size also affected shareholder wealth creation during CBMA. However, their finding were inconclusive. A few studies found no significant relationship between the size and abnormal return (Bhagat et al., 2011; Cakici et al., 1996; Corhay & Rad, 2000). However, others found a positive relationship between size and cumulative abnormal return of shareholders (Basuil, 2011; Du & Boateng, 2015; Song et al., 2010a). In contrast, Martynova and Renneboog (2008) found a negative effect of firm’s size on the bidder’s returns. They argued that the size of a bidder was a proxy for managerial hubris, thus would result in overpayment during CBMA transaction which negatively affected bidder’s return.

Numerous studies examined the impact of various type of ownership on the shareholders’ return. Firstly, Song et al. (2010a) indicated that the government or state ownership has no significant relationship with target return, thus proposed that variation in firm’s performance was not explained by the government ownership. In contrast, other studies found positive effect of government or state ownership towards bidders’ return (Changqi & Ningling, 2010; Du & Boateng, 2015; Jory & Ngo, 2011; Lebedev et al., 2015). Changqi and Ningling (2010) and Du and Boateng (2015) who examined CBMAs by Chinese firms claimed that favourable effect of government ownership stemmed from strict supervision under high concentrated ownership, operation in monopoly industry and ability to enjoy favourable government policies such as low cost loan and tax rebate. Similarly, Lebedev et al. (2015) acknowledged that state ownership and bidders’ performance was positively correlated. At the same time, Lebedev et al. (2015) also highlighted that studies of Chinese and Russian bidder experienced negative reaction by the capital market when there is involvement of government owned firm in CBMAs.

Next category of ownership widely scrutinised is foreign ownership. Ferreira et al. (2010) and Lebedev et al. (2015) indicated that foreign ownership resulted in improvement of post-acquisition performance. Their study endorsed the facilitation hypothesis where foreign institution shareholder help to reduce transaction cost and information asymmetry during CBMA deal. In contrast, Song et al. (2010a) who examined target returns affirmed that foreign ownership adversely affect firm’s performance. Family ownership also contributed to positive wealth creation during CBMAs (Song et al., 2010a) because they have more incentive to ensure that the firm was properly operated. Lastly, a newly privatised firm can also be a significant contributor to shareholders’ wealth during CBMAs. Lebedev et al. (2015) claimed that CBMAs will facilitate the transformation process of newly privatised firm and consequently improve the performance of the target firm.

Grounded on organisational learning theory and theory of absorptive capacity, firm with long history should have high adaptive ability especially for firm’s reform during CBMAs because it should have been experiencing many changes. An early study by Changqi and Ningling (2010) found no significant association firm’s age and shareholder’s return but a later study by Rahim, Ahmad, Ahmad and Rahim (2013) confirmed the organisational learning theory argument as they found a significant positive relationship between firm’s age and bidders’ return.

In contrast with organisational learning theory, Cakici et al. (1996) hypothesised that bidder with low overseas exposure should have larger gain when they embark in CBMAs. However their result showed no significant relationship between overseas exposure and bidder’s return. A later study by Corhay and Rad (2000) confirmed the hypothesis by Cakici et al. (1996) thus, acknowledged the fact that the market was less appreciative towards CBMAs if the firms already have a strong presence in the international market.

Firms’ financial advantages were also discussed as a significant contributor to the firm performance during CBMAs. Changqi and Ningling (2010) examined the impact of pre-acquisition free cash flow on acquires’ return and found a negative but insignificant relationship. Therefore, they argued that large pre-acquisition cash flow will not remain “free” as large amount of cash was utilised for post-CBMA integration process. Pre-acquisition stock price was also discussed as one of the financial advantage that affected shareholders’ wealth (Martynova & Renneboog, 2008). A good pre-acquisition firm’s performance would also positively affect post-CBMA performance because it portrayed that a firm is managed efficiently and the efficiency will continue in the combined firm (Changqi & Ningling, 2010). In addition, it would expedite bidders to gain expertise in new market (Song et al., 2010a). In contrast, Du and Boateng (2015) claimed that a firm with high profitability negatively affect bidder’s return because of possibility of manager to invest in value-decreasing CBMAs.

According to Aybar and Thanakijsombat (2015), acquiring firms with low level of investment opportunity generate higher return during CBMAs than firm with higher level of investment opportunity. They claimed that CBMA announcement by firm with low level of investment opportunity less likely to occur. Therefore, market react positively to the unexpected announcement of CBMA by the firms.


Deal Characteristic Factors

Next main elements discussed as contributor to the shareholder wealth creation was the deal characteristic. According to Lowinski et al. (2004), more wealth was created when the transaction size was large. This was due to ability of firms to achieve economies of scale (Aybar & Ficici, 2009) and less intense competition for large target firm (Aybar & Thanakijsombat, 2015). In contrast, Bhagat et al. (2011) who examined the effect of transaction size on bidder’s return, found a negative impact of transaction value on bidder’s return.

Lowinski et al. (2004) also examined whether the existence of renown advisor in CBMA transactions improve shareholders’ wealth. However, the result indicated that no additional value was created in a transaction where leading advisors was included. Among the explanations given were, the cost associated with appointing an advisor outweigh the benefit, and advisors were appointed only for complex CBMA transactions.

An earlier study by Corhay and Rad (2000) stated that diversification dominated the synergy and this was supported by a later study by Song et al. (2010a), Aybar and Ficici (2009) and Jory and Ngo (2011). They argued that foreign diversified acquisition was a move to complement the firms’ competencies and operation, and also resources can be allocated more efficiently, thus created value for CBMAs. At the same time, Song et al. (2010a) also claimed that relatedness of a business enabled a firm to gain synergistic effect. In contrast to the studies above, Lowinski et al. (2004), Chari et al. (2010) and Bhagat et al. (2011) did not find any significant relationship between relatedness and abnormal return.

The acquisition type, whether a transaction was friendly or hostile, was also said to have impact on shareholder’s wealth. Similar to domestic M&A, target shareholder gained in hostile CBMAs (Martynova & Renneboog, 2008) while bidder shareholder suffered a loss (Cakici et al., 1996; Martynova & Renneboog, 2008). Bidder shareholders feared that hostile acquisition would resulted in higher premium paid to target firm, thus penalised the hostile acquisition. However, anomalous finding was discovered by Masulis et al. (2012) because they reported a significantly higher bidders’ return in hostile transaction.

Methods of payment during acquisition, either cash or stock payment also affected shareholders return. Numerous studies (Chari et al., 2010; Martynova & Renneboog, 2008; Masulis et al., 2012) discovered that stock payment resulted in lower shareholders return due to signalling effect that bidders’ stock was overvalued. Consistently, a study by Du and Boateng (2015) found a positive effect of cash payment on bidder’s return. Aybar and Thanakijsombat (2015) further examined the source of CBMA financing instead of merely considered the methods of payments. They reported a significantly higher return for bidder that used debt to finance CBMA transaction compared to internally financed acquisition due to monitoring role of creditors.

In CBMA, it is important to have sufficient holdings in target firm because CBMAs involved a combination of two firms from different countries and culture. Therefore, sufficient control in target would expedite the post-CBMA integration process. For instance, Chari et al. (2010) and Yang (2015) reported higher bidders’ gain with higher ownership following acquisition. However, Martynova and Renneboog (2008) and Rani et al. (2014) claimed that partial or majority post-acquisition ownership is not sufficient to create shareholders’ wealth because in CBMAs, there was information asymmetry and cultural barriers between target and bidder. Therefore, a full control of target firm was a pre-requisite for the post-acquisition integration process.

Listing status of target firms also seem to be able to explain bidders’ return. For instance, Aybar and Ficici (2009) and Masulis et al. (2012) found a lower return for bidder of public target because of higher premium paid to satisfy the interest of diverse group of shareholders as a result of ownership structure complexity of the public firm (Aybar & Ficici, 2009). This was supported by Bae et al. (2013) who reported that private target resulted in higher abnormal return to bidder than public target.

Country-Specific Factors

The corporate governance standard of a country not only affect the intensity of CBMA inflow and outflow, but it also affects shareholder wealth creation during CBMAs. As highlighted in antecedents (country-specific factors) section, positive spillover hypothesis influenced CBMA intensity because it can improve target’s corporate governance standard (Martynova & Renneboog, 2008). Consequently, the improvement of target’s corporate governance standard resulted in higher wealth creation for target and bidder. This was supported by Chari et al. (2010), Ahouansou (2010), Jory and Ngo (2011), Basuil (2011) and Yen, Chou and André (2013). The improvement of target’s corporate governance standard was the result of sharing good corporate governance practice such as legal and accounting standard with the target firm (Chari et al., 2010). In addition, higher return was achieved because bidders exploited target’s governance imperfection to their advantage (Jory & Ngo, 2011) and also due to low premium paid to target firm as a penalty for target weak accounting standards (Bris & Cabolis, 2008).


On top of that, bootstrapping hypothesis which induce CBMA outflow of bidder from weak corporate governance standard to target from country with stronger corporate governance standard ultimately resulted in higher gain during CBMA transaction (Bhagat et al., 2011; Martynova & Renneboog, 2008). This is due to the improvement of bidders’ corporate governance standard because they have to adhere to target higher governance standards. In contrast, Mangold and Lippok (2008) reported a significantly lower return for bidder that acquire target with high corporate governance standards. Thus, they argued that the lower return was the result of higher premium paid to the target in more developed country as developed country would demand a higher premium to compensate the increased risk exposure due to inferior governance of bidder (Starks & Wei, 2013).

Post-CBMA integration is vital for a successful CBMAs, thus resulted in shareholder wealth creation. Among the factors that can expedite post-CBMA integration are geographic proximity of target and bidder (Martynova & Renneboog, 2008), having foreign independent director whose origin was similar to target home country (Masulis et al., 2012) and having small cultural distance (Aybar & Ficici, 2009; Basuil, 2011). In contrast, Aybar and Thanakijsombat (2015) claimed that acquiring a target with high cultural distance is also advantageous because it increase bidders’ ability to learn from the difference and enlarge their knowledge base. However, cultural distance did not explain the variation in Chinese bidders’ return (Du & Boateng, 2015) because their Western-educated top management and the technological advancement played substantial role in bridging the cultural gap between target foreign countries and China.

In addition, the difference in market development level between target and bidder also affected the shareholder wealth creation in CBMAs. Ahouansou (2010) and Chari et al. (2010) found that cross-market CBMAs (DM-EM and EM-DM) generated higher abnormal return than CBMAs where both the target and bidder were from similar level of markets development. This was supported by Du and Boateng (2015) who claimed that the existence of institutional distance (difference in market development) implied a high possibility of resources and capability complementary.

Regulatory environment of the country also become the centre of discussion as one of the determinants of performance during CBMAs. For instance, the favourable tax reform in the US in year 1986 was expected to improve shareholders’ return during CBMAs. However, Cakici et al. (1996) found no significant impact of the 1986 tax reform on bidders’ return. Meanwhile, Rahim et al. (2013) who examined the determinants of Malaysian CBMAs found a significant negative effect of tax and bidders’ return. Du and Boateng (2015) who examined the value creation of Chinese CBMAs reported a favourable effect of exchange rate reform on bidder’s return. They argued that the positive effect was stemmed from reduction of bureaucracy following liberalisation of exchange rate approval procedure which ultimately reducing CBMA costs.

Aybar and Thanakijsombat (2015) took a different perspective by examining the impact of country relative risk on bidder’s return. They reported a higher bidder return when entering a higher risk target country because market expected higher benefits would accrue to offset the expansion into higher risk economies.

Emerging countries of CBMA players such as ASEAN countries might have different determinants for their performance during CBMAs. Therefore, the following section will highlight how the CBMA trends by the six ASEAN countries discussed in overview of CBMA by six top ASEAN country players (both target and bidding firms) section can be used to anticipate the determinants of CBMA performance for these countries.

Determinants Unique to ASEAN Countries

With regard to firm-specific factors, Figure 7 shows a minimal involvement of government owned firm in CBMA by ASEAN firm. It might signify that ASEAN firms did not enjoy any favourable government policies as Chinese firms such as low cost loan and tax rebate (Du & Boateng, 2015). Thus, government ownership factors might not explain the variation in ASEAN firm’s performance during CBMAs. However, since ASEAN target firms have financial advantage prior to acquisition, as portrayed in Table 6, it is expected that this trend would continue in the combined firm as suggested by Changqi and Ningling (2010). Therefore, it is anticipated that ASEAN firm’s financial advantage may explain firms’ performance during CBMAs.

Determinants of firm’s performance (deal characteristic factors) section present a lot of factors that affect firm’s performance during CBMAs. For ASEAN target firms, more related acquisition than diversified acquisition was reported in Figure 9. This implied that in a country with high risk (low governance standards, as shown in Table 8) like ASEAN countries, less risky related acquisitions are preferred by bidding firms. This might be due to the fact that this acquisition type may lead to higher return because synergy would materialise, as suggested by Song et al. (2010a). In addition, as there is high information asymmetry and cultural barriers between target and bidder in CBMAs, full acquisition would ease the post-CBMA integration and improve firm’s performance (Martynova & Renneboog, 2008; Rani et al., 2014). In the context of ASEAN firms, it is anticipated that full acquisition may explain the variation in firm’s performance during CBMA as almost half of CBMA by ASEAN firms (46% of bidder and 41% of target) are full acquisition, as shown in Table 7. Figure 8 indicates that shares payment was rarely chosen as consideration paid or received by ASEAN firms. This might be due to signalling effect as highlighted in previous section. Thus, there is possibility that consideration structure may explain ASEAN firm’s performance following CBMAs.

Section on antecedents (motivations) of CBMAs highlight that ASEAN firms CBMA may be explained by the corporate governance spillover hypothesis. A firm would normally choose CBMAs if it was assured that CBMAs would improve shareholders wealth, as suggested by shareholder wealth maximization theory of M&A. Therefore, the positive spillover hypothesis would be anticipated to explain the shareholder wealth creation for Singaporean bidding firms, because their top target firms came from countries with low corporate governance as shown in Table 8. For other countries in ASEAN, their top targets firms were from countries with higher governance score. Thus, bootstrapping hypothesis is anticipated to explain the variation in ASEAN firms’ shareholders wealth. Furthermore, for bootstrapping to take place, only partial acquisition would be applicable to ensure that target firms are still listed on host country stock exchange. Panel A of Table 7 shows total number of minority and majority CBMAs by ASEAN bidding firms exceeded full acquisition, thus enable bootstrapping of governance standards for CBMAs by ASEAN bidding firms.

In addition, previous studies also suggested that differences in market development level can also explain the variation in firms’ performance during CBMAs. Table 9 indicated top bidder and top target nation are from countries with different development level than from the firm’s country origin. Therefore, it is anticipated that differences in market development level could explain the variation in firms’ performance following CBMAs by ASEAN firms.


Table 9MSCI market development level



	Nationality of ASEAN Firms
	Market Development Level

	Top Bidder Nation

	Market Development Level

	Top Target Nation

	Market Development Level




	Indonesia
	Emerging

	Singapore

	Developed

	Singapore

	Developed




	Malaysia
	Emerging

	Singapore

	Developed

	Singapore

	Developed




	Philippines
	Emerging

	United States

	Developed

	United States

	Developed




	Singapore
	Developed

	Malaysia

	Emerging

	China

	Emerging




	Thailand
	Emerging

	Singapore

	Developed

	Singapore

	Developed




	Vietnam
	Frontier

	Japan

	Developed

	United States

	Developed






CONCLUSION

The CBMA trends involving ASEAN countries is likely to continue in line with the contention made by Metwalli and Tang (2009) that numerous bilateral and regional free trade agreements involving ASEAN countries would spur CBMA expansion in Southeast Asia. In fact, the decline in world FDI seems to have no impact on FDI flow to and from ASEAN countries. This paper reviewed the CBMA trends involving firms from ASEAN member countries from January 2002 to December 2014. The unique composition of ASEAN countries with different level of market development i.e., developed (Singapore), emerging (Indonesia, Malaysia, Philippines, Thailand) and frontier (Vietnam), preclude the applicability of specific CBMA literature from either developed or emerging countries. Here, the main research streams on CBMAs (from both developed and emerging countries) related to antecedents (motivation), impact and determinants of firm performance was discussed. This paper further analyse the CBMA trends by ASEAN member countries and anticipate the possible antecedent and determinant of firm performance unique to firms from this region. Based on the review, it is anticipated that CBMAs involving ASEAN countries can be explained by corporate governance spillover hypothesis, strong financial advantage and national pride or hubris. It is also anticipated that ASEAN firm would gain in short-term but loss in long-term following CBMAs. For the determinants, again, corporate governance spillover hypothesis might explain the variation in ASEAN firms’ performance following CBMAs. Furthermore, the difference in market development level is also expected to contribute to ASEAN firms’ wealth creation. Further statistical analysis is however required to verify the applicability of the anticipated antecedents, firm’s performance and determinants of firm performance for ASEAN member countries.
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ABSTRACT

The bond market is an important source of corporate and national finance. In this study, we analyse the risk level of 10-year government bond yields of four leading Asian countries (South Korea, Japan, Malaysia and Singapore) for two different time intervals: during the period of the mortgage crisis, and the recovery. Risk measurement is conducted via Value at Risk (VaR) analysis, with models (GARCH (1.1) and FIGARCH (1.d.1)) in order to consider changes in variance over time. We also examine the credibility of VaR analysis via the Kupiec LR and DQ tests. According to the results, the highest risk level is seen in the Japan bond market for both periods. Another considerable implication is the significantly rising risk of the Japan bond market, even after the transition from crisis to recovery period. In addition, it is shown that the risk in the Malaysia bond market decreases during the recovery period. However, Kupiec LR and DQ backtesting results demonstrate that this finding is unverifiable.

Keywords: mortgage crisis, Asian bond market, VaR, FIGARCH, backtesting

INTRODUCTION

The Federal Fund rate was 6% as of the date of 16 May 2000, and decreased eleven times during the period of 2001, reaching it’s the lowest level of 1% on 25 June 2003. Thereafter, it increased 17 times until 29 June 2006, but due to the economic climate, the the Federal Reserve Bank (hereafter the Fed) dropped it again to 0%–0.25% (see http://www.federalreserve.gov/monetarypolicy/openmarket.htm#calendars). As a result of the changing monetary policy of the Fed after the dot-com bubble in 2001, increases in interest rates have ruined and altered individuals and corporations’ future plans and expectations. This was due to the concurrent rise in interest rates, and the sharp decrease in real estate demand and property value. The subsequent result of these developments was the wide-spread defaulting of mortgage credits, especially in sub-prime mortgages. According to the released statistics by the Chicago Fed, the default rate in sub-prime mortgage credits climbed to 25.48% in 2007, comparing to 11.19% in 2004. Spreading defaults in the securitisation market, which is one of the most important segments of the mortgage system, and doubts concerning the super high ratings of these instruments (such as risky CDO tranches), turned the real estate bubble into a financial crisis. The opacity of the financial positions of banks and other institutions causes unreliability among them, and thus triggers a liquidity crunch in the market. In addition, in the major banks search for alternative financing sources, the LIBOR rate severely and abruptly increased. The overnight LIBOR rate jumped from 2.15% to 6.44% after the collapse of Lehman Brothers. In the same period, the yearly loss of the DJI reached 19%. Eventually, in December 2008, NBER officially declared that the US economy has been in recession since December 2007. This was after they had considered the deteriorations in the statistics of the labor market and the gross domestic product. These developments have not been limited to the recession and collapses within the US economy, but they have also affected many countries’ financial markets and companies from all over the world.


The mortgage crisis starts as of 31 July 2007 with the default of the two hedge funds of Bear Sterns, and peaks with the collapse of Lehman Brothers on 15 September 2008. During this period, Goldman Sachs and Morgan Stanley transform into commercial banks and Fannie Mae and Freddie Mac, which took part in the securitisation of mortgage credits, are nationalised using US$200 billion of treasury sources. The mortgage crisis shows its effect on other sectors as well. The automotive brands known as the Detroit Three (GM, Ford, and Chrysler) are saved from bankruptcy. The mortgage crisis, which now acts as a litmus test for the economic problems of Greece, has not only devastated the US economy, but it has also spread all over the world via the global integration of financial markets, including Asian markets. However, as stated by Shirai (2009) and Kawai (2009), low levels of subprime mortgage-related products in the portfolios of Asian financial institutions lead to a more stable performance during the mortgage crisis. The effect of the mortgage crisis on Asia was mostly in the real (manufacturing, industrial) sector and the export channel due to the sharp drop in demand in developed countries. These results can be seen in Figure 1.



[image: art]

Figure 1. Export and GDP growth of Asian countries(Source: http://www.worldbank.org)



The bond market, which significantly indicates the borrowing cost of countries, is constantly monitored by investors as an indicator of risk perception. This study aims to analyse whether or not the mortgage crisis causes an alteration of risk in the bond markets of Asian countries: South Korea, Japan, Malaysia and Singapore. The risk structure of these countries’ bond markets have been examined for two separate periods; during and after the mortgage crisis. We measure the risk level of the bond markets through Value at Risk (hereafter VaR) analysis and compare the levels in both periods to determine whether or not there is a significant difference.

LITERATURE REVIEW

As far as we have seen from the existing studies in literature, while there is a great deal of interest concerning the effect of the mortgage crisis on Asian financial markets, these studies have mostly been conducted via cointegration and volatility spillover analysis. In one of these studies, Goldstein and Xie (2009) state that the effects of the mortgage crisis on Asian countries is limited by the means of their macro-economic and balance sheet structure, and counter-cyclical monetary and fiscal policies. Likewise, Shirai (2009) argues that due to the high accumulation of savings in the past, and the lower amount of mortgage-backed structured financial instruments, damages from the mortgage crisis are relatively low in Asia compared to European countries. For example, except for South Korea, the loan-deposit ratio of banks in Asian economies remains low during the crisis. Tille (2011) states that although capital inflow to Asian countries decreases after the collapse of Lehman Brothers, this negative influence is less acute compared to other countries and it recovers quite rapidly. In parallel with previous studies, Hale and Kennedy (2012) assert that the overall effect of the mortgage crisis on Asian economies is limited and short-lived. According to the authors, countries heavily affected by the crisis are the ones that are more dependent on the international financial markets. More specifically, Ali and Afzal (2012) demonstrate that mortgage crisis increases the volatility clustering of Pakistan and Indian stock returns. Using Momentum Threshold Autoregressive (M-TAR) model, Nieh, Yang and Kao (2012) analyse the changes in the asymmetric cointegration relationship between US and Asian markets and reveal that linkage between US and China stock market is low, and therefore present suitable conditions for portfolio diversifications for this markets. Thao and Daly (2012) investigate whether or not the linkage between US and Asian stock markets has changed after the mortgage crisis by using different methods: Bivariate cointegration test, multivariate cointegration test and cointegration tests with the presence of structural breaks. According to the results, a number of bidirectional long-run relationships exist among Thailand and Indonesia; Thailand and Singapore and the Philippines and Malaysia. Dimitriou and Simos (2013) examine the volatility spillover effect of the mortgage crisis through MGARCH model in the USA, EMU, China, and Japan stock markets. Results show that Japan and EMU have the higher rate of negative influence than other countries. Laih and Liau (2013) examine the herding behaviour of six Asian countries during the period of mortgage crisis. While there is no evidence for Singapore and Hong Kong, there are significant findings for Taiwan and China stock markets. Singhania and Anchalia (2013) investigate the volatility effect of mortgage crisis in Asian stock markets and conclude that, while there is no effect in Hong Kong, there are positive findings in Japanese, Chinese, and Indian stock markets. Besides, it is shown that the Eurozone crisis has a negative effect in the volatility of Indian and Chinese stock markets. Azis, Mitra, Baluga and Dime (2013) employ the MGARCH model with BEKK specification in order to investigate significant shocks and volatility spillover from mature bond markets on selected Asian markets. Results show that although there are impressive developments in Asian bond markets, they cannot escape from the effects of the mortgage crisis. Regarding the volatility spillover between China and Indonesia stock markets, Kenani, Purnomo and Maoni (2013) analyse the integration of markets and demonstrate that, both before and after the mortgage crisis, there is a bidirectional return spillover. More recently, Hengchao and Hamid (2015) state that while investors benefited from portfolio diversification in Asian-Pacific Islamic stock markets before the mortgage crisis, this advantage has decreased since these markets moved together during the period of crisis. Kim and Ryu (2015) examine the impact of the mortgage crisis on Korean stock and future markets and determine a significant linkage and contagion effect between the US subprime market and the Korean market. In another study, Zhang and Jaffry (2015) survey volatility spillover between Chinese and Hong Kong stock markets before and after mortgage crisis through asymmetric BEKK-GARCH and VAR methods. The authors show that the mortgage crisis has increased the interaction between these two markets. As it can be seen from the literature, studies concerning the impact of the mortgage crisis on Asian economies are mostly conducted using cointegration analysis and for volatility spillover effect. Unlike existing literature, we analyse this relationship using a VaR analysis for Asian bond market.

METHODOLOGY

GARCH and FIGARCH Models

Following the study of Baillie, Bollerslev and Mikkelsen (1996) we can define the GARCH and FIGARCH models. As stated by Engle (1982), a discrete time ARCH model can be written as below:

[image: art]

where Et−1 (Zt) = 0 and VARt−1 (Zt) = 1. In the classic ARCH (q) model of Engle (1982), conditional variance is deemed as the linear function of lagged squared innovations. As for the GARCH model of Bollerslev (1986), it presents a more flexible lag structure:
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where L is the backshift or lag operator. In order to ensure the stability and covariance stationary of εt process, all roots of [1− α (L)− β (L)] and [1− β (L)] are constrained in unit circle. For εt the FIGARCH (p,d,q) model can be presented as follows:

[image: art]


Conditional variance of εt is as below:
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The biggest asset of the FIGARCH model is the distinction of long and short memories in volatility by integrating an additional parameter (d) to the GARCH model. For d = 0 FIGARCH model reduce to standard GARCH (p, q) model. When 0 < d < 1 shocks to the mean occurs at a slow hyperbolic rate of decay.

Value at Risk Analysis

As stated by Taylor (2008) VaR is a maximum loss measurement of any portfolio in a given confidence level (mostly 1% and 5%) and prescribed holding period. VaR provides quantitative measures for financial risk and can yields significant and robust results against the stylized facts of the financial times series such as fat tails and long memory. As an upper bound of one side confidence interval VaR = VaRt−T is defined as follows:
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where α confidence level and ΔP(τ) = ΔPt(τ) is the return in the portfolio on time horizon τ. Besides,
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where P(t) = logS(t) and S(t) is the portfolio value at current time t (T – t = τ). From this point of view, we can obtain the VaR values through the distribution of portfolio returns:
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where FΔP(x) = Pr(ΔP≤x) is the cumulative the distribution function of portfolio returns in a given period of time and FΔP(x) is the probability density function of ΔP. The VaR methods in literature mostly differentiates in terms of setting FΔP(x) (Khindanova, Rachev, & Schwartz, 2001). As stated before, conditional variance term [image: art] defined in Equation 2 can be estimated under different GARCH family models such as FIGARCH (see Equation 4). In accordance with this approximation, VaR model is also can be defined as below:


[image: art]

In this equation [image: art] is mean return, Zα is critical value for the preferred probability distribution with tail area α. (Orhan & Köksal, 2012). For example, in this study in order to take into account fat tails of asset returns, we used student-t distribution in conjunction with normal distribution in the estimation of VaR values.

Kupiec (LR) Test and Dynamic Quantile (DQ) Test

One of the most important stages in the VaR analysis is the determination of the model accuracy. This is referred to as “The Backtesting” in the literature. The backtesting is a diagnostic on the VaR model. One of the most popular methods for this is the Kupiec (1995) LR test that is based on unconditional coverage. In this model, the number of the violations are investigated regarding the obtained VaR value over a given time span. If the violation number differs substantially from that of the sample, then the accuracy of the model will be called into question. Kupiec’s (1995) LR test statistic for T observation is calculated as follows:
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where [image: art] and [image: art]. If the violation number [image: art] is exactly equal to α × 100%, then the LR statistic will have a value of zero. This means that there is not enough evidence for the weakness of the preferred VaR model. On the other hand, having a bigger LR statistic implies that the VaR model overstates or understates the risk of portfolios. Similar results can be obtained for the p-value, as well. If the p-value is lower than the used significance level then the null hypothesis is rejected. This situation shows that the VaR model is not credible (Campbell, 2005).

Following the studies of Kuester, Mittnik and Paolella (2006) and Chen and Lu (2012), the DQ test can be presented as below. By remarking to the importance of conditioning violations on the VaR model, Engle and Manganelli (2004) introduced a new backtesting model based on the process of hit function:

[image: art]


where {Ht} is a centered process on the target probability λ. For any xt−1 ∈ Ft−1 to be uncorrelated with Ht, the DQ test statistic takes the form
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where [image: art].

EMPIRICAL ANALYSIS

Data Analysis

Since 2001, the Fed has carried out three different monetary policy strategies. In the first period, the Fed conducts an easy monetary policy in order to overcome economic recession emerged after the dot-com bubble. Since inflation risks appear in the market after 30 June 2004, the Fed follows a tight monetary policy and raises the interest rates until mortgage crisis begins. During the crisis period, the Fed reduces the policy interest rate 17 times in two years. These strategies and the crisis also cause side-effects in different countries’ real and financial markets. The scope of this study is to examine in which level the mortgage crisis affects bond markets of leading Asian countries. Accordingly, we measure the risk level of 10-year government bond yields of four Asian countries: South Korea, Japan, Malaysia and Singapore through VaR models. The analysis consists of the period of 13 June 2007 – 2 July 2015 and 2000 data. This duration is split up into two sub-periods: 13 June 2007 – 14 June 2011 (1000 days) and 15 June 2011–2 July 2015 (1000 days). The first period is considered as the crisis period and the second one is taken into account as the recovery period. All of the data used in the study is obtained via stooq.com, and econometric analysis is conducted through four different softwares: E-views, R, Ox-Metrics and Matlab.

The descriptive statistics of the aforementioned periods are presented in Table 1. As can be seen from the results, the mean of the bond yields increases in the recovery period for all countries except Singapore. As for σ, it shows that except for Malaysia all of the countries’ standard deviation statistics rise in the second period. These results can be evaluated as the preliminary, with interesting result that while the mean yield of the Malaysian bonds increases in the second period, the risk of these bonds decreases in the same period. The skewness and kurtosis statistics demonstrate that both crisis and recovery periods, and the full period, disaffirm the normal distribution assumption. While the distribution of Japanese 10 year government bond yields in the crisis period is negatively skewed, the results in the recovery period transform to a positively skewed distribution. The case for South Korea is totally different, with positive asymmetry in the first period turning negative. Kurtosis statistics for all periods are quite different from the value (3) of normal distribution as well, indicating excess kurtosis. Finally, statistically significant Jerque-Bera test value show that all periods perform quite different behaviours from the normal distributed time series. In order to display the movements of series in two periods, we present bond yields of all of the countries in Figure 2. As can be seen, even though South Korea and Singapore demonstrate a high volatile behaviour in both periods, yields of Japan and Malaysia show a relatively lower level of fluctuation.

Before proceeding to the VaR analysis, we examine the autocorrelations of the 10-year bond yields in order to obtain more information about the characteristics of the time series. Findings concerning the autocorrelation functions show that using of long memory models in the modelling of conditional variance may be suitable, as there are signs of persistence of volatility in Figure 3. Results of autocorrelation graphs provide preliminary information for the determination of a true model from the GARCH family. Besides excess kurtosis and fat tails in return distribution, another important stylised fact of financial time series is a long memory in returns and volatilities. As a diagnostic analysis, in Figure 3, we present the first 100 autocorrelations of absolute returns of all of the bond yields with a two-sided 5% critical value. As can be seen, there is a high persistence in the absolute bond yields of Japan and Malaysia. These evidences concerning the dependence structure of the series suggest that using long memory models in the modelling of conditional variance can be useful.


Table 1Descriptive statistics
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Figure 2. 10-year government bond yields



Crisis Period’s Value at Risk Analysis

As stated before, risk analysis throughout the two periods will be conducted by the VaR method. By considering the stylised facts of financial time series in which variance is not stable and changes over time (heteroskedasticity), we use GARCH family models in the VaR analysis instead of constant variance VaR models such as the Parametric VaR, Historical VaR, or Monte Carlo Simulation VaR. Since autocorrelation graphs point out that there may be long memory features in the series, in conjunction with the GARCH (1.1) model we also use FIGARCH (1.d.1) model in empirical analysis. Results are presented in Tables 2 and 3.
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Figure 3. Autocorrelations of absolute returns




Table 2Crisis period – GARCH (1.1) and FIGARCH (1.d.1) model (Normal distribution)
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Note: Standard errors are within the parenthesis. * and ** indicates the 95% and 99% confidence level, respectively


According to the findings, the sum of the alpha and beta parameters in all of the GARCH (1.1) models is close to unity. As stated by Engle and Patton (2001), this result can be interpreted as the persistence of volatility. The sum of the alpha and beta parameters for South Korea, Japan, Malaysia, and Singapore is as follows: 0.991, 0.9911, 0.9965, and 0.9815 respectively. The most important output in the FIGARCH (1.d.1) model for us is the fractional differencing operator d. As stated by Baillie et al. (1996), 0 < d < 1 this indicates stationary long memory in variance. Concerning the results of the FIGARCH (1.d.1) model, while there is long memory in the volatility of Japanese 10 year government bond yields (0.4645) and Singapore (0.7186), the volatility is no-mean-reverting (non-stationary) for South Korea (1.0919) and Malaysia (1.0861). Besides this, the AIC indicates that except for Japan, the FIGARCH (1.d.1) model fits the data better than the GARCH (1.1) model. Likewise, for the SIC statistics, the FIGARCH (1.d.1) model outperforms the GARCH (1.1) model for all of the countries except for Japan. Q20 presents the Ljung Box test for squared standardised residuals in 20 lags. Acceptance of the null hypothesis means no autocorrelation in the residuals. According to the Q20 results, there is no autocorrelation in the residuals of any models except for Malaysia. As stated in the beginning of the study, all of the series violate the normal distribution assumption. Therefore, in addition to the modelling of variance under normal distribution, we also use student-t distribution in GARCH (1.1) and FIGARCH (1.d.1) models. Results of both models have been presented in Table 3. Similar to the previous findings, the GARCH (1.1) model indicates high persistence in return volatility. The fractional differencing operator (d) of the FIGARCH (1.d.1) model is statistically significant for Japan (0.4720). However, for South Korea (1.1054) and Malaysia (1.2008), volatility has no mean reversion. As for Singapore, its volatility has long memory features. As stated by Hillebrand (2003), long memory in volatility gives clues concerning the uncertainty, or a high risk level in the market.

Figure 4 presents the VaR results of GARCH (1.1) and FIGARCH (1.d.1) models for long (blue) and short (red) positions.

Subsequently, on variance modelling with the GARCH (1.1) and FIGARCH (1.d.1), we conduct VaR analysis with a non-constant variance. Heteroscedasticity is the one of most remarkable topics of financial econometrics and is currently a stylised fact for financial time series. Table 4 displays the VaR results obtained through the GARCH (1.1) and FIGARCH (1.d.1) models. One of the most interesting implications of these results is the higher VaR values of the FIGARCH (1.d.1) model compared to the GARCH (1.1) model. As stated before, this finding may arise from uncertainty which is increased by long memory in volatility. Another interesting result is having lower VaR values with the student-t distribution than those results obtained under the normal distribution. The highest VaR values among the countries are obtained for Japan, Singapore, South Korea and Malaysia, respectively.


Table 3Crisis period – GARCH (1.1) and FIGARCH (1.d.1) model (student-t distribution)
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Note: Standard errors are within the parenthesis. * and ** indicates the 95% and 99% confidence level, respectively


Table 4Crisis period mean VaR results



	
	
	South Korea
	Japan
	Malaysia
	Singapore



	GARCH (1.1) VaR
	Nor. Dist.
	–0.0082
	–0.0144
	–0.0075
	–0.0143



	FIGARCH (1.d.1) VaR
	–0.0084
	–0.0145
	–0.0076
	–0.0144



	GARCH (1.1) VaR
	Student-t Dist.
	–0.0079
	–0.0141
	–0.0065
	–0.0135



	FIGARCH (1.d.1) VaR
	–0.008
	–0.0143
	–0.0062
	–0.0135




After obtaining the VaR values, the next step is testing the credibility of VaR results or the robustness of the VaR models through a backtesting procedure. For this backtesting analysis, we use two different models in this study. First is the frequently used method in literature, the Kupiec Test, and second is as an alternative model, the DQ test. The basic logic behind the Kupiec Test is to compare the real number of violations and model prediction. As for the DQ test, it analyses whether or not VaR violations and VaR estimates are independent by performing an artificial regression (Almli & Rege, 2011). Results of the both methods can be seen in Table 5.



[image: art]

Figure 4. VaR results of the GARCH (1.1) and the FIGARCH (1.d.1) models




According to the Kupiec LR test, the FIGARCH-t (1.d.1)VaR result for Malaysia is not credible at the 99% confidence level. This means that the real violation number is different from the model prediction. Likewise, for the DQ test, the GARCH (1.1)-n VaR result for Malaysia is spurious at the 99% confidence level. This implies that the GARCH-n (1.1) and FIGARCH-t (1.d.1) models fail in predicting the true VaR value for Malaysia. As we stated before in the GARCH (1.1) and the FIGARCH (1.d.1) analysis, these two models have drawbacks in the modeling of variance for Malaysia because of the autocorrelation in the squared residuals of the model. Therefore, these results show that the backtesting and the findings of GARCH (1.1) and FIGARCH (1.d.1) models coincide with each other.

Table 5Results of the backtesting analyses



	
	
	Kupiec LR Test
	DQ Test



	FR
	NV
	KLRT
	Stat.



	South Korea
	GARCH (1.1)-n
	0.048
	48
	0.0852 (0.7702)
	8.1412 (0.2279)



	GARCH (1.1)-t
	0.049
	49
	0.0211 (0.8842)
	7.6371 (0.2659)



	FIGARCH (1.d.1)-N
	0.049
	49
	0.0211 (0.8842)
	6.9827 (0.3224)



	FIGARCH (1.d.1)-t
	0.051
	51
	0.0209 (0.8849)
	6.9563 (0.3249)



	Japan
	GARCH (1.1)-n
	0.054
	54
	0.3286 (0.5664)
	3.7742 (0.7072)



	GARCH (1.1)-t
	0.056
	56
	0.7307 (0.3926)
	4.0985 (0.6633)



	FIGARCH (1.d.1)-N
	0.051
	51
	0.0209 (0.8849)
	3.0576 (0.8015)



	FIGARCH (1.d.1)-t
	0.052
	52
	0.0831 (0.7730)
	3.6272 (0.7269)



	Malaysia
	GARCH (1.1)-n
	0.040
	40
	2.2534 (0.1333)
	18.690 (0.0047)



	GARCH (1.1)-t
	0.063
	63
	3.2988 (0.0693)
	15.346 (0.0177)



	FIGARCH (1.d.1)-N
	0.040
	40
	2.2534 (0.1333)
	8.7805 (0.1863)



	FIGARCH (1.d.1)-t
	0.073
	73
	9.8131 (0.0017)
	14.856 (0.0214)



	Singapore
	GARCH (1.1)-n
	0.046
	46
	0.3457 (0.5565)
	5.7856 (0.4476)



	GARCH (1.1)-t
	0.048
	48
	0.0852 (0.7702)
	7.6518 (0.2647)



	FIGARCH (1.d.1)-N
	0.046
	46
	0.3457 (0.5565)
	3.2262 (0.7799)



	FIGARCH (1.d.1)-t
	0.048
	48
	0.0852 (0.7702)
	7.6518 (0.2647)




Recovery Period’s Value at Risk Analysis

In this section of the empirical analysis, we follow the same procedure with crisis period’s VaR analysis and conduct the same tests for the recovery period: 15 June 2011–2 July 2015. Since VaR analyses are performed by means of conditional variance, we first model volatility.


In Table 6, we present the GARCH (1.1) and the FIGARCH (1.d.1) results for the second period of the four countries’ 10 years government bond yields. As can be seen from the GARCH (1.1) results, the alpha and beta parameters are statistically significant except for Malaysia. Additionally, the fractional differencing operator (d) in the FIGARCH (1.d.1) model is not statistically significant for South Korea. Other values of d indicate the existence of long memory in Japan, Malaysia, and Singapore bond markets in the recovery period. As stated before, long memory in volatility causes higher level of risk over the asset. This is due to the persistence in volatility that arises in consequence of memory is an uncertainty factor in the return of asset. According to the AIC, the GARCH (1.1) model fits the data better and outperforms the FIGARCH (1.d.1) model for all countries. Except for South Korea, the SIC supports this finding and the Ljung Box test statistics show that we cannot reject the null hypothesis. This means that there is no autocorrelation in the squared residuals of the models.In order to take fat tails in the bond yields into account, we also perform the GARCH (1.1) and the FIGARCH (1.d.1) analysis under student-t distribution. Results of these two models have been presented in Table 7. These findings also coincide with the ones obtained under normal distribution.

As can be seen from the results, the alpha and beta parameters of the GARCH (1.1) model are statistically significant for all countries except for Malaysia. In the FIGARCH (1.d.1) model, just for Singapore, there is a significant long memory feature. For the rest of the countries, volatility in bond market has no mean reversion. According to the AIC and SIC, the GARCH (1.1) model mostly fits the data better than the FIGARCH (1.d.1), which is similar to the previous results. When we examine the diagnostic statistics, the Ljung Box test indicates that there is no autocorrelation in the squared residuals of the models. This is a positive implication for the robustness of the models used. Figure 5 presents obtained VaR results of the GARCH (1.1) and the FIGARCH (1.d.1) models for long (blue) and short (red) positions.


Table 6Post crisis – GARCH (1.1) and FIGARCH (1.d.1) models (Normal distribution)
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Note: Standard errors are within the parenthesis. * and ** indicates the 95% and 99% confidence level, respectively


Table 7Post crisis – GARCH (1.1) and FIGARCH (1.d.1) models (Student-t distribution)
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Note: Standard errors are within the parenthesis. * and ** indicates the 95% and 99% confidence level, respectively

VaR values obtained for the recovery period are presented in Table 8. As can be seen from the results, unlike the crisis period, there is no significant difference between the VaR values of the GARCH (1.1) and the FIGARCH (1.d.1) models. While for some countries, the GARCH (1.1) model’s VaR results are larger, the FIGARCH (1.d.1) models display larger VaR values for other countries. If we consider the type of the distribution, it is clear that the VaR values for the student-t distribution are smaller than the ones obtained under normal distribution. Risk order for the countries does not change in the recovery period. In this period, the most risky bond market is still Japan. The order of the remaining countries is Singapore, South Korea, and Malaysia, respectively.

In order to test the credibility of the VaR analysis, we conduct the Kupiec LR and the DQ tests once again as in the crisis period’s VaR analysis. According to the output of Kupiec LR test, the FIGARCH-t VaR result for Malaysia is spurious at the 99% confidence interval. This finding indicates that true violation number is different from the results of the FIGARCH-t VaR. In addition, the GARCH-t and the FIGARCH-n VaR results obtained for Singapore seem artificial. The DQ test also supports these results for Singapore.


Table 8Post crisis mean VaR results



	
	
	South Korea
	Japan
	Malaysia
	Singapore



	GARCH (1.1) VaR
	Normal
	–0.0088
	–0.0214
	–0.0052
	–0.0147



	FIGARCH (1.d.1) VaR
	Distribution
	–0.0089
	–0.0213
	–0.0052
	–0.0148



	GARCH (1.1) VaR
	Student-t
	–0.0082
	–0.0203
	–0.0040
	–0.0142



	FIGARCH (1.d.1) VaR
	Distribution
	–0.0082
	–0.0204
	–0.0037
	–0.0141




When we jointly analyse the results of the crisis and recovery periods, it seems that although in the crisis period the FIGARCH (1.d.1) models exhibit higher VaR values than the GARCH (1.1) models, for the recovery period there is no significant difference between them. For both periods, the highest VaR values are respectively as follows: Japan, Singapore, South Korea, and Malaysia. In addition, while the VaR values of Japan and Singapore are close enough to each other in the crisis period, the difference gets bigger in the recovery period. Increasing risk in Japan in the recovery period is the reason for this result. For instance, while the VaR of Japan rises 49% in the second period, this change is quite limited for South Korea and Singapore. It should be noted that the results for Malaysia are significantly different from the others. According to the findings, all of the VaR values for Malaysia decrease in the second period. However, as variance modelling and backtesting results have pointed out, we know that the VaR values obtained for Malaysia are not credible. Hence we do not take this change into account.
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Figure 5. VaR results of the GARCH (1.1) and the FIGARCH (1.d.1) models




Table 9Results of the backtesting analyses



	
	
	Kupiec LR test
	DQ Test



	FR
	NV
	KLRT
	Stat.



	Korea
	GARCH (1.1)-N
	0.049
	49
	0.0211 (0.8842)
	4.0900(0.6644)



	GARCH (1.1)-t
	0.058
	58
	1.2843 (0.2571)
	6.7303(0.3465)



	FIGARCH (1.d.1)-N
	0.043
	43
	1.0807 (0.2985)
	5.0044(0.5432)



	FIGARCH (1.d.1)-t
	0.057
	57
	0.9889 (0.3200)
	8.3848(0.2112)



	Japan
	GARCH(1.1)-N
	0.039
	39
	2.7469 (0.0974)
	14.270(0.0267)



	GARCH(1.1)-t
	0.040
	40
	2.253 (0.1333)
	10.089(0.1209)



	FIGARCH(1.d.1)-N
	0.041
	41
	1.812 (0.1782)
	11.218(0.0818)



	FIGARCH(1.d.1)-t
	0.044
	44
	0.7884 (0.3745)
	4.9528(0.5498)



	Malaysia
	GARCH (1.1)-N
	0.039
	39
	2.7469 (0.0974)
	13.963(0.0300)



	GARCH (1.1)-t
	0.061
	61
	2.3877 (0.1223)
	11.187(0.0827)



	FIGARCH (1.d.1)-N
	0.040
	40
	2.2534 (0.1333)
	9.0153(0.1727)



	FIGARCH (1.d.1)-t
	0.069
	69
	6.8301 (0.0089)
	11.678(0.0695)



	Singapore
	GARCH (1.1)-N
	0.037
	37
	3.8953 (0.0484)
	16.410(0.0117)



	GARCH (1.1)-t
	0.042
	42
	1.4215 (0.2331)
	17.506(0.0075)



	FIGARCH (1.d.1)-N
	0.031
	31
	8.7393 (0.0031)
	27.695(0.0001)



	FIGARCH (1.d.1)-t
	0.038
	38
	3.2937 (0.0695)
	15.263(0.0183)




CONCLUSION

Risk concept in finance theory has as great an importance as return. The accurate measurement of risk for any asset, project, or firm is absolutely vital for correct decision making. Although there are different approximations concerning the modelling and measuring of risk, the VaR model has gained a wide acceptance in literature in the measuring of market risk in the last two decades.

In this study, we analyse whether or not there is a change in the risk of selected Asian bond markets (South Korea, Japan, Malaysia, and Singapore) in the period following the mortgage crisis. In the risk analysis of 10-year government bond yields, we use two different time intervals: 13 June 2007–14 June 2011 and 15 June 2011–2 July 2015 as crisis and recovery periods respectively. Measuring of risk for all the periods has been conducted through the VaR analysis. In the modelling of variance, which is the most important and critical stage of the VaR analysis, we use the GARCH (1.1) and the FIGARCH (1.d.1) models that consider the change of variance over time, instead of constant variance assumption. Since descriptive statistics point out fat tails in return distributions, all VaR analyses have been conducted under normal and student-t distributions. The AIC and SIC statistics show that the GARCH (1.1) models mostly outperforms the FIGARCH (1.d.1) models in modelling variance. In addition, the VaR results exhibit that in all periods, during and after mortgage crisis, the most risky bond market is in Japan among the countries analysed. The following countries in terms of risk are Singapore, South Korea, and Malaysia respectively. When we consider the type of the return distribution, we see that for both periods the VaR values obtained under student-t distribution are smaller than the ones coming from normal distribution.

In terms of financial implications, comparative VaR values from the two periods (crisis and recovery) imply that there is a significant increase in the risk of the 10-year Japanese bond market. Although there is limited rise in the risk of the South Korean and Singaporean bond markets, the increase in Japan’s market is remarkable. This hike in the VaR of Japan is 49% for the GARCH-n (1.1) model and 47% for the FIGARCH-t (1.d.1) model. On the other hand, these rises are not so different in other models: for GARCH-t (1.1) and FIGARCH-n (1.d.1) models the numbers are 44% and 44%, respectively. In comparison with rest of the countries, the situation in Malaysia is quite different, the VaR values of this country’s bond market decrease in the recovery period. However, as the Kupiec LR and the DQ backtesting statistics exhibit the weakness of the VaR results of Malaysia, we leave the decreasing risk of Malaysia out of the assessment. Overall, we see that in the recovery period of the mortgage crisis, there is a significant increase in the risk to the 10-year government bond market of Japan.

These results, in our opinion, may arise from the integration level of these bond markets with international markets. Japan and Singapore have had their own foreign currency-denominated bond markets since the 1970s leading to more significant global integration. As it is known, higher integration with global markets may cause higher volatility spillover effects in financial markets, and higher volatility would in turn cause higher required rates of return. Therefore, this interaction can affect all sides of the financial system. Policy makers in such economies, which are exposed to those effects, should take precautions against the high volatility risk.
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ABSTRACT

The purpose of this study is to examine the (rank) correlation coefficient of five finance journal ranking methods from Harzing’s Journal Quality List in 2016 and one citation count method from the Association Business Schools (ABS) Academic Journal Quality Guide in 2010. We also propose a new way of comparing the actual ranks from the above six journal ranking methods with the random ranks generated from Excel to address which finance ranking method deviates the most from a random ranking.

Keywords: citation count, financial journal ranking, listwise deletion method, Pearson’s rank correlation coefficient, relative measure

INTRODUCTION

Finance journal rankings are frequently used as a measure of both a journal’s and author’s research quality (Oltheten, Travlos, & Theoharakis, 2005). They are useful in the discipline of finance because researchers can use them to find the right outlets, editors can evaluate the quality of their selections and update their editorial agendas, libraries can use them to make subscription decisions, academics can use them to assess the quality of the journal, and administrators can use them to evaluate faculty members’ research productivity for tenure and promotions (Chan, Fok, & Pan, 2000; Borde, Cheney, & Madura, 1999). The present value awards of finance journal publications at public research universities are also studied (Swidler & Goldreyer, 1998). Numerous objective finance journal evaluation methods such as citation counts and citation impacts, subjective finance journal evaluation methods such as the opinions of finance chairpersons and affiliations, as well as hybrid evaluation methods based on objective and subjective methods have been proposed in the past 30 years. These methods (among others) are discussed in Alexander and Mabry (1994), Arnold, Butler, Crack and Altintig (2003), Beattie and Goodacre (2006), Borokhovich, Bricker, and Simkins (1994), Chan, Fok, and Pan (2000), Chan, Chang, and Chang (2013), Chang and McAleer (2014), Chow, Haddad, Singh, and Wu (2008), Coe and Weinstock (1983), Haensly, Hodges, and Davenport (2009), Mabry and Sharplin (1985), McNulty and Boekeloo (1999), Niemi (1987), Oltheten, Travlos and Theoharakis, (2005), Russell and Gurupdesh (2011), Smith (2004), Swidler and Goldreyer (1998), and Zivney and Reichenstein (1994).


Among them, the impact factor based upon journal citations is perhaps the most frequently adopted objective journal evaluation method. However, the downside of impact factor analysis includes self-citation bias and sociological and statistical factors (Amin & Mabe, 2000). While a subjective evaluation method is an alternative, it has the drawbacks of being self-serving and prone to predisposition bias and slow-fading memory bias (Chen & Huang, 2007, Kim, Morse, & Zingales, 2009). As mentioned in Beattie and Goodacre (2006), all existing finance journal evaluation methods have inherent limitations. To avoid European/Asian academics ranking Europe/Asia-based journals higher, we compare journals listed mainly in Harzing’s and ABS, where most journals are European home based. Since correlations are studied, the pros and cons of each evaluation methods will not be discussed in detail.

In this study, we focus on five established finance journal ranking methods from the 2016 edition of Harzing’s Journal Quality List (Harzing, 2016) and one citation count method from the 2010 edition of the Association of Business Schools Academic Journal Quality Guide (Association of Business Schools (ABS), 2010). Pearson’s rank correlation coefficients and their ranked performance when compared with 100 random (arbitrary) rankings generated from Excel measured by Mean Absolute Deviation (MAD) are observed. The same process can be applied to the different finance journal evaluation methods mentioned above and to journal evaluation methods in other academic disciplines.


DATA ANALYSIS

Two separate analyses are performed in this study. We first calculate Pearson’s rank correlation to determine the consistency (i.e., the linear correlation or the dependency) between two different finance journal evaluation methods. Secondly, we compare the ranking results from each method with random ranks generated from Excel. We simulate 100 sets of random ranks each at 30 observations. The Mean Absolute Deviation (MAD) is calculated for each of the 100 random ranks vs the ranks from each method where:

[image: art]

The larger the mean for the MAD’s from the 100 samples, the greater the deviation the evaluation method is from a random ranking. This implies that the ranking method may be more restrictive than its counterpart with a smaller average MAD.

The Study of Pearson’s Rank Correlation Coefficient

In this study, finance journal rankings are directly obtained from Harzing’s Journal Quality List, which include rankings from a variety of sources compiled and edited by Professor Anne-Wil Harzing. It is published primarily to assist academians target journals of an appropriate standard. The list was originally collated while the editor was associated with the Bradford University School of Management (1997–2001). Since then, the list has been updated and extended periodically to keep it current. The current 54th version of the Journal Quality List was published on April 16, 2015 online containing 18 different rankings of more than 900 journals.

Since not every finance journal is ranked by different evaluation methods, when there are missing ranking data, the listwise deletion method is commonly used. This method excludes those cases with missing rank and runs the analysis on what remains. The parameter estimates will be unbiased if the missing data is random. When the missing data is not random, a loss in power of the test statistics and/or bias may results (Allison, 2001). Through the listwise deletion method, we end up with a study of 30 finance journals in our sample ranked by the University of Queensland Journal Rating 2007 (UQ2007), Aston March 2008 (AST2008), Australian Business Deans Council Journal Rankings List February 2010 (ABDC2013), Chartered Association of Business Schools Academic Journal Quality Guide March 2015 (ABS, 2015), and Citation Counts by ABS in 2010. These journals can be found in Appendix A; most of the journals are quality and high quality journals in ABS (i.e. being ranked 2 or above). Details about the ranking scales and how finance journals are ranked by the above methods are listed in Appendix B.

Next, the ranks for each of the 30 journals under different evaluation methods are obtained. When there are equal values (ranking), the average of their ranks from 1 to 30 are used. The (linear) correlation and dependence between two different evaluation methods are studied via Spearman’s rank correlation coefficient (r). In our case,
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with n = 30, will approximately follow a T-distribution with n – 2 = 30 – 2 = 28 degrees of freedom under the null hypothesis that there is no linear correlation between the two methods. The T-ratios and their p-values for Person’s rank correlation coefficients are listed in Table 1. When p > 0.05 (highlighted in bold faces), we conclude that there is no (positive) linear correlation between the two evaluation methods. Table 1 shows that all evaluation methods are positively correlated. The finance journal rankings by AST2008, ABDC2013, and ABS2015 are not correlated with the Citation Count method by ABS in 2010. Two most correlated finance journal ranking methods are ABS2015 and ABDC2013 with VHB2015 at r = 0.80276 and 0.71908, respectively.


Table 1The T-ratios and their p-values for Pearson’s rank correlation coefficients



	
	AST2008
	ABDC2013
	ABS2015
	VHB2015
	Citation count



	UQ2007
(p-value)
	0.42497
(0.00962*)

	0.57849
(0.00041*)

	0.47194
(0.00423*)

	0.55282
(0.00077*)

	0.38354
(0.01821*)




	AST2008
(p-value)
	----
----

	0.44698
(0.00664*)

	0.53396
(0.00119*)

	0.41071
(0.01208*)

	0.22026
(0.12108)




	ABDC2013
(p-value)
	


	----
----

	0.64503
(0.00006*)

	0.71908
(0.00000*)

	0.21046
(0.13214)




	ABS2015
(p-value)
	


	


	----
----

	0.80276
(0.00000*)

	0.24679
(0.09430)




	VHB2015
(p-value)
	


	


	


	----
----

	0.35265
(0.02798*)





Note: *indicate the significance at the level of 0.05


The Study of the MAD for Ranks from an Evaluation Method vs a Random Rank

Relative error measures are quite commonly used in comparing one proposed forecasting method with a benchmark forecasting method (for example, the random walk). Typical relative measures are proposed by Theil (1966) for the U2, and Hyndman and Koehler (2006) for the Absolute Mean Scaled Error (AMSE). Along these lines, in this study, the ranks from a finance journal evaluation method listed above are compared with 100 random ranks generated from Excel. A low average MAD indicates that the finance journal ranking from the method is similar to a random ranking; otherwise, the finance journal ranking from the method is derivative from the random ranking. The means and the standard deviations of the MADs for each finance journal evaluation method and the relative of the means of the MADs are listed in Table 2. The results imply that UQ2007 is farther from a random ranking and ABS2015 is the least farther from a random ranking among the six evaluation methods.


Table 2The means, SDs, and relative ratios of the MADs

[image: art]

Citation count study in ABS

In these lists, judgments are made on the basis of the number of times in which an average article in a journal is cited by the authors of articles in related journals (e.g.; Johnson & Podsakoff, 1994; Tahai & Meyer, 1999, Starbuck, 2002; Institute of Scientific Information, 2004; Madhi, D’Este, & Neely, 2009).

CONCLUSIONS

In this study, we examine the linear correlation coefficient between two different finance journal ranking methods. We find the VHB2015 and ABDC2015 are the most correlated finance journal ranking methods. The finance journal ranking by AST2008, ABDC2013, and ABS2015 have no correlation with the Citation Count method by ABS in 2010. We also compare the actual ranks from a finance journal ranking method with the random ranks generated from Excel. The results show that UQ2007 is the finance journal ranking methods farthest from random ranking and ABS2015 may be the ranking with the least restrictions on finance journal rankings.


APPENDIX A



	No.

	Journal Names from Listwise Deletion Method



	1

	European Financial Management



	2

	European Journal of Finance



	3

	Finance & Stochastics



	4

	Financial Analysts Journal



	5

	Financial Management



	6

	Financial Markets, Institutions & Instruments



	7

	Financial Review



	8

	Global Finance Journal



	9

	Journal of Applied Corporate Finance



	10

	Journal of Banking & Finance



	11

	Journal of Business Finance & Accounting



	12

	Journal of Corporate Finance



	13

	Journal of Derivatives



	14

	Journal of Empirical Finance



	15

	Journal of Finance



	16

	Journal of Financial & Quantitative Analysis



	17

	Journal of Financial Economics



	18

	Journal of Financial Intermediation



	19

	Journal of Financial Markets



	20

	Journal of Financial Research



	21

	Journal of Financial Services Research



	22

	Journal of Futures Markets



	23

	Journal of International Financial Management & Accounting



	24

	Journal of International Financial Markets, Institutions & Money



	25

	Journal of International Money and Finance



	26

	Journal of Portfolio Management



	27

	Mathematical Finance



	28

	Review of Finance (formerly European Finance Review)



	29

	Review of Financial Studies



	30

	Review of Quantitative Finance and Accounting





APPENDIX B

[The following information is from JOURNAL QUALITY LIST, Forty-first Edition, 20 July 2011, Compiled and edited by Professor Anne-Wil Harzing. Website: http://www.harzing.com]

UQ 2007: University of Queensland Journal Rating 2011

This list was originally constructed in 2003 in three stages:


	Construction of a mega-database (over 2,000 titles) based on ratings and rankings from over 120 sources.

	Allocation of each title to one of 5 tiers (1 = highest, 5 = lowest) on the basis of the second highest rating from the rating/ranking sources (i.e., the rating must be from at least two sources).

	The data base was supplied to the six discipline cluster leaders in the school as a resource that they could use to construct the official list (which comprises 588 journals). They could use the mega-database or any other source to justify each journal’s rating.



	Rank

	Interpretation



	1

	Highest rating



	2

	



	3

	Intermediate quality rating



	4

	



	5

	Lowest rating




AST 2008: Aston March 2008

New version of the Aston lists originally published in 1999/2003/2006. The 1999 list was based on a large survey of opinions of academics of the Midlands universities. In 2003 this list was sent to Aston research conveners for discussion within their group and each group then sent in revised lists which formed the basis of the new rankings. Anybody who wanted to add a journal was asked to provide evidence, preferably citation evidence from the World of Knowledge Data Base, but failing that expert opinions in the field from other universities. In the 2006 “rankings are made on the basis of citation rates, impact factors, interrogation of data bases and the evaluations of senior academic staff in Aston Business School and other international business schools. They are subject to change as the standing and impact of journals changes.” No in-formation was available about the procedures for the 2008 update.



	Rank

	Interpretation



	4

	World leading



	3

	Internationally excellent



	2

	Recognised Internationally



	1

	Recognised nationally



	0

	Unclassified




ABDC 2013: Australian Business Deans Council Journal Rankings List February 2013

The ABDC Journal List is a collaborative list developed by the Australian Business Deans Council that seeks to list journals relevant to Australian business academics and group these journals into four quality categories.



	Rank

	Interpretation



	A*

	Best or leading journal in its field - publishes outstanding, original and rigorous research that will shape the field. Acceptance rates are typically low and the editorial board is dominated by leading scholars in the field or subfield, including from top institutions in the world. Where relevant to the field or subfield, the journal has the highest impact factors or other indices of high reputation.



	A

	Highly regarded journal in the field or subfield - publishes excellent research in terms of originality, significance and rigor, has competitive submission and acceptance rates, excellent refereeing process and where relevant to the field or subfield, has higher than average impact factors. Not all highly regarded journals have high impact factors, especially those in niche areas.



	B

	Well regarded journal in the field or subfield - publishes research of a good standard in terms of originality, significance and rigor and papers are fully refereed according to good standards and practices but acceptance rates are higher than for Tiers A* and A. Depending on the field or sub-field, will have a modest impact factor and will be ISI listed.



	C

	A recognised journal - publishes research that is of a modest standard and/or is yet to establish its reputation because of its newness. This tier is more inclusive than the others but only includes refereed journals.




ABS 2015: Association of Business Schools Academic Journal Quality Guide March 2015

The first version of this list was published by Bristol Business School in June 2004, while the second version appeared in 2005 as the Harvey Morris Business Journals List. The original list stems from an analysis of where UK academics declared publications for the purposes of RAE 2001. Other journals were then added through comparison with other lists in circulation. Rank-ings in these lists were standardised at this stage, bearing in mind the UK RAE 2008 classification of research outputs as 4* (best work in the field), 3* (international excellence), 2* (internationally recognised) 1* (nationally recognised).

In converting the second edition of the HM List to the ABS list the editors followed a nine stage procedure involving significant peer review and review of the quality standards, track records, contents and processes of each journal. For the 2nd (March 2008), 3rd edition (March 2009) and 4th edition (March 2010) a review panel of experts considered feedback from academic associations, publishers and individual academics.



	Rank

	Interpretation



	4*

	A world elite journal



	4

	A top journal



	3

	A highly regarded journal



	2

	A well regarded journal



	1

	A recognised journal




VHB 2015: Association of Professors of Business in German speaking countries

A ranking developed on behalf of the Association of University Professors of Business in German speaking countries (Verband der Hochschullehrer für Betriebswirtschaft - VHB). This version (VHB-JOURQUAL 2.1) is an update of the second edition (2008). Rankings of journals on the list were not updated, but new journals were added.



	Rank

	Interpretation



	A+

	VHB-JourQual Index ≥ 9



	A

	VHB-JourQual Index ≥ 8



	B

	VHB-JourQual Index ≥ 7



	C

	VHB-JourQual Index ≥ 6



	D

	VHB-JourQual Index ≥ 5



	E

	VHB-JourQual Index < 5




[The following is from ABS Journal Qualification List: Version 4, 2010, published by The Association of Business Schools, 137 Euston Road, London, NW1 2AA, United Kingdom]
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