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ABSTRACT

This study provides evidence on both the short-run and long-run investment performance of Malaysian initial public offering (IPO) companies that are listed on the MESDAQ Market. The factors that influence the performance are also investigated. In line with past Malaysian studies, the results of the raw and market-adjusted initial returns show that IPO companies are significantly underpriced in the short-run. However, in the long-run, both the CAR and the BHAR methods reveal that these companies underperform the market. Our results concerning the long-run performance contrast with the results observed by previous Malaysian studies using a sample of companies listed on the Main Board and/or the Second Board. However, they are consistent with the results reported in other countries. We find that companies in the technology sector, issued in a hot issue period and underpriced IPO, perform less well in the long-run, which supports the fad hypothesis of long-run underperformance. Our results suggest that investors who purchase IPO shares on the MESDAQ Market gain high positive returns in the short-run but do not fare well in the long-run. This study provides new information to investors when choosing IPOs listed on Bursa Malaysia.
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INTRODUCTION

The study of initial public offering (IPO) companies’ performance has attracted great interest from global researchers and academic scholars. The global evidence and associated results suggest that IPO companies generate positive short-run (initial) returns, usually known as underpricing. For example, Kirkulak (2008) reports that Japanese IPOs generate a statistically significant 49.93% return in the short-run. The empirical evidence also shows that IPO companies underperform the market in the long-run. Goergen, Khurshed and Mudambi (2007) reported that in the three-year period following IPOs, the cumulative average abnormal return (CAR) and the buy-and-hold abnormal return (BHAR) for U.K. IPOs are −20.76% and −21.98%, respectively, and are significantly different from zero at the 1% level.

IPOs are very important in most countries, particularly in developing countries such as Malaysia. IPO pricing and performance should be monitored via research to determine whether the financial market is efficient. In Malaysia, IPO companies must be listed on the Kuala Lumpur Stock Exchange (KLSE), currently known as Bursa Malaysia, to become publicly traded companies. There are three boards available – the Main Board, the Second Board, and the MESDAQ Market. Companies listed on the Main Board are typically (but not always) larger than those listed on the Second Board. The MESDAQ Market is a market for technology-based listing companies.1

Considerable research has been conducted on the performance of IPO companies, both locally and overseas. Among non-Malaysian published studies, Sahi and Lee (2001) examined the short-run performance of property company IPOs in the U.K. In China, Li and Naughton (2007) examined board characteristics, initial returns and long-run performance of IPO companies. Malaysian published studies include, among others, Corhay, Teo and Tourani-Rad (2002), and Ahmad-Zaluki, Campbell and Goodacre (2007), who investigated the long-run share price performance of IPO companies listed on the Main Board and the Second Board of Bursa Malaysia.

A recently published study by Ahmad-Zaluki et al. (2007) reported that there have been limited studies relating to the Malaysian market. Most studies of new equities issues in Malaysia examine only the short-run performance. They argue that the results concerning the long-run performance of Malaysian IPOs from the existing studies are inconclusive. Furthermore, all the prior studies that have been conducted in Malaysia used a sample of IPO companies that were listed either on the Main Board, the Second Board or both. To date, no research has been carried out examining the long-run performance of IPO companies listed on the MESDAQ Market. Therefore, there is a need to extend the existing research and investigate MESDAQ Market IPOs to add to the existing knowledge on the overall performance of the Malaysian IPO market. This paper is also motivated by the inconsistent results in previous studies of IPOs in the Malaysian market and uses an alternative market as well as more recent data. We have also extended our analysis of what factors influence the level of short-run returns by including two new variables: technology/non-technology company and hold/cold issue period. The inclusion of these two variables in our regression model of short-run performance and in our cross-sectional analysis of long-run performance provides a strong contribution to the Malaysian IPO literature.


Using a sample of 93 MESDAQ Market IPO companies, we find that our sample is significantly underpriced in the short run. However, in the long run, both the CAR and the BHAR methods that we employed reveal that these companies underperform the market. Our results contrast with the results observed in earlier Malaysian studies on companies listed on the Main Board and/or the Second Board in Malaysia. However, they are consistent with the results reported in other countries. We find that companies in the technology sector, those issued in a hot issue period, and companies with higher initial returns perform less well in the long run. Overall, our results support the fad hypothesis of long-run underperformance.

LITERATURE REVIEW

Theoretical Explanation and Prior Evidence on Short-run and Long-run Performance

The best-known pattern associated with IPO pricing is the occurrence of large positive initial returns that are credited to investors. A number of explanations have been advanced for positive short-run returns, including Winner’s Curse (Rock, 1986), Legal Liability (Tinic, 1988), Dynamic Information Acquisition (Benveniste & Spindt, 1989), Signalling (Allen & Faulhaber, 1989), Informational Cascades (Welch, 1992), and Ownership and Control (Brennan & Franks, 1997).

Another pattern associated with IPOs is that IPOs generally underperform in the long-run (Ritter, 2003). A number of theories have been propounded to explain these phenomena, including Signalling (Allen & Faulhaber, 1989), Divergence of Opinion (Miller, 1977), Fad Hypothesis (Aggarwal & Rivoli, 1990); Window of Opportunity (Ritter, 1991) and Measurement Problems (Eckbo, Masulis, & Norli, 2000).

There is another pattern associated with IPOs, namely ‘hot issue’ markets. This refers to the time-series behaviour of first-day returns and the number of companies coming to market, in which high initial returns tend to be followed by rising IPO volumes (Ritter, 1984).

Several studies were undertaken in Malaysia to investigate the short-run and the long-run share price performance of IPOs, including Paudyal, Saadouni and Briston (1998), Jelic, Saadouni and Briston (2001), Corhay et al. (2002), Ahmad-Zaluki et al. (2007) and How, Jelic, Saadouni and Verhoeven (2007). Jelic et al. (2001) and Paudyal et al. (1998) examined the performance of Malaysian IPOs using only Main Board sample companies. Jelic et al. (2001) used a sample of 182 IPOs for the period from January 1980 to December 1995, while Paudyal et al. (1998) employed 95 IPOs for the period from January 1984 to September 1995, based on the availability of data. Both studies measured initial return by calculating the raw return and the market-adjusted initial return. Jelic et al. (2001) measured long-run performance by using both the BHAR and the wealth-relative (WR) methods, while Paudyal et al. (1998) employed the BHAR method to measure long-run performance.

Jelic et al. (2001) found that there is an extremely high and statistically significant positive short-run performance and a statistically significant positive long-run return up to three years after listing. However, Paudyal et al. (1998) found that on average, Malaysian IPOs are underpriced and privatisation IPOs (PIPOs) offer significantly higher short-run returns than other IPOs. In addition, regression-based analysis reveals that over-subscription, market volatility, proportion of shares sold, underwriter reputation, and ex ante risk explained the variation in the excess returns offered by Malaysian PIPOs. However, the Paudyal model can only explain 10% and 36% of other IPOs and the whole sample, respectively, and neither PIPOs nor other IPOs significantly outperformed the market over three years. Their analysis further revealed that the IPOs with higher initial returns underperformed the market, while those with low initial returns outperformed the market. Jelic et al. (2001) found that there is no evidence that IPO offers underwritten by more prestigious underwriters are better long-term investments compared to those underwritten by less prestigious underwriters. Their results indicate a negative association of upward bias in management earnings forecasts with IPO performance during the first twelve months after the IPOs. However, Paudyal et al. (1998) found that IPOs underwritten by reputable underwriters are significantly better long-term investments compared to IPOs underwritten by less reputable underwriters.

Ahmad-Zaluki et al. (2007) used a sample of 454 Malaysian IPO companies listed on the Main Board and the Second Board between 1990 and 2000, while Corhay et al. (2002) employed 258 samples for the period from 1992 to 1996. Ahmad-Zaluki et al. (2007) used both an event-time and a calendar-time approach to analyse the long-run abnormal performance, while Corhay et al. (2002) used an event-time approach to measure performance. Both obtained similar results, finding that the cumulative average abnormal returns (CAR) and the buy-and-hold returns (BHAR) significantly outperform the market. However, Ahmad-Zaluki et al. (2007) found that under the calendar-time approach of the Fama-French (1993) three-factor model, the significant abnormal performance disappears. They also found no difference between the long-run performance of Main Board and Second Board IPOs. However, they reported that listing year, issue proceeds, and initial returns are performance-related. Corhay et al. (2002) found that there is a positive relationship between CAR and book-to-market equity (B/M), earnings-to-price (E/P) and cash flows-to-price (C/P); IPO size is inversely related to CAR.

How et al. (2007) examined Malaysian share allocation and IPO performance by using a sample of 322 Second Board IPO companies from 1989 to 1992. They measured short-run performance by calculating the raw return and the market-adjusted initial return. The CAR and BHAR methods were used to determine long-run performance. Their study showed that Bumiputera investors and the Malaysian public received almost an equal allocation and made similar profits per issue. On average, Malaysian IPOs are underpriced, with a market-adjusted initial return of 101.57%, and in the long run, irrespective of whether equally weighted or value-weighted market adjusted returns are used, sample IPOs do not perform poorly.

Studies on IPO performance are not limited to the Malaysian market, but have also been performed in other countries such as the U.K. (e.g., Goergen et al., 2007), Greece (e.g., Tsangarakis, 2004; Kenourgios, 2007), Sri Lanka (e.g., Peter, 2007), China (e.g., Li & Naughton, 2007), Japan (e.g., Kirkulak, 2008), Spain (e.g., Alvarez & Gonzalez, 2005) and India (e.g., Marisetty & Subrahmanyam, 2010). In general, most of the studies find a positive market-adjusted initial return, ranging from 8.04% in Greece to 134.43% in China. However, most of the studies find that IPO companies underperform the market in the long-run.

Factors Influencing the Level of Initial Returns

This study has identified several factors that may influence the level of initial returns, including sector (technology or non-technology) and issue period (hot or cold). Prior studies suggest that the level of underpricing is higher in riskier IPOs. Unfortunately, riskier IPOs will be more underpriced than less risky ones. Because more than half of the IPOs listed on the MESDAQ Market are technology-related companies, we segregated our sample into technology and non-technology sectors. We expect that the substantial underpricing can be attributed to a large number of technology companies going public. We hypothesise that there should be a positive relationship between technology sector and initial returns because technology companies are inherently riskier investments than non-technology companies; therefore, they must provide investors with a higher return to compensate for the increased risk.

The performance of IPOs, both in the short term and long term, can vary according to the market conditions in which they are issued (dating back to Ibbotson & Jaffe, 1975; Ritter, 1984). Loughran and Ritter (1995) defined years with large numbers of IPOs as ‘hot issue’ periods, and they defined years with small numbers of IPO’s as ‘cold issue’ periods. This IPO activity variable is also used by Kooli and Suret (2004), Boubakri, Kooli and L’Her (2005), and Jaskiewicsz, Gonzalez, Menendez and Schiereck (2005), among others. Ritter (1984) shows that IPOs tend to cluster at certain hot issue periods. Ritter also demonstrates that IPOs issued during a hot issue period experience higher initial returns. Therefore, we expect that hot issue period IPOs have a positive relationship with initial returns.

The age of the company, issue size and company size are used as control variables to test the relationship between ex ante uncertainty and short-run performance. It is expected that there will be a negative relationship between ex ante uncertainty variables and short-run performance (i.e., the younger the company or the smaller the issue/company size, the higher the short-run returns).

Beatty and Ritter (1986), Titman and Trueman (1986), and Carter and Manaster (1990) suggested a negative relationship between underwriter prestige and underpricing. They advocated that prestigious underwriters will reduce agency costs experienced by companies related to the IPO. In addition, more prestigious underwriters tend to underwrite less risky IPOs to protect their reputations. Therefore, we expect a negative relationship between underwriter prestige and underpricing.

SAMPLE SELECTION AND METHODS

Data

This study examines the initial return and long-run share price performance of MESDAQ Market IPOs by using data for the period 2002 to 2005. The sample period examined is up to 2005 because this study examines 1-to 3-year post-IPO performance. It is also due to the need to study long-run post-IPO performance for three years after the offer (up to 2008). Given that the study was undertaken in early 2009, it was necessary to stop the sample period at 2005. The IPO companies’ closing price on the first day of listing and the subsequent 36 monthly returns were collected from the DataStream database. The IPO companies’ issue prices were extracted from prospectuses downloaded from the Bursa Malaysia website.

Following Ahmad-Zaluki et al. (2007), the monthly returns for each IPO company were then compared with the monthly returns of the market index on a rolling basis for each of the 36 months following the initial listing. Companies are required to have a complete returns history over the 36-month window. According to the FTSE index company website (http://www.ftse.com), the FTSE Bursa Malaysia MESDAQ Index was launched on 10 September 2007. The information on base date and historical data is only available from 31 March 2006. As our performance analysis covers the period from 2002 to 2008, and because of the data constraints on the MESDAQ Market Index, the KL Composite Index (KLCI) was used as a market benchmark. To provide robustness for our analysis and to improve the reliability of our results, we also employed an alternative benchmark, the matching company technique, as used by Ahmad-Zaluki et al. (2007).

There were 104 companies listed on the MESDAQ Market during the period from 2002 to 2005. We excluded 11 companies for various reasons: missing company prospectus (2 companies), companies that had switched their listing board from the MESDAQ Market to the Main Board within three years after listing (1 company) and companies that were delisted within 3 years after listing on the MESDAQ Market (8 companies). Therefore, our final sample consisted of 93 companies, which comprised 89.72% of the whole IPO population during the period 2002 to 2005.
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Figure 1. Distribution of IPO companies by year of listing



Figure 1 shows the distribution of these IPO companies by year of listing. There are two bars for each year, labelled ‘MESDAQ Market population’ and ‘Sample used’. The figure shows that there is an increasing trend in the number of IPOs from 2002 to 2005 for both bars. For the sample used, the highest is 43 companies in 2005, which represents 46% of the sample, and the lowest is 6 companies in 2002, which represents 6% of the sample.

The 93 IPO companies are distributed into four sectors – Finance, Industrial Products, Technology and Trading/Services. The largest number of companies in the sample were in the Technology sector, which had 58 companies (63%), followed by the Industrial Products sector (19%), the Trading/Services sector (16%), and the Finance sector (2%).

Methods

Measure of short-run performance

We examined the raw and market-adjusted initial returns to measure the short-run performance of IPOs. The raw initial return (RAW) on the first day of trading is calculated as follows:
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where, ri,1 is the raw initial return for company i on the first day of trading, Pi,1 is the first day closing price of company i, and Pi,0 is the issue price of the company i. The market-adjusted initial return (MAIR) is calculated by adjusting the raw return with the return of the market. It is calculated as follows:
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where MAIRi,1 is the market-adjusted initial return of company i, ri,1 is the raw initial return for the company i, and rm,i is the return on the market, calculated for the period between company i’s listing date and its prospectus closing date.

Factors influencing the level of initial returns

This study performs a multivariate analysis to identify factors that may influence the short-run performance. A regression analysis is performed to examine the level of IPO raw initial return in comparison to variables relating to the IPO business sector (technology or non-technology) and issue period (hot or cold), along with several additional control variables identified in the literature: company age, underwriter reputation, issue size and company size. Our choice of potential control variables is based on Malaysian evidence (Jelic et al., 2001; Ahmad-Zaluki et al., 2011) and other studies on short-run performance. We compute the significance levels as White’s t-statistics to correct for heteroskedasticity. The ordinary least squares (OLS) multiple regression model is estimated as follows:
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where:



	RAWIR
	=
	initial return (%) measured by comparing the share price (pt) at the end of the first day of trading with the offer price (p0): (pt-p0)/p0;



	TECHD
	=
	dummy variable = 1 for technology sector companies and zero otherwise;



	HOTCOLD
	=
	dummy variable = 1 for companies that went public in the hot period (2004-2005) and zero otherwise;



	AGE
	=
	company age in years;



	UNDWR
	=
	dummy variable = 1 for prestigious underwriter as defined in Jelic et al. (2001) and Ahmad-Zaluki et al. (2011) and zero otherwise;



	lnPROCEEDS
	=
	natural log of the gross proceeds raised from the IPOs;



	lnMV
	=
	natural log of the market value at the time of the IPO computed as the number of shares outstanding times the closing price on the first trading day;



	εi
	=
	error term



For hot and cold issue periods, we employed the definition used by Loughran and Ritter (1995), Kooli and Suret (2004), Boubakri et al. (2005), and Jaskiewicz et al. (2005). To be more precise, we follow the definition given by Jaskiewicz et al., defining hot issue periods as periods that have IPOs above the average number of IPOs during the period of study. However, we prefer to use median rather than mean because it is not affected by outliers (Jain & Kini, 2004). Thus, the hot issue periods are redefined in this study as the years that have numbers of IPOs above the median number of IPOs for the total period of study. The total number of the MESDAQ Market IPO companies over the period 2002-2005 is 104 companies, with a median value of 26 companies. As a result, the hot issue period dummy variable takes a value of ‘1’ if the IPO for the company is issued in a year that has a total number of IPOs greater than 26, namely 2004 and 2005. The dummy variable takes a value of ‘0’ if the IPO issued in the year 2002 or 2003, each of which had fewer than 26 IPOs. Therefore, we categorised both 2004 and 2005 as hot issue periods. However, companies listed for the years 2002 and 2003 are categorised as cold issue.


Measure of long-run share price performance

To measure the long-run share price performance, the cumulative average abnormal return (CAR) method and the buy-and-hold return (BHAR) method were used. The CAR from event month q to event month s is calculated by cumulating the average market-adjusted (matching company-adjusted) returns on a portfolio of n stock for the event time q to event time s and is calculated as follows:
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where CARq,s is the cumulative average abnormal return from event time q to event time s and ARt is the average market-adjusted (matching company-adjusted) return on a portfolio of n stock for the event time t.

Under the buy-and-hold strategy, stock is purchased at the first closing market price on the listing date and held for a specified time period. Following prior studies (e.g., Ahmad-Zaluki et al., 2007), one-, two-and three-year buy-and-hold abnormal returns are calculated to measure the long-run share price performance. The buy-and-hold abnormal return for each company is calculated as follows:
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where BHARit is the buy-and-hold abnormal return of company i in event month t, rit is the monthly raw return on company i in event month t, starting from its first event listing month and continuing through the end of the three-year window, and rmt is the monthly market return or matching company return. A positive value for BHAR indicates that the IPO outperformed the market or the matching company and a negative value indicates that the IPO underperformed the market or the matching company.


RESULTS

Short-run Performance

Table 1 reports the short-run performance for the 93 IPO companies listed on the MESDAQ Market. The mean raw initial return is 37.18%, which is statistically significant at the 1% level. After adjusting the raw initial return with the market benchmark (KL Composite Index), the mean initial return fell slightly to 36.37%.2 The raw initial returns range from a low of −66.67% to a high of 263.64% for the overall sample. The lowest and the highest market-adjusted initial returns are −64.96% and 261.86%, respectively.

When we split our IPO sample by sector, we find that IPO companies categorised under the Trading/Services, Technology and Industrial Products sectors are significantly underpriced, at 64.56%, 34.89% and 27.24%, respectively. The finance sector shows a raw initial return of −12.50%, but this is not significant. Based on the findings reported in Table 1, we can conclude that investors who purchased IPO shares from companies listed on the MESDAQ Market for the period 2002 to 2005 gained high, positive short-run returns. The results of this study are consistent with the study of Ritter (1998), who finds that in general, IPO companies have large positive initial returns. However, the level of positive initial return is lower than what was observed in prior Malaysian studies.


Table 1Short-run performance
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Regression results

We estimated Equation 3 to test our hypotheses in a multivariate framework while controlling for additional factors that might influence the level of initial returns. Specifically, we performed a regression analysis to examine the relationships among the level of IPO raw initial return, business sector (technology or non-technology), and issuance period (hot or cold), together with several additional control variables identified in the Methods section.


Table 2 shows our bivariate correlation analysis among variables. It reports a modest correlation between underwriter reputation (UNDWR) and hot/cold issue period IPOs (HOTCOLD), and between company size (lnMV) and issue size (lnPROCEEDS), with correlations of −0.3189 and 0.5233, respectively. As reported in Table 2, none of our independent variables have high correlations, suggesting that multicollinearity is not likely to be a problem in our regression model.


Table 2Correlation matrix for variables in the determinants of short-run performance
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Table 3 reports the short-run performance regression results using 87 IPOs after excluding the extreme outliers in the level of raw initial return. The extreme outliers had initial return values outside the range of ± 3 times the inter-quartile range beyond the upper and lower quartiles. The same procedure of identifying the extreme outliers is used by Ahmad-Zaluki and Wan-Hussin (2010). To scrutinise the existence of multicollinearity in the estimation of the relationship between dependent and independent variables, the variance inflation factors (VIFs) for each independent variable are computed and reported in column 2 of Table 3.3 Consistent with the correlation matrix showed in Table 2, VIFs for all our independent variables are below 2.0. These results suggest that multicollinearity is not likely to be a major issue driving our results.

During our testing period, 58 out of the 93 companies in our sample were in the technology sector. We divide IPOs into two broad categories, technology and non-technology. As reported in Table 3, we find that the technology dummy variable gives an unexpected sign but is insignificant. This result suggests that the short-run performance of technology IPOs is not significantly different to that of non-technology IPOs.


Table 3Regression results for determinants of short-run performance



	
	VIF
	Expected sign
	Coeff
	t-stat



	Hypothesis variables
	
	
	
	



	TECHD
	
1.11

	
+

	
12.753

	
−1.27




	HOTCOLD
	
1.17

	
+

	
−23.865

	
−1.87*




	Control variables
	
	
	
	



	AGE
	
1.09

	
−

	
1.444

	
1.25




	UNDWR
	
1.19

	
−

	
−12.626

	
−1.06




	LnPROCEEDS
	
1.55

	
−

	
−16.130

	
−2.53**




	LnMV
	
1.44

	
−

	
29.107

	
3.53***




	Constant
	
	
	
175.905

	
2.07**




	N
	
	
87

	
	



	Adj R-square
	
	
11.25%

	
	



	F-stat
	
	
3.69***

	
	



Note:     This table reports the OLS regression with the level of raw initial returns as the dependent variable. TECHD is a dummy equal to 1 for technology sector companies and zero otherwise, HOTCOLD is a dummy equal to 1 for companies listed during the hot issue period (2004-2005) and zero otherwise, UNDWR is a dummy equal to 1 for ‘prestigious’ underwriters and zero otherwise, AGE is the age of companies in years, lnPROCEEDS is the natural log of gross proceeds raised from the IPOs, and lnMV is the natural log of the market value computed as the number of shares outstanding times the closing price on the first trading day.
***, **, and * denote significantly different from zero at the 0.01, 0.05 and 0.10 levels, respectively, using White-corrected two-tailed tests.

As explained in “Factors influencing the level of initial returns”, we categorised both 2004 and 2005 as hot issue periods. Meanwhile, companies listed for the years 2002 and 2003 are categorised as cold issue. We find that the coefficient of the hot/cold issue period dummy is negative but weakly significant (at the 10% level). Inconsistent with Ritter (1984), our results suggest that the level of initial returns for companies listed during hot periods in Malaysia is lower than for those listed during the cold periods. Similar results were also observed by Cliff and Denis (2004), in that underpricing is lower when IPO volume is high. Further inspection of the data reveals that the percentage of IPO companies from the Technology sector is higher in cold issue periods (68%) than in hot issue periods (61%). Because Technology companies are inherently riskier investments than non-technology companies, they must provide investors with a higher return to compensate for the increased risk. Therefore, higher initial return is observed in the cold issue periods, which contained a higher percentage of technology company IPOs, than in the hot issue periods, although the difference is relatively small.

We find that the issue size variable is negatively and significantly related to short-run performance, suggesting that small-size issues have high ex ante uncertainty that produces a higher return to initial investors. Surprisingly, our company size variable has a positive relationship with short-run performance, suggesting that the larger the company size, the higher the initial returns. We find no evidence that company age and underwriter reputation influence the level of short-run performance.

Long-run Performance

Table 4 reports the average and cumulative average abnormal returns for the 36 months after the listing date for 93 IPOs between 2002 and 2005. Focusing on Columns 3 and 4, when the market benchmark is used, the results show that the average abnormal return was only significant in the 17th, 18th, 23rd, 24th, 25th, 27th, 28th, 29th and 34th month after the IPO.

It is evident that in the long-run, MESDAQ Market IPO companies tend to underperform the market; the CAR for 36 months post-IPO is −41.74%. As seen in Figure 2, the CAR becomes negative after the sixteenth month, and the CAR starts to decrease steadily from −4.31% in month 17 to −41.74% in month 36. The negative CAR starts to be significant only at month 24, continuing to month 36. The lowest CAR of −41.74% occurs in month 36 and is statistically significant at the 1% level. The underperformance of IPO companies can also be observed when the matching company benchmark is used. In 36 months post-IPO, the CAR is still negative at −17.44%, but insignificant.4 The results of this study differ from prior Malaysian studies, such as Jelic et al. (2001), Corhay et al. (2002), Ahmad-Zaluki et al. (2007), and How et al. (2007). They found that Malaysian IPO companies outperformed the market in the three-year period by 24.83%, 41.71%, 32.63%, and 41.00%, respectively. Following Ahmad-Zaluki et al.’s (2007) argument, the difference in results may reflect the different sample composition in terms of sample size, influence of MESDAQ Market companies in the sample, and the different time period examined.


Table 4Average and cumulative average abnormal returns
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Figure 2. Cumulative average abnormal returns



Table 5 reports the long-run share price performance using the buy-and-hold return method. Column 2 of Table 5 reports the raw buy-and-hold returns for our IPO sample, while columns 3 and 5 report the results of the buy-and-hold abnormal return (BHAR), calculated as the difference between the raw returns and the market returns and matching company returns, respectively. Interestingly, the results show that IPO companies listed on the MESDAQ Market outperform the market in the first year of going public, with a BHAR of 12.54%, but this value is insignificant. The level of overperformance is greater when the matching company benchmark is used, with a BHAR of 31.43%, significant at the 5% level. In the second year and the third year, these companies underperform the market with a BHAR of −26.83% (significant at the 10% level) and −68.88% (significant at the 1% level), respectively.5 Even though the level of underperformance in the third year is less severe when the matching company benchmark is used, with a BHAR of −25.03%, it is statistically significant at the 5% level. Our results are consistent with the results of CAR, in which IPO companies listed on the MESDAQ Market tend to underperform both the market and the size-matched company in the long run.

Table 5Buy-and-hold abnormal returns
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Again, our findings are in contrast with the results of prior Malaysian studies by Jelic et al. (2001), Corhay et al. (2002), Ahmad-Zaluki et al. (2007), and How et al. (2007). They found that in using the BHAR method to measure the long-run performance, the Malaysian IPO companies outperformed the market in the three-year period by 21.98%, 39.58%, 17.86% and 28.23%, respectively. A possible reason for why the findings of the present study regarding long-run performance differ from those of all available past Malaysian studies is that those studies were conducted using IPO data listed on the Main Board and/or the Second Board. However, the results of the present study are consistent with those reported for other countries (e.g., China, Germany, India, Japan, Spain, Sri Lanka and the U.K.). Li and Naughton (2007), Bessler and Thies (2007), Marisetty and Subrahmanyam (2010), Kirkulak (2008), Alvarez and Gonzalez (2005), Peter (2007), and Goergen et al. (2007) reported that in the three-year period, IPO companies underperformed the market with a BHAR of −6.50%, −12.70%, −34.49%, −50.10%, −28.24%, −12.96%, and −21.98%, respectively.

Cross-sectional patterns of long-run performance

To investigate possible reasons for the long-run underperformance of MESDAQ Market IPOs, this section reports cross-sectional patterns of long-run performance. We split our sample companies into groups: technology and non-technology sectors, hot and cold issue period IPOs, and high, medium and low initial returns. To facilitate comparison with prior Malaysian studies, we present the results of BHAR using the matching companies benchmark. To provide robustness for our results, we report the results based on mean and median abnormal performance.


Panel A of Table 6 shows the BHARs for technology sector IPOs and non-technology sector IPOs. As shown in Panel A, both technology and non-technology sector IPOs underperform the matching companies benchmark. However, the technology sector IPOs show more dramatic underperformance than those in the non-technology sector. The mean and median levels of underperformance for companies in the technology sector are −34.49% and −28.36%, respectively. Both values are statistically significant at the 5% level. Meanwhile, the mean and median levels of underperformance for the non-technology sector are only −9.35% and −18.74%, respectively, and are insignificant. Our results support the fad hypothesis of Aggarwal and Rivoli (1990). This hypothesis suggests a non-rational temporary overvaluation, above intrinsic values, which is caused by investor over-optimism that eventually evaporates or causes long-run underperformance (Naceur & Ghanem, 2001). The severe underperformance in the technology sector, in comparison to the non-technology sector, may be due to the risky nature of technology sector IPOs.


Table 6Cross-sectional patterns of buy-and-hold abnormal returns



	
	Mean
	Median



	Panel A: Sector
	
	



	Technology (n = 58)
	−34.49**
	−28.36**



	p-value
	0.023
	0.028



	Non-technology (n = 35)
	−9.35
	−18.74



	p-value
	0.561
	0.322



	Panel B: Hot issue period
	
	



	Hot period (n = 71)
	−17.99*
	−28.41**



	p-value
	0.091
	0.047



	Cold period (n = 22)
	−47.72
	−5.42



	p-value
	0.149
	0.314



	Panel C: Initial return (%)
	
	



	Low (n = 31)
	−17.38
	−16.51



	p-value
	0.324
	0.342



	Medium (n = 31)
	−21.31
	1.36



	p-value
	0.332
	0.563



	High (n = 31)
	−36.39*
	−32.87***



	p-value
	0.056
	0.004



	All
	−25.03**
	−27.40***



	p-value
	0.025
	0.018




Note:     *, **, and *** denote significantly different from zero at the 0.10, 0.05 and 0.01 levels, respectively


Panel B reports the results of long-run performance by the hot and cold issue period IPOs. The mean underperformance of hot issue period IPOs appears less severe than that of cold issue period IPOs. However, the result of the median is the reverse. Hot issue period IPOs show more underperformance (median = −28.41%, statistically significant at the 5% level) than cold issue period IPOs (median = −5.42%, insignificant). The difference in results between the mean and the median suggest the effect of outliers in the long-run BHAR. Consequently, we rely on the results of BHAR based on the median. Although it is not reported in the table, we also performed the same analysis using the market benchmark. We find that both the mean and median underperformances are more severe in the hot issue period than in the cold issue period. Our results suggest that underperformance occurs in years where there are a larger number of IPOs, which supports the ‘window of opportunity’ hypothesis and the findings of Loughran and Ritter (1995). However, this study is not in line with the findings of Ahmad-Zaluki et al. (2007).

The IPO companies in our sample are also segmented by level of initial returns: low, medium and high. There is an equal number of IPOs in each category (31). As shown in Panel C, there is a tendency for high initial return groups to have the worst long-run performance. Both the mean and median BHARs show statistically significant underperformance of −36.39% (at the 10% level) and −32.37% (at the 1% level), respectively. However, the level of mean and median underperformance for the low initial return group is less severe and insignificant. Our results suggest that underpriced issues perform less well in the long run. This finding is consistent with Kirkulak (2008), who suggests that long-run underperformance is due to the temporary overvaluation of IPOs by investors in early trading. As a whole, our results support the fad hypothesis, which predicts that companies with the highest initial returns will have the lowest subsequent returns.

CONCLUSION

This paper examines the short-run and long-run share price performance of Malaysian IPO companies listed on the MESDAQ Market from 2002 to 2005. Consistent with past Malaysian studies, the results of market-adjusted initial returns show that IPO companies are significantly underpriced in the short run. However, in the long run, both the CAR and the BHAR methods report that Malaysian IPO companies listed on the MESDAQ Market underperform the market. Our results contrast with prior studies using Malaysian data finding that IPO companies listed on the Main Board and/or the Second Board tend to outperform the market in the long-run. The difference in results may be because more than half of our sample consisted of technology-based companies. These companies are found to have more severe underperformance than their counterparts. In addition, companies that went public during hot issue periods and companies with high initial returns perform less well in the long run. Our long-run performance analysis supports the fad hypothesis of Aggarwal and Rivoli (1990) in explaining underperformance. Overall, our results suggest that investors who purchase IPO shares on the MESDAQ Market gain high positive returns in the short run but do not fare well in the long run.

NOTES

1.      As of 3 August 2009, the Main Board and the Second Board were merged and renamed the MAIN MARKET. Meanwhile, the MESDAQ Market was revamped and renamed the ACE MARKET.

2.      We have spent considerable time collecting additional data for companies listed on the Main Board and the Second Board to compare the initial returns with companies listed on the MESDAQ Market. Using a sample of 145 IPO companies listed on the Main Board and the Second Board, we find that the mean raw and market-adjusted initial returns for both listing boards are slightly lower (20.36% and 19.37%, respectively) than the initial returns given by companies listed on the MESDAQ Market. When we further split these samples into the Main Board and the Second Board, we find that both the mean raw and market-adjusted initial returns for the Main Board are lower than for the Second Board (raw initial returns: Main Board = 15.08% vs. Second Board = 23.88%, market-adjusted initial returns: Main Board = 14.50% vs. Second Board = 22.79%). All of these figures are significant at the 1% level. Similar results are also observed by Rahim and Yong (2010) in their study on initial returns of Malaysian IPOs using data from 1999–2007.

3.      Neter et al. (1985) suggested that a multicollinearity problem can be indicated by having the VIF = 10.

4.      One might wonder whether the results using matching company benchmark are more reliable than using KLCI as a benchmark. We suggest that the results are less reliable when using KLCI as a benchmark because MESDAQ is not comparable to the companies included in the KLCI. We used KLCI as a market benchmark due to data limitations, as mentioned in our method section.

5.      Additional analysis on data for IPO companies listed on the Main Board and the Second Board shows that these companies underperformed the market in the three-year post-IPO period with a BHAR of −48.36% (significant at the 1% level). After splitting the data into Main Board and Second Board companies, we find that Main Board IPO companies perform less well than Second Board IPO companies (−52.89% vs. −45.30%). Both values are significant at the 1% level. However, the level of underperformance for both Main Board and Second Board companies is lower than what was observed for the companies listed on the MESDAQ Market
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ABSTRACT

This paper examines calendar anomalies, in particular, the monthly effect in the international wine exchange market. The empirical findings suggest that there is a March effect for the Liv-ex Fine Wine 500 Index, a May effect for the Liv-ex Fine Wine 100 Index and the Liv-ex Claret Chip Index and a June effect for the Liv-ex Fine Wine Investables Index. We find that the market risk is higher in March and June for the Liv-ex 500 Index and the Liv-ex Investables Index, respectively. However, this higher market risk is not the cause of the monthly effect.

Keywords: wine, monthly effect, efficient market hypothesis, risk, GARCH

INTRODUCTION

Financial assets such as stocks and bonds have often been the most popular investment instruments due to their high returns. However, the Capgemini and Merrill Lynch World Wealth Report 2010 claimed that crises, ongoing concerns about financial markets and a lack of confidence in regulatory bodies and financial institutions have caused investors to seek protection against downside risk. Investors have shifted their focus to a broader spectrum of portfolio risk, especially to non-financial assets or passion investments.1 The report stated that individuals with high net worth are engaging in passion investments because of their tangible, long-term value, and these investments are expected to expand.

Wine has become a popular passion investment not only because of its high returns compared with other non-financial assets but also because wine’s correlation with stocks is not very significant (Masset & Henderson, 2009). For instance, a case of Chateau Lafite Rothschild 2000 that cost £2,560 in 2004 was worth £18,400 in 2010, which is a 611% increase. Furthermore, the production of fine wine is limited due to fixed vineyard areas; only 480,000 bottles of Chateau Lafite Rothschild are produced per year.2 The supply of fine wine will eventually diminish because people who invest in the best vintages would also savour the wine. Thus, the scarcity of fine wine drives fine wine prices up over time. In addition, the emergence of e-commerce has enabled buyers and sellers worldwide to trade. Websites such as Wine Spectator, Decanter and London International Vintners Exchange provide much-needed information about wine and wine investment. Wine exchanges also provide a global marketplace for major wine buyers and sellers, including merchants, retailers and wine funds, to invest in wine.

Numerous empirical studies have been performed on non-financial assets such as paintings, violins, antique furniture and wine. Some studies (Baumol, 1986; Graeser, 1993) contended that not all collectibles provide a sound financial investment. For instance, investment in paintings, Stradivarius (the world-famous violin) and American antique furniture are found to exhibit poor returns compared with financial instruments. However, empirical studies on wine as an alternative investment resulted in mixed conclusions. Some studies (Jaeger, 1981; Sanning et al., 2008; Baldi et al., 2010) found that investment in wine provides positive returns, while the others (Krasker, 1979; Burton & Jacobsen, 2001) found that the expected returns from storing wine were no larger than the return from riskless assets.

The Efficient Market Hypothesis (EMH) proposes that investors will not able to make full use of public information to generate abnormal return because the market reflects the available information (Fama, 1969). In contrast with EMH, calendar anomalies assert that the stock market is inefficient because stocks perform better in certain calendar periods. Popular studies on calendar anomalies include the January effect, in which stocks gain in January; the weekend effect, in which stocks perform better on Fridays; and the holiday effect, in which stocks perform better on the days before holidays. These anomalies imply that market inefficiency exists because investors can use stocks’ historical patterns to earn abnormal returns. Most studies on calendar anomalies employed the bootstrapping method, the portfolio rebalancing hypothesis and the Fama-French three-factor model for the analysis.

This paper examines the presence of a monthly effect in the international wine exchange market. In addition, we aim to determine whether market risk is higher in certain months and to examine whether risk is a reason for the monthly effect. For the first time, we marry the two established research areas, i.e., the wine market and calendar anomalies, in a single study. As alternative/passion investment emerges as a replacement for the traditional stocks investment, it is important and timely to verify the validity of the EMH in the wine market. As the current literature on wine investment focuses on examining performance and the rate of return, we contribute to the literature by studying the efficiency of the wine market. We believe that this paper is the first to investigate the calendar effect on the wine market. The findings of this paper may provide some perspective for investors and market players on whether they can earn abnormal returns with the monthly effect investment strategy in the wine exchange market.

WINE MARKET AND LITERATURE REVIEW

Traditionally, wine-producing countries in Europe include France, Italy and Spain. Wine is also produced in New World countries such as Argentina, Australia, Chile, New Zealand, the United States and South Africa. In addition, wine production in China has increased over the years because of increasing domestic demand. Rising incomes and the image of wine-drinking as a status symbol for the middle class have caused an increase in domestic demand for wine in China.3

The finest wine is fundamentally determined by geographical region in Europe, while in New World Countries, wines are labelled by their varietal names and grape combinations.4 In France, wines from Bordeaux and Burgundy are considered world-renowned, and they are categorised through a complex appellation system.5 The Bordeaux Brokers Union introduced ‘The 1855 Bordeaux Classification’ to classify chateaux6 that produce the highest quality wine from the first growth (premier cru) up to the fifth growth. The “cru” classification of Burgundy wine begins with Grand Cru, followed by Premier Cru, which reflects the implied quality associated with the potential of a particular terroir 7 in producing high-quality wine.

Most empirical studies (Landon & Smith, 1997; Steiner, 2004; Oczkowski, 2006; Schamel, 2006; Carew & Florkowski, 2010) on wine focus on the determinants of wine prices. The determinants include colour, grape variety, region of origin, vintage, volume, age, critics’ scores and temperature. Hedonic price analysis is commonly employed to investigate the determinants of wine prices. Hedonic price is defined as the implicit price of the product’s attributes (e.g. wine’s colour and grape variety) and these attributes are determined from the observed prices of differentiated products (e.g. other wines) and the specific number of characteristics associated with the products (Rosen, 1974). The observed market price of a good is comparable to a tied package of characteristics, and the price difference between the observed price and the observed characteristics becomes evident when the price differences among goods are recognised.


Literature on wine in the economy is mainly focused on determining which of the characteristics are associated with the observed market price of a bottle of wine. Shamel and Anderson (2003) estimated a hedonic price function on the well-known Australian James Halliday wine data to differentiate the implicit prices for sensory quality ratings, wine varieties, region and winery reputation attributes in the vintages from 1992 to 2000. They showed that vintage ratings by independent critics, winery ratings and classic wine categorisation have a significant positive impact on a consumer’s willingness to pay for premium wine. Steiner (2004) adopted hedonic price analysis to estimate the implicit Australian wine price. The result suggested that consumers value the regional origins of the grapes and their varieties jointly as proxy for brands. Haeger and Storchmann (2006) studied the most expensive category of table wine, Pinot Noir, from Burgundy using hedonic price analysis and found that wine-making skills, brand reputation and explicit pricing policies account for a large share of price variations but that wine ratings do not strongly explain the price variations.

In finance, research on wine as an alternative to financial investment remains limited. Krasker (1979) investigated the rate of return from storing wine using data on wine prices from Heublein Wine Auctions covering a four-year period from 1973 to 1977. By employing the generalised least square (GLS) procedure, the author found that the net expected return on wine does not far exceed the return of riskless assets; therefore, wine would not be an unusually good investment. Jaeger (1981) re-examined Krasker’s study by using the same data source for the eight-year period from 1969 to 1977. She noted that Krasker’s procedure in finding a subnormal (less than the normal) rate of return is biased due to the wine surplus in 1974 to 1975 that drove French wine prices below the market price. Jaeger (1981) claimed the expansion of data improves the calculated return of wine and found that wine outperforms Treasury bills by USD16.60 per case per year (a case contains 12 bottles of wine).

Burton and Jacobsen (2001) used the repeat-sale, semi-annual wine auction data from William Edgerton that compiles a record of wine sold at major auction houses such as Christie’s, Sotheby’s, Davis & Company and others from 1989 to 1992. They provided evidence that an aggregate portfolio of investment in wine shows an impressive nominal annual return of 8%. Masset and Henderson (2009) employed auction data from Chicago Wine Company between January 1996 and February 2007, and their results showed that investing in wine may yield attractive performance in terms of average returns and volatility. Scanning et al. (2008) analysed the level and quality of Bordeaux wine returns by employing the Fama-French three-factor model and the Capital Asset Pricing Model (CAPM) using monthly hammer auction prices from the Chicago Wine Company for eight-year periods. Their results showed that investment grade wine 8 provides positive returns on average (0.60% to 0.75% per month and 7.5% to 9.5% per year) in excess of those forecasted by well-accepted models. Investment-grade wine has the advantage of low exposure to market risk factors, thus providing a good source of diversification for investors seeking hedge investments.

We cannot avoid discussing literature on the calendar effect. Because it is well established, we review it briefly in this section9. Early research of seasonal variation in certain months was recorded by Wachtel (1942), who observed the Dow Jones Industrial Average from 1927 to 1942. Wachtel (1942) reported that 30 stocks from the Dow Jones displayed a frequent seasonal rise from December to January. Many researchers proposed the tax loss selling hypotheses and window dressing as explanations for the January effect. In the United States, investors are able to sell securities that decline in value to realise losses that can be used to reduce their taxable income.

Branch (1977) supported the tax loss selling but concluded that tax loss selling has little or no impact on stock prices in an average year. Rienganum and Shapiro (1987) observed that after the imposition of capital gain tax 1965, the British stock return data apparently exhibited tax effects in January and April (British tax year-end is in April). Tinic and West (1987) summarised that the January effect existed in Canada’s stock market as a whole from 1950 to 1980. Although their findings do not support the proposition that taxes are the sole cause of seasonality in stock returns, they insisted that tax is still a factor that must be considered. Chen and Singal (2004) argued that the January effect is largely due to tax loss selling and tax gain selling. Grin and Moskowitz (2004) concluded that the long-term reversal effect appears only in January and that the significant momentum that exists outside of January seems to be driven by the end-of-year tax loss selling.

Nevertheless, some studies seem to propose otherwise. Haug and Hirschey (2006) found a persistent January effect for small capitalisation stocks in equal weighted returns even after the Tax Reform Act of 1986. They suggested that the January effect remains a small-cap phenomenon and has been unaffected by the Tax Reform Act of 1986. There are other studies (Ritter & Chopra, 1989; Reinganum & Gangopadhyay, 1991; Porter et al., 1996) that attempt to explain the January effect with other theories, such as accounting information hypotheses, portfolio rebalancing and turn of the month liquidity hypotheses.

DATA AND METHODOLOGY

The data in this paper are adopted from London International Vintners Exchange (Liv-ex). Liv-ex is an exchange for investment in graded wine based in London. There are four indices in Liv-ex: the Liv-ex Fine Wine 100 Index, the Liv-ex Fine Wine 500 Index, the Liv-ex Claret Chip Index and the Liv-ex Fine Wine Investables Index. The Liv-ex 100 Index comprises the 100 most sought-after fine wines where there is active trading in the secondary market. It is calculated monthly using the Liv-ex Mid Price for each component wine. The sample period is from July 2001 to December 2010. The Liv-ex 500 Fine Wine Index is based on the Current Best List Price (the least expensive) for each component wine from the last 30 days10. The main criterion for wine to be included in the Liv-ex 500 Fine Wine Index is attracting a strong secondary market. The sample period is from January 2001 to December 2010.

The Liv-ex Claret Chip Index consists of top-rated Bordeaux Left Bank First Growth only and is price-weighted. It is calculated weekly using the Liv-ex Mid Price. The sample period is from December 2003 to December 2010. The Liv-ex Fine Wine Investables Index comprises Bordeaux red wine from 24 leading chateaux with wine dated as far back as the 1982 vintage. The index is calculated using Liv-ex Mid Price with weightage applied to account for older vintages and wine produced in smaller quantities. The Liv-ex calculates Mid Prices for selected wine from 2001 onwards, whilst prior component wines are derived from an extensive collection of historical price data from leading fine wine merchants. The sample period is from January 1988 to December 2010.

The raw index series are converted into a series of returns expressed as a logarithmic return:

Rt = ln (Pt / Pt – 1) * 100%

where Pt and Pt – 1 are the wine index at time t and time t – 1.

Table 1 reports the descriptive statistics of all series showing the average monthly return and the standard deviation for the “extreme” months during the sample period. “High” refers to the month with the highest monthly return and “low” is the month with the lowest return. The Liv-ex 100 shows the highest mean return (0.0297) in May and the lowest mean return (−0.0086) in September. The Liv-ex 500 has the highest mean return (0.0172) in March and the lowest mean return (0.0012) in November. The Liv-ex Claret Chip demonstrates the highest mean return (0.0479) in May and the lowest mean return (−0.0105) in October. The Liv-ex Investables exhibits the highest mean return (0.0413) in June and the lowest mean return (0.0001) in November. Overall, the highest months are around end of spring or beginning of summer, while the lowest months are in autumn. January is neither the highest nor the lowest month in the wine exchange market.


The highest risk as indicated by the standard deviation is in October for the Liv-ex 100, Liv-ex 500 and Liv-ex Claret Chip. Although the highest mean return is found in the first half of the year, the highest risk is found in the second half of the year. However, for the Liv-ex Investables, both the mean return and risk are the highest in June. In contrast, all indices have the lowest risk in the second half of the year except the Liv-ex Claret Chip, whose lowest risk is in February. None of the months with the lowest mean return are consistent with the lowest risk or vice-versa. These results suggest that the modern portfolio theory, which is that higher return will accompany higher risk, is not true in the international wine exchange market.


Table 1Descriptive statistics for return series

[image: art]

We employ three models to investigate the existence of the monthly effect in wine returns. We start from the standard ordinary least square (OLS) model with a monthly dummy (Model 1):

Rt = α0 + α1Rt−1 + α2DUMt + εt

where Rt is the return on wine series and DUM is the dummy variable for the respective month to capture the possible monthly effect (it can be any month) in the return series. If a monthly effect exists in a particular month, then α2 for that particular month will be positive and significant. We test the monthly effect for all twelve months from January to December to identify the monthly effect.11

Although there are more studies using the Generalised Autoregressive Conditional Heteroskedasticity (GARCH) model in the finance literature, there have not been yet any studies in the wine market. The GARCH model is employed because it is parsimonious and because it avoids over-fitting. Model 2 using the GARCH (1,1) model is shown to be a parsimonious representation of asset return dynamics. By using the GARCH structure, the focus is on the inter-temporal mean-variance relations instead of the cross-sectional return beta risk relations. If the market risk is priced, the conditional variance will be positively correlated with the market returns. Model 2 and 3 are adopted from Sun and Tong (2009).

Model 2 is the GARCH (1, 1) model with a monthly dummy as follows:

[image: art]

where ht is the variance of εt conditional upon the information set ф at time t - 1 and is modelled following an ARMA (1, 1) process. The conditional variance is employed as a proxy for the market risk anticipated by investors. If market risk is higher in that month, β3 in the variance equation would be positive and significant. Hence, the conditional variance might have seasonality in that month.

Model 3 is constructed to explain the situation where the monthly effect is due to higher risk in that month. If risk is higher in that month, the conditional volatility should be higher in that month as well. Model 3, following the GARCH-M model, is used to determine whether risk is a possible reason for the monthly effect:
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If market risk is higher in that month and it is the cause of the monthly effect, α3 would be significant and positive while α2 would be statistically insignificant or its magnitude would be much smaller than the α2 in Model 2 because a regression of the market return on conditional volatility together with the monthly dummy should explain away (at least partly) the significant of α2. herefore, the conditional variance (a proxy for market risk) should have explanatory power for the monthly dummy in the mean equation.

EMPIRICAL RESULTS

As usual, the ADF and PP unit root tests reveal that all the log series are stationary at I(1). The results of Model 1 are presented in Table 2. We report the results for only the highest and the lowest mean returns. For the Liv-ex 100, the May dummy is positive but insignificant, whereas the September dummy is negative and significant at the 5% level. On the other hand, the result for the Liv-ex 500 is consistent with the descriptive statistics with the highest mean return positive in March and the lowest mean return negative in November; both dummies are significant at the 5% level. The mean return is 0.9% higher than the average monthly return of 0.5% in all other months. Next, the result for Liv-ex Claret Chip shows that the highest mean return in May is positive and significant at the 10% level. However, the October dummy is negative but insignificant. The result for Liv-ex Investables is also consistent with the descriptive statistics of the highest mean return being positive and significant in June, but the November dummy, although negative, is not significant. In sum, the OLS model provides evidence that there are monthly effects in the international wine exchange market.


Table 2Estimated results of Model 1
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The results for Model 2 are presented in Table 3. For the Liv-ex 100, the positive and significant May dummy shows the existence of May effect. However, the negative β3 in May does not indicate any higher market risk in that month. However, for the Liv-ex 500, the March and November dummies show consistent results with both descriptive statistics; Model 1. The β3 for March is positive and significant and is 0.02% higher than normal. This finding indicates that market risk is higher in March and that the conditional variance might have seasonality in March. The November dummy variable is negative and highly significant. In the case of the Liv-ex Claret Chip, the May dummy variable also is positive and highly significant. The β3 for May is positive but insignificant. This finding indicates that market risk is not higher in May. However, the October dummy is negative and insignificant. The result for Liv-ex Investables shows that there is a June effect because the June dummy is positive and highly significant. The mean monthly return in June is 3.20% higher than the average monthly return of 0.61%. The November dummy is negative and becomes significant compared with Model 1. The β3 for June is positive and significant with the conditional variance 0.26% higher than normal. This result indicates that market risk is higher in June and that the conditional variance might have seasonality in June. In sum, we find a March effect in the Liv-ex 500, a May effect in the Liv-ex 100 and Liv-ex Claret Chip and a June effect in the Liv-ex Investables. The market risk is higher in March and June for Liv-ex 500 and Liv-ex Investables, respectively.

The LMstatistics for all series show that ARCH effects are not present. The LjungBox test statistics, Q and Q2, are not significant for all series, which suggests that our models are well specified.


Table 3Estimated results of Model 2
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The results for Model 3 are reported in Table 4. For the Liv-ex 100, the conditional variance in the mean equation is negative and insignificant, implying that the May effect is not explained by the higher market risk. For the Liv-ex 500, we find that the conditional variance in the mean equation is negative and insignificant. The coefficient of the March dummy in the mean equation is larger than those in Model 2 and significant, which indicates that the higher market risk does not explain the March effect. The Liv-ex Claret Chip result indicates that the conditional variance in the mean equation is positive and significant at the 5% level. The coefficient of the May dummy in the mean equation is negative and not significant. There is no indication that the market risk is the cause of May effect. Nevertheless, β3 for May in the variance equation is not significant and smaller than those in Model 2. hus, market risk is not higher in May. The Liv-ex Investables result shows that the conditional variance in the mean equation is negative and significant at the 1% level and does not suggest that market risk is priced. The coefficient of the June dummy in the mean equation is positive and significant with a larger magnitude than those in Model 2, which indicates that the June effect is not related to the higher market risk in June.


Table 4Estimated results of Model 3
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The LMstatistics show that ARCH effects are not present, and the LjungBox statistics show that there is no serial correlation between the error terms. Hence, we confirm that our models are well specified with Model 3.

CONCLUSIONS

This paper investigates the monthly effect in the Liv-ex wine market. We find a March effect in the Liv-ex 500, a May effect in the Liv-ex 100 and Liv-ex Claret Chip and a June effect in the Liv-ex Investables. Although market risk is higher in March and June for Liv-ex 500 and Liv-ex Investables, respectively, this higher market risk is not the cause of the monthly effect. Therefore, we conclude that calendar anomalies, in particular, the monthly effect, exist in the Liv-ex wine market. Investors may gain abnormal returns if they buy or store wine in the month with the lowest mean return and sell it in the month with the highest mean return.

The possible explanations of the monthly effect could be related to economic conditions, the grape harvesting period and demand from Asian buyers. Cevik and Sedik (2010) found that the global financial turmoil and the economic recession had an adverse impact on the global wine demand, causing a 42% decline in fine wine prices in the second half of 2008. According to the 2010 Economic Report of the US President, the global financial crisis began in September 2008. During the second quarter of 2009, the world showed the first hint of recovery, with an average growth rate of 2.4%. This could be one of the reasons why the four indices recorded the highest mean return in the first half of the year (March, May and June) and the lowest mean return in the second half of the year (September, October and November).

The monthly effect in the wine market could also be affected by the grape harvesting season, which normally occurs from late September to early October in the Northern Hemisphere (France, Italy and Spain) and from February to April in the Southern Hemisphere (Chile, Argentina, Australia, South Africa and New Zealand). All four Liv-ex indices consist mostly of the wines from France, followed by Italy, while the Liv-ex 500 has approximately 2.7% of wines from the New World countries in the Southern Hemisphere. Thus, the March, May and June effects that were found in the three indices could be due to the time lag between harvesting and the time when experts evaluate the quality of wine. In other words, buyers wait for expert ratings such as those by Robert Parker before deciding to buy wine.

Emerging market economies, such as China, which increased the demand for wine, could be another explanation for the monthly effect. Cevik and Sedik (2010) found that emerging market economies contribute to most of the incremental change in aggregate demand; they have a greater significance in determining price fluctuations. We suspect the increase in demand is due to wine fair and wine trade shows, which are commonly organised from March to June. For instance, The Vinexpo organised ‘The Vinexpo Asia Pacific’ in Hong Kong on 23 to 25 May 2006, 27 to 29 May 2008 and 25 to 27 May 2010. The expo attracted 800 exhibitors from 32 countries and provided a platform for trade professionals from the wineproducing regions in the world. China’s membership in the World Trade Organisation, which began in December 2001, has allowed the tariff on imported wine to be cut from 65% to 14%. The tariff cut has encouraged more exhibitions and trade shows in China. For example, The International Wine and Spirits Exhibition and the World Famous Wine Festival in Guangzhou have been held twice yearly in May or June and November since 2005. In Beijing, the International Dedicated Wine Exhibition is held once a year in May, and the Wine China Exhibition is held at the end of April. In Chengdu, ‘Tang Jiu Hui,’ or the Alcoholic Drinks Trade Show, is held in March, while in Shanghai, the International Wine Trade Fair is held in June. Nevertheless, future research could examine the relationship between the monthly effect and the factors mentioned above.
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NOTES

1.      Passion investment is the investment in luxury goods such as jewellery, gems, watches, coins, musical instruments, wines and art.

2.      see (Lyons, 2010).

3.      see (Black, 2011).

4.      see (Laube & Molesworth, 1996).

5.      Appellation refers to the area where a wine’s grapes are grown.

6.      A chateau is a wine estate with its own winery and vineyards.

7.      Terroir is the interaction of soil, climate, topography and grape variety in a specific site, making each wine from a specific site distinct.

8.      Investmentgrade wine, or IGW, includes Bordeaux classed growths, and several red Burgundies, such as Domaine de la RomaneeConti and La Tache.

9.      Readers may find more literature review from Lean et al. (2007) and Lean and Tan (2010).

10.    The lowest price that is received from any merchant in the last 30 days. If no price is received in that period, the lowest list price from the first preceding calendar month where the wine is listed is used.

11.    Because of space limitations, we report only the results for the highest mean return; others are available upon request.
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ABSTRACT

This paper seeks to address the question of whether local macroeconomic variables have any influence on the numbers of IPOs in an emerging market, Malaysia over the period of 1990 to 2008. The evidence of a significant negative relationship between interest rate and the numbers of IPOs, and a significant positive relationship between industrial production and the numbers of IPOs are found. A long-run equilibrium relationship between interest rate, industrial production and numbers of IPOs using cointegration and Vector Error Correction models is found. The impact of interest rate on the numbers of IPO numbers is far greater in the cold IPO regime than during IPO hot regime using Markov regime switching regression model are also found. The empirical finding seems to detect direction of the IPO market reasonably. The results show that hot IPO market regime evolves when the investors begin experiencing extremely high initial returns and their expectation about the future interest rate provide an indication about entrepreneur’s/manager’s willingness to move to the IPO market. On the other hand, when a government pursues monetary tightening, investors believe that future earnings are expected to shrink due to higher interest rate in future, and valuation of shares would be affected due to lower dividend yield, it keeps investors away from the IPO markets causing cold IPO market.

Keywords: interest rates, IPOs, Markov regime switching regression, Malaysia

INTRODUCTION

Companies go public to access pools of investor funds to finance their growth. This process allows existing owners to sell their shares at competitive prices. Initial public offerings (IPOs) have been extensively researched in the finance literature, and it has been well documented that IPOs exhibit three types of anomalous behaviour: initial underpricing, clustering and long-term underperformance (Ritter, 1991; Schultz, 2003; Loughran & Ritter, 2004). Stimulated by research conducted by Chen, Roll and Ross (1986) on the association between macroeconomic factors and stock returns, recent studies have shown that macroeconomic factors influence IPOs (see: Tran & Jeon, 2011; Chen, 2009, 2007; Jovanovic & Rousseau, 2004; Campbell, Lettau, Malkiel, & Xu, 2001). These studies argue that macroeconomic variables are excellent candidates for examining those factors that influence the number of IPOs because macroeconomic changes simultaneously affect the cash flow of many firms and influence risk-adjusted discount rates. Despite disagreements over the reliability and consistency of these factors in predicting future stock returns, it has been argued that the magnitude of the time-varying response of stock prices to expected (or unexpected) changes in macroeconomic policies has economic implications for market participants (Tran & Jeon, 2011; Ameer, 2007).

From a theoretical viewpoint, macroeconomic variables such as interest rates contain useful information for stock market participants (Chen et al., 1986). In an emerging market, the central bank influences private capital flows and related asset price bubbles through monetary policy. In its efforts to keep the stock market from ‘heating up’, the central bank intervenes to curb inflation. Institutional investors and fund managers seeking the highest risk-adjusted returns become concerned about the increase in inflation, as it increases the likelihood of high interest rates. Because market participants are anxious about future monetary policies, they expect to be rewarded for risk. Increases in the risk premium raise the “hurdle rate” that managers use to evaluate new investments. Jensen and Johnson (1993) find that stock prices react negatively to increases in discount rates. A high risk-adjusted discount rate could cancel many investments already planned and reduce the number of feasible business investments (Fuerst, 2006).

This paper seeks to address the question of whether local macroeconomic variables have any influence on the number of IPOs in the emerging market of Malaysia. The removal of investment restrictions in this emerging market has led to the market’s diminishing segmentation from global capital markets. According to Goetzmann and Jorion (1999), emerging markets may go through several phases during their “emergence” and ‘integration with global capital markets’. A well-known consequence of this integration is that the importance of local information increases for international investors. The availability of local information improves the allocation of funds across different types of assets. This research focuses on Malaysia for the following reasons: (1) the primary equity market has benefited from the government’s privatisation efforts, (2) there has been foreign direct investment and (3) there have been operational developments in the Securities Commission Malaysia (SC), which is responsible for regulating the primary equity and debt markets (Ang, 2008; Paudyal, Saadouni, & Briston, 1998). The Malaysian capital market development plan streamlined the listing process, which was benchmarked on the international rules and regulations. Increased regulatory effectiveness reduced the time-to-market and broadened the capital markets from their narrow equity base into a landscape with debt securities, unit trust and an Islamic capital market. Furthermore, growth in underwriting and the government’s efforts to provide consumer loans for share purchases and investor protection matched the demand for new securities with a supply of new shares by IPO firms (Ghazali, Said, & Low, 2007).

IPO activity in Malaysia over the past 18 years highlights the economic significance of the Kuala Lumpur stock exchange. From 1993 to 1996, listed firms raised more than US$5,941.01 million in gross proceeds, representing an average of more than US$26 million of capital raised per IPO. This average amount increased to US$40 million after the Asian financial crisis. The increase in the number of listed companies also increased the ratios of stock market capitalisation to GDP and total value traded to GDP. These statistics suggest that the Malaysian stock market has become one of the fastest growing markets in East Asia.1

A number of studies related to IPO anomalies in Asia have been conducted, including research on Australia (Bayley, Lee, & Walter, 2006), Hong Kong (Jaggi, 1997), Japan (Isobe, Ito, & Kairys, 1998; Cai & Wei, 1997), Singapore (Firth & Liau-Tan, 1997), Taiwan (Chen, Chiou, & Wu, 2004) and Thailand (Kim, Kitsabunarat, & Nofsinger, 2004). However, previous studies on Malaysian IPOs have investigated the issuance environment2 (Ahmad-Zaluki, Campbell, & Goodacre, 2011; Chowdhry & Sherman, 1996; Paudyal et al., 1998; How, Jelic, Saadouni, & Verhoeven, 2007), underwriters’ reputation (Jelic, Saadouni, & Briston, 2001) and the impact of macroeconomic factors on the primary bond and equity markets (Ameer, 2007). This paper has two primary objectives: (1) to gauge the influence of interest rate, stock market returns, foreign private equity flows, and industrial production on the number of IPOs and (2) to determine what causes “hot” and “cold” IPO regimes. While many macroeconomic variables could be examined,3 this paper focuses on only five variables: nominal interest rate, foreign portfolio equity investment, industrial production, bank credit and stock market returns. These macroeconomic variables have sufficient support in the finance literature (see Fama & French, 1989; Jensen, Mercer, & Johnson, 1996; Avramov & Chordia, 2006).

This paper makes a twofold contribution to the literature. First, it extends research on macroeconomic variables to primary equity market activities in an emerging market context. The time period and the number of IPOs covered in this paper are greater than those considered in previous Malaysian IPO studies (e.g., Jelic et al., 2001; Paudyal et al., 1998; Wu, 1993). Second, this paper uses a switching regression technique to demonstrate that the impact of macroeconomic factors on Malaysian IPOs4 is not time-invariant. The Markov switching technique allows us to document the existence of the unknown IPO market condition, i.e., the occurrence of hot or cold regimes in the IPO market. A hot IPO regime (market) is associated with periods of upward increase in the number of IPOs, and a cold IPO regime is associated with a downward trend in the number of IPOs.

The empirical results show a significant relationship between local macroeconomic variables and the number of IPOs. Interest rate and industrial production have significant positive influences on the number of IPOs. Using the Markov regime switching regression model, we show that there is a 10% probability of swing from a “hot” to “cold” IPO market regime (and vice versa) due to variations in the interest rate. On average, a hot IPO market lasted for only 10 months, and a cold IPO market lasted for only 9 months. These findings indicate that if there is an increase of one standard deviation in the interest rate, there is a 10% chance that IPOs will slow down in Malaysia and that this downward trend will persist for approximately 9 months. These results show that IPOs are, to a large extent, driven by monetary policy in Malaysia.

LITERATURE REVIEW AND HYPOTHESES

Rock (1986) suggests that new firms set the offering price of new shares at a discount, expecting that uninformed investors will purchase these shares. Allen and Faulhaber (1989) and Welch (1989) make the following hypotheses: new firms offer shares at a discount to signal their “good” quality to attract future investors; IPOs’ initial performance may be due to deviations in stock prices from their fundamental value due to over-optimism on the part of investors; and the greater the initial return on the IPO date, the greater will be the degree of subsequent correction of underpricing (Shiller, 1990). Loughran, Ritter and Rydqvist (1994) and Ritter (1998) provide a review of IPO studies and believe that IPO underpricing is an international phenomenon.

According to the literature on information spillover, IPO clustering is a result of firms’ free-riding on the information production of earlier IPOs, which then creates IPO waves (Hoffmann-Burchardi, 2001). Yung, Colak and Wang (2008) argue that adverse selection theory is also key to understanding IPO clustering (see, e.g., Rock, 1986). The authors argue that when the economic outlook is good, more firms go public to capitalise on new investment opportunities. Among these good quality firms are some marginal quality firms that do not have the capacity or management skills to take advantage of new investment opportunities. These firms benefit due to information about the good quality of other IPOs prior to their IPO and because the market does not have complete information on each firm. The IPOs of marginal quality firms are also ranked higher among other IPOs. This notion of adverse selection has found relevance and resonance in the IPO literature as one of the causes of IPO clustering (Lowry & Schwert, 2002; Leite, 2007).

There are relatively few empirical papers that have investigated IPOs from a macroeconomic perspective (Loughran et al., 1994; Rydqvist & Hőgholm, 1995). La Porta, Lopez-De-Silanes, Shleifer and Vishny (1997) find a strong positive influence of macro-economic variables, such as GDP growth rates, on the number of IPOs in emerging markets. Besides GDP growth rates, some researchers report that interest rates also influence the number of IPOs and the total amount raised through equity issues (see: Chang, 2009; Ameer, 2007; Neumeyer & Perri, 2005; Uribe & Yue, 2006; Jovanovic & Rousseau, 2004; Brau, Francis, & Kohers, 2003). In neoclassical economic theory, there is a dynamic interaction between interest rate, financing and investment; interest rate generates a “credit multiplier” effect and a monetary policy transmission shock. Brau et al. (2003) argue that interest rate affects the choice of IPO for takeover for new companies because when the interest rate is lower, acquiring companies can use more debt to finance the acquisition of the target, thus reducing IPOs and increasing takeover activity. Jovanovic and Rousseau (2004) find that the relation between an IPO’s volume and interest rate is non-monotonic. For very high levels of interest rate, IPOs are discouraged because future income is discounted more heavily, whereas for very low interest rates, there are gains to waiting until interest rates rise to favourable levels. Chang (2009) argues that interest rate is a tool to execute tight or loose monetary policy, which affects the stock market5 through credit channels (see, e.g., Bernanke & Gertler, 2001). Thus, we hypothesise as follows:

H1:     There is a negative relationship between interest rate and the number of IPOs.

With the opening of local stock markets to foreign investors, IPOs provide foreign investors access to local stock markets to achieve portfolio diversification.6 Kaminsky, Lyons and Schmukler (2001) report that mutual fund investments in the form of net private equity flows to East Asian emerging markets has been a major source of development for capital markets. U.S. mutual funds constituted the largest source of foreign capital for the emerging market firms (Aggarwal, Klapper, & Wysocki, 2005). According to the capital demands hypothesis (Lowry, 2003), when companies have higher demands for external capital, managers think of lower costs for raising capital by sharing the risks with foreign investors. Because foreign investors are attracted to emerging market firms due to higher returns, local firms benefit from risk sharing and lower cost of equity. Though we do not have any reliable information on the percentage of shares that were sold to foreigners in Malaysian IPOs, it is plausible that these foreign investors might have access to new shares through foreign funds and local funds. In light of the above arguments, we hypothesise as follows:

H2:     There is a positive relationship between foreign net private equity flows and the number of IPOs.

Current national stock levels, measured by GDP or industrial production, are positively related to future levels of real activity (Bilson, Bailsford, & Hooper, 2001). According to neoclassical economics theory, industrial production is also a leading indicator of business cycle and a proxy for income (Neumeyer & Perri, 2005). The growth rate in industrial production signals entrepreneurs to access capital markets for new financing. The increase in output leads to expansionary demand shocks in the economy (Flannery & Protopapadakis, 2002). Korajczyk and Levy (2003) argue that aggregate equity issues vary pro-cyclically and aggregate debt issues vary counter-cyclically for firms that access public financial markets. In an open economy like that of Malaysia, these expansionary shocks would signal to entrepreneurs an increase in the demand for their output and vice versa; thus, we hypothesise as follows:

H3:     There is a positive relationship between industrial production and the number of IPOs.

According to the theories of credit provision (see Petersen & Rajan, 1997), trade credit exists as a substitute for bank financing. In an economy with a developed banking system, the acquisition of information on borrowers, debt contract negotiation and corrective actions are better handled. Though suppliers have a cost advantage over banks in acquiring information about the financial health of buyers, suppliers are not sophisticated enough to screen complex projects. Fama (1985) argues that banks have access to inside information, while outside (public) debt holders rely on publicly available information. According to the bank lending channel theory, central banks can slow real activity by raising banks’ cost of funds, thereby reducing the supply of credit.7 In such circumstances, banks refrain from lending to borrowers because of the high costs of funds. In such situations, firms would seek stock market financing (Williamson, 1988) instead of bank debt for growth. Thus, we hypothesise as follows:

H4:     There is a negative relationship between bank credit and the number of IPOs.

According to investor sentiment theory and the market timing hypothesis, a stock index reflects investor sentiments, which affects the costs of issuing equity, causing IPO volume to fluctuate over time. Firms issue equity as stock prices increase. During these periods, the costs of going public are especially low. Consequently, a large number of firms find it optimal to go public. In contrast, during periods of low investor sentiment, investors may undervalue firms, reducing the number of IPOs. Previous studies (see, e.g., Loughran et al., 1994; Rees, 1997; Pagano, Panette, & Zingales, 1998) have found a significant positive influence of stock index on IPO volume (Rydqvist & Hogholm, 1995); thus, in light of these studies, we hypothesise as follows:

H5:     There is a positive relationship between stock market index and the number of IPOs.

DATA

The data consists of all Malaysian IPOs during the period January 1990 to December 2008. The IPO data were obtained from Bursa Malaysia. Macroeconomic data such as interest rate (INTR) and industrial production (Ind-Pr) were obtained from Bank Negara Malaysia. The data on foreign net private equity flows (FN_Equity) and total outstanding bank credit to the private sector (CREDIT) were obtained from IMF International Financial Statistics.

The main time series indicators of IPOs include the following: the number of IPOs per month, denoted by N_IPO; the total number of IPOs per year, denoted by T_IPO; and the duration of an IPO, denoted by D_IPO, which is defined as the total number of days between the date of an IPO’s prospectus and its listing date and provides useful information about the quality of IPO application. According to Guo et al. (2010), the duration time indicates an IPO’s hazard of listing. IPO performance indicators are average initial-day returns of all IPOs (denoted by IPO_Return) and excess initial-day returns (denoted by Abn_IPO Return), which are calculated as the difference between IPO-Return and the return on the KLCI Composite index ( denoted by R_KLCI).

Preliminary Findings

Table 1 shows the descriptive statistics of IPOs’ time series and performance indicators. We find that the mean (median) N_IPO was 3.80 (3.00) and that T_IPO was 45.68 (39). T_IPO was lowest in 2008 and highest in 1996. The mean (median) D_IPO was 35 days (40 days), which implies that an applicant issuer had to wait more than one month from issuing an IPO prospectus before listing on the Kuala Lumpur Stock Exchange. Mean (median) IPO_ Returns were 64.6% (38.9%), and Abn_IPO Returns were 63.33% (37.53%). The average interest rate was 7% and reached its peak level of 12% during 1998–1999. The high standard deviation of CREDIT was due to the fact that there was a gradual increase of 2–4% in CREDIT annually until 2004; however, after 2004, CREDIT increased almost threefold from its lowest level in mid-1998. The median FN_Equity was negative. The Malaysian government imposed capital controls in 1998; consequently, foreign portfolio investment significantly decelerated. The data show a reversal in the FN_Equity downward trend from 2004 onwards.

The annual time series of N_IPO, T_IPO, D_IPO, and IPO_ Returns are summarised in Panel B. The mean IPO_Returns were at their highest levels from 1993 to 1996. A total of 221 IPOs were listed during this time period. After the Asian financial crisis in 1997, there was a remarkable slowdown in the performance of IPOs. IPO_Returns decreased more than the mean (median) returns for the entire period. Even though N_IPO increased from 20 in 2001 to 78 in 2005, IPO_Returns dropped to their lowest levels. Prior to the Asian financial crisis, no IPO had experienced negative returns. We find that some IPOs had negative initial day returns during the Asian financial crisis, and these IPOs were clustered in 1997–1998, 2001–2002, 2004–2005 and the middle half of 2008. This finding may also be related to market sentiments, as the KLCI Index and trading volumes fell sharply during 1997–1998 and 2001–2002. It is plausible that investors were less exuberant about the prospect of investing in new technology firms8 after the technology bubble burst in the developed markets.

Figure 1 depicts the trend and movement of N_IPO and the nominal interest rate (a), N_IPO and lagged IPO_Returns (b), and D_IPO and IPO_Returns (c). There are two striking features of this graph (see a): the trends in N_IPO and the interest rate are cyclical, and their movements seem to display a non-monotonic relationship. The interest rate shows a downward trend from January 2000 onwards; it remained between 6% and 7%, but there was no sharp increase in N_IPO (except during 2004–2006). The trend and movement of N_IPO and IPO_Returns show a direct relationship between the two (see b). The rise in the average level of underpricing from mid-1993 until mid-1997 increased N_IPOs. We observed two distinct patterns of relationship between D_IPO and IPO_Return (see c). In the first phase, the research finds that when IPOs had to wait more than one month to be listed during 1991–1996 (mean D_IPO was 40 days), IPO_Return (underpricing) was higher until mid-1997. In the aftermath of the Asian financial crisis (February-July 1998), when D_IPO exceeded more than 60 days, IPO_Return (underpricing) is decreased substantially. In the second phase (2003–2008), when the average D_IPO decreased to approximately one month (mean D_IPO was 25 days), IPO_Return (underpricing) also decreased substantially. These patterns illustrate that when investors have less information about the quality of the issuer and have to wait longer for an IPO listing, greater information asymmetry and adverse selection drives IPO_Return (underpricing) high and vice versa.


Table 1Descriptive statistics
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Figure 1. Number of IPO, interest rate, IPO returns and duration 1990M01 to 2008M12.



RESULTS

Linear Regression Results

Before estimating regression, the presence of unit roots in the IPOs’ time series and performance indicators using the Augmented Dickey-Fuller (ADF) test (with trend and intercept) are verified. Under this test, the null hypothesis is that a time series variable has a unit root or is not stationary. Natural logarithm transformation has been used and tested for the presence of unit roots in the time series levels and their first differences. The results show that the null hypothesis of unit roots in the log difference time series is rejected for all variables. Thus, these variables are integrated of order 1.


Table 2Augmented Dickey Fuller tests

This table report the results of Augmented Dickey Fuller test in the log levels and the log differences of the time series variables: N-IPO, number of IPOs per month; R_KLCI, return on KLCI index; CREDIT, outstanding bank credit to private sector; Ind-Pr, industrial production index, and INTR base lending interest rate.



	Variables
	Log levels
	Log difference



	N_IPO
	−3.0923
	−7.1410***



	R_KLCI
	−2.2025
	−4.3212***



	CREDIT
	−1.8219
	−5.1758***



	Ind_Pr
	−1.8660
	−6.8443***



	INTR
	−2.4384
	−7.7122***



***, **, * denotes significance level at 1%, 5% and 10%

The Tobit model is used to investigate the relationship between macroeconomics and the number of IPOs. Because there were 16 months without any IPOs, our sample becomes a censored sample, and the Tobit model (also known as the censored regression model) is appropriate in such circumstances. This research used the maximum likelihood method to estimate the parameters of the linear regression model:
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For month t, N_IPO is the number of IPOs. INT is the nominal interest rate (base lending rate); FN_Equity is the total net private foreign equity investment; KLCI denotes the KLCI 100 Composite Index; and R_KLCIt is the return on the KLCI Composite Index. Ind_Pr is the monthly industrial product index. CREDITt is the total bank credit to the private sector. The following three dummy variables are also been used. INT-C is equal to 1 for the period 1998–2008, and otherwise 0; it indicates changes in Bank Negara Malaysia policy to adjust base lending rates to its overnight intervention rate instead of a 3-month inter-bank rate. EXG-C is equal to 1 for the period 1998–2001 and otherwise 0, denoting the imposition of capital controls from September 1998 to May 2001. AFC is equal to 1 for the period July 1997 to September 1998, and otherwise 0, denoting the Asian financial crisis period. The residual error term, et, is N (0, σ2) distributed.


This table reports the Tobit regression results using Equation (1):
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The dependent variable N_IPOt is total number of IPOs per month in a year. INTt is interest rate; FN_Equityt is total net private foreign equity investment; KLCIt denotes KLCI 100 Composite index. R_KLCI, return on KLCI index; Ind_Pr is the monthly industrial product index; CREDITt is the total bank credit to private sector. INT_C is equal to 1 for the period 1998–2008, and otherwise 0, denoting change in Bank Negara Policy to adjust base lending rate to its overnight intervention rate instead of the 3-month inter-bank rate; EXG_C is equal to 1 for the period 1998–2001 and otherwise 0, denoting the imposition of capital controls from September 1998 to May 2001, and AFC is equal to 1 for the period July 1997 to September 1998, and otherwise 0, denoting the Asian financial crisis period. et is residual error term is N (0, σ2) distributed. The total number of IPOs is 870 from January 1990 to December 2008, and when the numbers of IPOs in each month are summed it results in 228 monthly observations used in estimation. The maximum likelihood estimates are obtained using the Newton Raphson method. The standard errors are Huber/White reported in the parentheses.


Table 3Tobit regression results



	Variables
	Expected sign
	Estimates
	Impact of one std. dev. change (%)



	Constant
	
	6.5498*** (2.2229)
	−



	INTR
	(−)
	−0.6927*** (0.2402)
	6.7



	FN_Equity
	(+)
	0.0022 (0.0232)
	0.01



	KLCI
	(+)
	0.0003 (0.0011)
	39.02



	Ind_Pr
	(+)
	0.0298*** (0.0090)
	39.84



	CREDIT
	(−)
	0.0321 (0.0122)
	3.45



	INT_C
	(−)
	−1.3506*** (0.5285)
	



	EXC_G
	(−)
	−2.2677*** (0.6037)
	



	AFC
	(−)
	−0.7922 (0.4851)
	



	Log likelihood
	
	−533.7727
	



	Left censored obs.
	
	17
	



	Uncensored obs.
	
	211
	



***, **, * denotes significance level at 1%, 5% and 10%.


The Tobit regression results show a significant negative relationship between the interest rate and N_IPO at a 5% level of significance. H1 is supported. The impact of one standard deviation change in the interest rate produces a 7% change in the number of IPOs per month. No significant relationship between FN_Equityt and N_IPO was found; thus, H2 is not supported. There is a significant positive relationship between KLCI and N_IPO; thus, H3 is supported. The impact of a one-standard-deviation change in KLCI produces a 39% increase in the number of IPOs per month. The results are similar to those of previous studies (see, e.g., Loughran et al., 1994; Rees, 1997), which have found a significantly positive influence of stock index on IPO volume in developed countries. There is a significant positive relationship between Ind-Pr and N_IPO; hence, H5 is also supported. The impact of a one-standard-deviation change in industrial output produces a 39% increase in the number of IPOs per month.

The results also show that the imposition of capital controls from September 1998 to May 2001 and changes in the central bank policy for setting lending rates during 1998–2001 had a significant negative impact on the number of IPOs. These findings are supported by earlier empirical literature that has found a significant negative impact of capital controls on the Malaysian economy (see, e.g., Cook & Devereux, 2002).

Long-run Equilibrium Relationship between IPOs and Macroeconomic Variables

This research used Johansen’s (1991) multivariate cointegration technique to establish a long-run equilibrium relationship between interest rate, industrial production, private credit and number of IPOs.9 The trace test statistic of the null hypothesis that there are at most r cointegrating vectors and n-r common stochastic trends is calculated using
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A maximum eigenvalue test for the null hypothesis of r cointegrating vectors is as follows:
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where λ are the n-r least-squared canonical correlations and T is the sample size. The results from trace tests show that there is one cointegration equation in the system, and maximum eigenvalue tests also report one cointegration equation (see Table 4). This finding implies that there exists a long-run equilibrium relationship between INTR, Ind-Pr, CREDIT and N_IPO in Malaysia.


The table reports the results of Johansen conintegration test. The unrestricted cointegration rank tests assume a linear deterministic trend (constant but no trend in conintegration equations). The number of lags (in first differences) are 1 to 2.


Table 4Multivariate cointegration tests

Panel A: Trace test



	HypothesizedNo. of CE(s)
	Eigenvalue
	TraceStatistic
	5%Critical Value
	P-value**



	None *
	0.1716
	56.2473
	47.8561
	0.0060



	At most 1
	0.1016
	25.6151
	29.7970
	0.1406



	At most 2
	0.0264
	5.9809
	15.4947
	0.6066



	At most 3
	0.0092
	1.5357
	3.8414
	0.8651




Trace test indicates 1 cointegrating equations at the 5 % level


 

Panel B: Maximum eigenvalue test Hypothesized



	HypothesizedNo. of CE(s)
	Eigenvalue
	Max-EigenStatistic
	5%Critical Value
	P-value**



	None *
	0.1617
	31.0532
	27.5834
	0.0172



	At most 1
	0.1016
	18.5684
	21.1316
	0.1009



	At most 2
	0.0489
	6.7236
	14.2646
	0.5223



	At most 3
	0.0041
	0.0288
	3.8414
	0.8651



Max-eigenvalue test indicates 1 cointegrating equation at the 5% level

* denotes rejection of the hypothesis at the 5% level

**MacKinnon-Haug-Michelis (1999) p-values

The dynamic relationship between the macroeconomic variables and IPOs using Vector Error Correction (VEC) methodology were also been examined to infer fluctuation and adjustments in the number of IPOs in response to changes in the macroeconomic variables. VEC allows us to determine how much time the IPO market takes to adjust to its long-run equilibrium.10 This research adopts the VEC approach in a similar way to Tran and Jeon (2011), but the choice of macroeconomic variables to apply VEC is altered. Let Yt, i ≡ (Xi, Mj), where Xi is N_IPO and Mj is the vector of the macroeconomic variables (j=INTR, Ind-Pr, CREDIT, IPO_Returns). If Yt, i is cointegrated, a VEC model is specified as follows:
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where α is a constant vector representing a linear trend, and the matrix Γ reflects the short-run aspects of the relationship among the elements of Yi,t. β represents the cointegrating vector, and γ is the error correction coefficient, which provides information on the speed of adjustment to the long-run equilibrium path, as in Tran and Jeon (2011). The coefficient of the error correction term is expected to have a negative sign in a range of −1 < γ < 0. Table 5 reports the estimated error correction coefficients (under various assumptions about the trend).


Table 5VEC model estimation-error correction terms

This table reports the results from the VEC model estimation. The constant and error correction terms with associated t-statistics [in the square brackets] are reported. P-values of heteroskedasticity (Het.) test in the VEC residuals; LM test for serial correlation in the VEC residuals (up to lag 4) and Doornik-Hansen (DH) test of VEC model residuals are multivariate normal reported under Het.test, LM.test and DH.test respectively. ***, **, * denotes significance level at 1%, 5% and 10%.



	
	1
	2



	α
	−0.0718
	1.5326



	
	[−0.8955]
	[0.3708]



	γ
	−0.1744***
	−0.1691***



	
	[−2.5959]
	[−2.3008]



	Het. test
	0.7183
	0.7064



	LM(1).test
	0.6933
	0.4648



	LM(4).test
	0.2945
	0.2492



	DH.test
	0.0009***
	0.0354**



	Adj.R2
	0.3358
	0.3373



Note:     1 shows that the VEC model has intercept but no trend in data (using 1-3 lags); 2 shows that VEC model has intercept and no trend in data (using 1-3 lags) and uses exogenous variables of INTC, EXGC and AFC in VEC specification.

The VEC results show that the interest rate and industrial production explain well over 30% of the variations in N_IPO. Furthermore, the estimation results show that the error coefficient term has an expected significant negative sign, i.e., −0.34 (1–3 lag specification) and -0.46 (1–4 lag specification). Various diagnostic tests on the residuals of the VEC model were applied to detect any significant homoskedasticity, autocorrelation and normality in the residuals. These tests include the Lagrange multiplier test (LM test) for autocorrelation in the residuals up to lag 4, the White heteroskedasticity test (Het. test) for testing deviation from homoskedasticity, and the Doornik-Hansen test (DH test) for testing multivariate normality of the residuals. The results of the diagnostic tests (p-values) show no autocorrelation (up to lag 4) or heteroskedasticity in the residuals. The error correction terms (see columns 1 and 2) imply that only approximately 16%–17% of disequilibrium in the number of IPOs in the time period t − 1 is completed in year t, which implies a very low adjustment. Using the estimated value α of the VEC model, it takes approximately 13 months to complete a halfway adjustment towards the long-run equilibrium number of IPOs.

MARKOV REGIME SWITCHING REGRESSION MODEL

The Markov regime switching regression model is defined in Equation (3).
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where N_IPO denotes the total number of IPOs per month, and x1 denotes INTR, x2, IPO_Return and x3, Ind_Pr. β1,s and β2,s are the switching parameters. The variable x3 does not change state; therefore, β3 is a non-switching parameter. St, denotes the state at time t, St = 1….K (we use s = 2). [image: art] is the error variance of the regime switching variable in state St., In Equation (3), the interest rate and IPO_Return cause the number of IPOs to change from state s1 to state s2,[image: art] tracks the variance of INTR from one state to another and [image: art] tracks the variance of IPO_Return from one state to another. εt is the residual vector that follows a normal distribution.

[image: art] is a transition matrix that controls the probability of a switch from state j (column j) to state i (column i). The sum of each column in p is equal to one, as they represent full probabilities of the process of each state. The logic of Equation (3) is as follows: the number of IPOs per month shifts between two regimes, i.e., a cold regime (s = 1) and a hot regime (s = 2). The regime is unobserved. The transition from one state to another is governed by a first order Markov process. The model in Equation (3) also estimates two probabilities: (1) the probability of remaining in a “cold” regime when the IPO market is currently in a cold regime p11 and (2) the probability of remaining in a “hot” regime when the IPO market is currently in a hot regime p22. The model also provides ‘regime switching’ probabilities, which are of interest to this paper, such as the probability of moving from a “cold” IPO regime to a “hot” IPO regime, denoted by p12, and from a “hot” IPO regime to a “cold” IPO regime, denoted by p21.

The usefulness of the nominal interest rate and IPO_Return in explaining the regime switching behaviour of N_IPO are tested. Thus, in the base case of Equation (3.1), regime switching depends only on the nominal interest rate, and the coefficient β1,1 denotes the coefficient of interest rate in regime s = 1 and β1,2 for regime s = 2, such that
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In the second experiment (Equation (3.2)), regime switching to depend only on IPO-Returns is allowed.
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In the third case, both the nominal interest rate and IPO-Returns variables to shift regimes are allowed, as shown by the coefficients β1,1, β1,2, β1,2, β22. This specification is allowed to examine the impact of interest rate and IPO-Returns on the number of IPOs.
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From Equation (3.3), cold and hot IPO regimes can be detected as a consequence of the changes in both variables (instead of one variable as in Equation (3.2)).

Markov Regime Switching Regression Estimation Results

Table 6 shows the Markov regime switching regression results. The estimated parameter β1,1 from Equation (3.1) implies that N_IPO decreased significantly due to higher INTR. The duration of the regime was 9 months, while β1,2 implies a significant increase in the number of IPOs. This regime lasted 8.9 months. These results indicate that the time durations of hot and cold IPO regimes are nearly similar, and hot IPO regimes are less volatile than cold IPO regimes in Malaysia. The probability of switching from a cold regime to a hot regime is 11%, and the probability of switching from a hot regime to a cold regime is 10%. The standard deviation of the model shows that both regimes have higher volatilities, but the first regime is more volatile than the second regime.

In Equation (3.2), we used initial IPO returns (underpricing) as a switching variable; the estimated parameter β1,1 shows that IPO-Returns (initial IPO undervaluation) have a negative effect on N_IPO; however, subsequent IPO-Returns have a positive impact on subsequent N_IPO, as indicated by the positive sign of β1,2.

This result seems to suggest that the impact of the initial IPO returns on N_IPO in cold and hot markets also exists for emerging markets such as Malaysia, which is similar to the results for developed countries reported elsewhere. Interestingly, the duration of hot IPO regimes extends longer than the duration previously estimated in Equation (3.1), and there is a reduction in cold IPO regimes to only 3.96 months. It can be argued that, as hot IPO regimes evolve, issuers learn of investors’ herding instincts and try to induce investors by offering shares at lower prices. In emerging markets, attracting foreign investors through IPOs has helped these countries to stimulate and develop their infrastructure for secondary markets; thus, it can be argued that price discovery from the secondary market invigorated the primary market.


Table 6
Markov regime switching regression results

[image: art]


Finally, the joint influence of the nominal interest rate and initial IPO returns on N_IPO in Equation (3.3) are estimated. The impact of INTR is higher than the impact of IPO_Returns on N_IPO. The estimation results show that IPO_Returns do not have a significant impact on N_IPO in either of the two regimes. These findings distinguish the parallel effects of local macroeconomic variables on N_IPO, which has not yet been empirically tested in the IPO literature. Ind_Pr has a significant impact on N_IPO. The durations of hot IPO regimes extend longer than previously estimated in Equation (3.1), and there is a reduction in cold IPO regimes.
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Figure 2. Smooth states probabilities estimates for N_IPO



Figure 2 shows the smooth filtered probabilities of Markovian states obtained from estimations of Equations (3.1), (3.2) and (3.3). The filter provides inferences about the probabilities of the IPO market in either cold or hot regimes. These probabilities show dynamic links between local macroeconomic variables, such as INTR and IPO_Returns, and fluctuations in N_IPO. In general, it is apparent that interest rate changes produced wider swings in the probabilities of IPO market regime shifts than in initial underpricing.

The probability curves obtained from Equation (3.1) (see a) show that the number of IPOs was higher in the earlier 1990s, a period associated with a hot regime, and then decreased after the Asian financial crisis. The probability curves obtained from Equation. (3.2) (see b) show that only at the beginning of the sample period is there evidence to suggest that changes in IPO_Returns resulted in sudden hikes in N_IPO; however, the curve then remains flatter for most of the time period before showing another hike at the end of the sample period. Thus, it is evident that INTR is more helpful in determining the timings of regime shifts, highlighting the importance of this variable. There are two turning points each for hot and cold IPO regimes. From 1993 to 1996, the nominal interest rate was in the range of 8–9%, compared to its lowest level of 6% in the early 1990s; consequently, the number of IPOs per month increased, as shown by our estimated hot period that lasted from May 1992 to June 1994. Finally, State 1 and State 2’s smoothed probability curves obtained from Equation (3.3) reveal that when the two variables, interest rates and initial returns, are jointly tested for influence on IPO regime shifts, both variables exert far more influence on N_IPO than they do individually in cold regimes compared to hot regimes (see c).

From an empirical perspective, these findings are of interest to managers, investors, regulators and policymakers in emerging markets. Knowledge about IPO market regimes (hot and cold) is useful for managers. From the new and seasoned equity offerings perspective, when managers are able to gauge IPO market conditions in terms of demand for new securities, they may issue new equity securities. For investors, IPO market conditions may guide them in trade-offs and outcomes expected from their strategic investment allocations in the IPO market.

CONCLUSIONS

This paper examines the impact of local macroeconomic variables on IPOs in Malaysia. The results show that the nominal interest rate, industrial production and initial IPO returns have significant impacts on the number of IPOs. Furthermore, results from trace tests and maximum eigenvalue tests confirm that there exists a long-run equilibrium relationship between the interest rate, industrial production, private bank credit and the number of IPOs. Though the results show that interest rates have a stronger relationship than other variables in a linear regression model, using the Markov regime switching regression approach, we are able to detect that they have a significant influence on the number of IPOs, particularly during hot IPO market regimes. The results also confirm that “hot” and “cold” regimes exist in Malaysia and are affected by changes in the interest rate. There is a 5% probability of switching out of a cold IPO regime to a hot IPO regime due to changes in the interest rate. The results imply that monetary policy has a direct impact on capital markets and that central bank intervention propagates IPO cycles in Malaysia. This study has data limitations. The impact of GDP, private consumption, and employment on IPOs could not been tested. Thus, the empirical findings may not provide a complete picture of macroeconomic influences on the IPO market. It is plausible that monetary policy affects IPOs through another channel, i.e., consumer loans to finance the purchase of new shares in IPOs, which could be explored in future research.


NOTES

1.      From 1999 to 2005, the ratio of total stock market capitalisation to GDP increased from 50% to 131%, and the ratio of total value traded to GDP increased from 18% to 67% (Source: World Federation of Exchanges, 2010). The number of new listings increased from 271 in 1991 to 978 in 2008.

2.      Paudyal et al. (1998) report that underwriters’ reputation, over-subscription, market volatility and proportion of shares sold are important factors in determining IPOs’ long-term performance. Ameer (2007) also reports the impact of interest rate, market returns and inflation rates on aggregate equity and bond issuance in Malaysia.

3.      They include balance of trade, consumer credit, Consumer Price Index (CPI), employment, home sales, money supply, real GNP per capita, and private consumption. Monthly data are not available for these variables.

4.      Guo et al. (2010) used the Markov regime switching technique for IPOs in Hong Kong. Markov models are ideal for capturing differences between population distributions and sample realisations because the estimation method permits the implied probabilities of drawing regimes to be inferred endogenously.

5.      Some empirical studies have established that the effect of interest rates on conditional returns is larger in a volatile regime than in a stable regime (see Chen, 2007).

6.      Until the imposition of capital controls in September 1998, Malaysia’s capital account had been mostly liberalised. Ghazali et al. (2007) report a significant relationship between financial openness and stock market development in Malaysia.

7.      Base lending rate was introduced in 1995, at which time it was linked to the weighted average of the 3-month interbank rate. In 1998, the base lending rate was linked to the 3-month Bank Negara intervention rate instead of the 3-month interbank rate (Bank Negara Malaysia, 1999).

8.      During 2004–2008, most IPOs came from the MESDAQ market, which hosted new technology companies.

9.      The choice of lag length in the cointegration analysis was decided using Akaike Information Criterion (AIC) and Schwartz Information Criterion.

10.    The time required for a halfway adjustment is obtained using ln (1 − 0.5)/ln (1 − α), where α is the error correction coefficient in the VEC model.
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ABSTRACT

Based on agency theory, ownership structure plays a role in monitoring managerial opportunistic behaviour. This study examines how different forms of ownership structures including foreign ownership, government ownership, and managerial ownership moderate the relationship between free cash flow and asset utilisation. This cross-sectional study involves companies listed on Bursa Malaysia. The results of a hierarchical multiple regression analysis show a negative relationship between free cash flow and asset utilisation. This finding indicates that free cash flow may be invested unproductively, thus contributing to inefficient usage of assets. This study has also empirically demonstrated that foreign and managerial ownership provides monitoring on the use of the companies’ assets, especially in companies with high free cash flow. The findings contribute to the understanding of the role of the various dimensions of ownership structure in overseeing the use of the firm’s assets.
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INTRODUCTION

Asset utilisation measures which assets are capable of producing and what they actually produce (Ellis, 1998). Conversely, asset dis-utilisation represents losses in revenue in relation to the investment that may be attributable to the inefficient use of assets. Asset dis-utilisation may increase agency costs because managers do not act in the best interests of the owners (Fleming, Heaney & McCosker, 2005). The presence of free cash flow may lead to inefficient asset utilisation as it allows managers to spend financial resources on activities that reduce shareholders’ wealth and generate more agency problems (Jensen, 1986).

In the absence of effective monitoring, managers may choose to invest in low or negative net present value projects that reap financial or other rewards. Prior studies show that such opportunistic behaviour of managers may be monitored by shareholders to ensure that assets are utilised efficiently to increase the shareholders’ value (Ang, Cole, & Lin, 2000; Fleming et al., 2005; Singh & Davidson, 2003). Evidence shows that an ownership structure, such as foreign ownership (Benfratello & Sembenelli, 2006; Yoo, 2005; Dalquist & Robertsson, 2001), government ownership (Ang & Ding, 2006; Feng, Sun, & Tong, 2004), or managerial ownership (Ang et al. 2000; Singh & Davidson, 2003), may provide monitoring of asset utilisation. However, there are limited studies examining the monitoring role of ownership on asset utilisation in the existence of free cash flow. Prior studies do not simultaneously examine the interacting effects of the above ownership variables. The relationships between free cash flow and asset utilisation in the presence of the different types of ownership structures remain unclear.

The objective of this study is to examine the relationships between free cash flow and asset utilisation and to understand whether such relationships are moderated by different types of ownerships (i.e., foreign ownership, government ownership, and managerial ownership). The study assumes that the different types of ownership provide monitoring to prevent managers’ opportunistic behaviours regarding asset dis-utilisation under an excessive funds environment. The role of ownership is expected to reduce the undesirable effects of free cash flow and to improve asset utilisation.

This study contributes to the research on agency costs by integrating the concept of equity ownership and free cash flow. In the presence of free cash flow, ownership structure plays a significant role in monitoring the utilisation of assets. The study demonstrates an increase in the efficiency of asset utilisation of firms with high free cash flow as a result of monitoring by managers who are owners. The efficiency of asset utilisation for companies with a high free cash flow increases when foreign or managerial ownership is greater. The results seem to suggest that managers tend to engage in opportunistic behaviour when the foreign or managerial ownership is low. Government ownership is found to have an insignificant monitoring role on asset utilisation at any level of free cash flow. The results indicate that foreign and managerial ownerships are important monitors for the management of free cash flow and asset utilisation.

The remainder of the paper is organised as follows. The next section discusses the relevant literature on issues pertaining to free cash flow, asset utilisation and the role of ownership structure, which then lead to the development of the hypotheses. The third section explains the research method, followed by a discussion of the results in section four. The paper ends with a summary and the conclusion of the research.

LITERATURE REVIEW AND HYPOTHESES DEVELOPMENT

Free Cash Flow

Free cash flow is defined as the amount of cash flow in excess of that required for investments in profitable projects or those with positive net present values when discounted at the relevant cost of capital (Jensen, 1986). Free cash flow is internally generated capital, which can be used when companies are unable to obtain external funds due to an inefficient or imperfect market or information asymmetry between the management and capital providers (Myers & Majluf, 1984). Due to the higher costs of capital in an imperfect market, a firm may use its excess cash for investment (Aggarwal & Zong, 2006; Kim, 2005; Fuad & Mohd-Saleh, 2008). The excess cash may also be used to balance price fluctuation, which maintains the investment financing, particularly when the generated funds are in decline. Managers would increase the firm value by hedging the value of cash flow to avoid an imbalance between cash inflow and cash outflow (Froot, Scharfstein, & Stein, 1993). As predicted by the optimal saving hypothesis, managers would increase the value of a firm by generating capital before decisions are made on certain investments (Myers & Majkuf, 1984).

Free Cash Flow and Asset Utilisation

Free cash flow may result in an increase or a decrease of the firm value depending on its utilisation (McCabe & Yook, 1997). Effective asset utilisation would increase the firm value, whereas ineffective asset utilisation would decrease the firm value. Free cash flow creates the desire among managers to use the available funds for various activities that may or may not contribute to an increase in the firm’s value (Jensen, 1986).

Managers tend to invest free cash flow in projects that bring personal perquisites by not following the proper planning procedure and ignoring the negative present value of the projects (Chung, Firth, & Kim, 2005). Such investment activities, on average, may generate returns that are lower than the cost of capital (Jensen, 1986). Consequently, high free cash flow increases asset dis-utilisation as managers invest the cash flow in unprofitable projects that satisfy their personal interests (Jensen, 1986). Prior studies show that companies with high free cash flow invest more in less profitable investments compared to companies with low free cash flow (Griffin, 1988; Shin & Kim, 2002). The free cash flow hypothesis predicts that companies with excessive cash tend to experience a declining level of effectiveness of asset utilisation. The opportunistic behaviour of managers of companies with excess cash is explained by the free cash flow hypothesis (Jensen, 1986). Managers of companies with high free cash flow may demonstrate not only below optimal level performance but also involvement in free cash flow dis-utilisation (Ang et al., 2000). Based on the free cash flow theory, high free cash flow motivates managers to engage themselves in unprofitable projects that may reduce asset utilisation (Jensen, 1986). Managers tend to use high free cash flow to benefits themselves by sacrificing the interest of the principal (Jensen, 1986).

Thus, high free cash flow leads to an agency problem because managers tend to use the funds for activities that have little contribution to the value of the firm. However, identifying the agency cost of free cash flow is very difficult (Fleming et al., 2005). Managers do not disclose to investors the cash flow projection of investments or the underlying assumptions. Agency theorists argue that free cash flow may not be used for the improvement of a firm’s long-term value due to managerial opportunism and the conflict of interests between shareholders and managers (Jensen, 1993). Past studies document that managers tend to use free cash flow to promote their personal interests at the expense of the shareholders’ interests (Ang et al., 2000; Chung et al., 2005). Consequently, managers engage in asset dis-utilisation as part of fulfilling their own short-term interests. In addition, they use free cash flow to create their own compensations (Gul, 2001; Br-Bukit & Iskandar, 2009). Due to maximising managers’ personal interests, the existence of free cash flow may result in an inefficient utilisation of assets.

Based on the above discussion, we conclude that free cash flow may motivate managers to retain cash in the firm and not to distribute it as dividends (Jensen, 1986). Managers would increase the controlling power on the firm’s assets by using the free cash flow for the purchase of assets with personal benefit to them (Ang et al., 2000). This phenomenon is in line with the assumption that the use of free cash flow for excessive investment activities that are not related to the main activities of the companies contributes to the inefficient use of assets. Therefore, it is expected that free cash flow is related to the inefficient use of assets. The following hypothesis is proposed.

H1:     Free cash flow is negatively related to asset utilisation.


Moderating Effects of Ownership Structure

Past studies provide evidence that ownership structure represents an important monitoring of the opportunistic behaviour of managers (Jensen & Meckling, 1976). Types of ownership structure include foreign ownership, government ownership, and managerial ownership. Owners have the motivation and power to monitor the utilisation of assets (Ang et al., 2000). Equity ownership provides control of the managerial opportunism by moderating the relationship between free cash flow and asset utilisation. In addition, the monitoring function of equity ownership reduces agency costs arising from the information asymmetry and separation of ownership and management (Watts & Zimmerman, 1983). The monitoring by shareholders through their rights on reducing the cost of equity is significantly stronger for firms that have severe agency problems due to free cash flow (Chen, Chen, & Wei, 2011). This study hypothesises that ownership structure strengthens the free cash flow-asset utilisation dynamic. The moderating effect of selected ownership monitors, including foreign ownership, government ownership, and managerial ownership, is discussed in the following sections.

Foreign ownership

Foreign ownership is defined as the percentage of shares owned by foreign investors and plays an important role in monitoring firm management (Dahlquist & Robertson, 2001). Dahlquist and Robertson (2001) argued that the presence of foreign investors complements the monitoring provided by non-foreign investors and avoids any managerial influence over the unproductive use of assets. Foreign investors from countries with strong governance mechanisms and laws have experience regarding how to monitor the firm’s management (Benfratello & Sembenelli, 2006).

The presence of foreign ownership is also expected to reduce information asymmetry, and, hence, decrease agency problems (Yoo, 2005; Dahlquist & Robertson, 2001) because foreign ownership would act effectively to control and monitor the managers’ attempts to manipulate the accounts (Yoo, 2005). Foreign investors act in their best interests to fulfil their fiduciary duties in ensuring the quality of financial reporting to protect shareholders’ interests and to enhance the benefits received from their investments (Yoo, 2005). Thus, companies whose shares are substantially owned by foreign investors are less likely to engage in opportunistic behaviour, such as asset dis-utilisation. A large foreign ownership would monitor the firm’s management decisions and actions to ensure that free cash flow is used productively and efficiently.


This study hypothesises that monitoring by foreign shareholders is expected to keep the management from opportunistically using the company assets inefficiently. Foreign owners may impose stricter monitoring when free cash flow is high. They may use their management expertise and knowledge of production technology to help companies attain a higher level of productivity (Ito, 2004). Foreign investors with large ownership of the company shares are more motivated to monitor the management activities. The following hypothesis is formulated.

H2a:   The negative free cash flow-asset utilisation relationship is weaker when foreign ownership is high than when foreign ownership is low.

Government ownership

Government ownership is defined as the percentage of shares owned by the government without its direct involvement in the operation or management of the company. Empirical studies provide mixed findings about the role of government ownership in monitoring a company’s management (Ang & Ding, 2006; Feng, Sun, & Tong, 2004; Qiang, 2003). Some researchers question the effectiveness of government investor activism, noting the potential associated problems, including issues of agency costs arising from political connections (Boycko, Shleifer, & Vishny, 1996; Gill-de-Albornoz & Illueca, 2005).

A number of prior studies find that the presence of government shareholders benefits the companies (Ang & Ding, 2006; Feng, Sun, & Tong, 2004). Ang and Ding (2006) show that the Singaporean government-linked companies (GLCs) have higher valuations and better corporate governance than the non-GLCs. The Feng et al. (2004) study on thirty Singapore GLCs covering the period from 1964 to 1998 showed that share-issue privatisation has some positive impact on a company’s performance. However, there was no evidence that the GLCs were less profitable than a selected group of non-GLCs that were matched by size and industry.

Other researchers, such as Mak and Li (2001), argued that GLCs may have less of an incentive to control agency problems because they have weaker accountability for financial performance, easier access to financing, less exposure to the market for corporate control, and weaker monitoring by shareholders. Gill-de-Albornoz and Illueca (2005) state that opportunistic behaviour might occur in companies that have a high percentage of government shares due to political pressure.


Although the findings of past studies are mixed, this study argues that managerial opportunism, such as asset dis-utilisation, may be monitored by large government ownership. More specifically, government shareholders may be actively involved in the decision-making processes undertaken by managers regarding how to use the company’s resources, such as free cash flow that benefits stakeholders (Boycko, Shleifer, & Vishny, 1996). This study contends that government shareholders monitor decisions on the utilisation of free cash flow to achieve their political interests in line with the company’s profit or interest. The presence of government ownership is expected to help strengthen the company monitoring mechanism. Based on the above discussion, it is expected that government ownership may moderate the relationship between free cash flow and asset utilisation in the following manner.

H2b:   The negative free cash flow-asset utilisation dynamic is weaker when government ownership is high than when government ownership is low.

Managerial ownership

Managerial ownership is defined as the percentage of shares owned by the insiders or managers of a given company. The level of managerial ownership varies; the level can be used as a measure of agency conflict between the manager and the owner (Jensen & Meckling, 1976; Ang et al., 2000). The greater the insider ownership, the lower the likelihood of agency costs being incurred (Jensen & Meckling, 1976; Ang et al., 2000; Singh & Davidson, 2003). Companies with high insider ownership are more likely to use assets efficiently with the aim of maximising the shareholders’ value. Managerial ownership helps reduce the manager’s incentives to increase their personal interests by sacrificing the interest of the shareholders. Managers who are owners would be motivated to work harder and more efficiently, which, in turn, would result in a more productive and profitable utilisation of assets.

Managerial ownership would participate actively in monitoring of the use of the company’s free cash flow to ensure that only value-added projects are executed (Warfield, Wild, & Wild, 1995). Managerial ownership would play an insider role to ensure that free cash flow is only used for the company’s long-term gains, which maximises shareholders’ interests. Agency theorists suggest that managerial ownership would provide inputs into the decision-making process (Jensen & Meckling, 1976). Alignment theorists specify that insider ownership helps align the interests of the management and owners (Ang et al., 2000; Jensen & Meckling, 1976; Singh & Davidson, 2003). It is argued that managerial ownership would directly contribute to the success of asset utilisation.


Managers who own substantial company shares are able to directly influence the company decisions to utilise free cash flow only for projects with positive net present values. These managers monitor free cash flow to ensure that only profitable projects that benefit shareholders are approved (Warfield et al., 1995). In other words, the management would participate actively in the decision and utilisation of free cash flow to produce long-term gains that maximise the shareholders’ returns. Managerial ownership directly contributes to the efficient utilisation of assets, particularly when a large amount of free cash flow is available. This study hypothesises that managerial ownership would weaken the negative relationship between free cash flow and asset utilisation. The following hypothesis is proposed.

H2c:   The negative free cash flow-asset utilisation dynamic is weaker when managerial ownership is high than when managerial ownership is low.

METHODOLOGY

Research Model

This cross-sectional study develops a model for the relationship between free cash flow and asset utilisation, and the moderating effect of each type of ownership on the relationship. The model, with company (i) for the year 2005 is as follows.
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where:



	ASSET_UT
	=
	Asset utilisation



	IND
	=
	Industry



	SIZE
	=
	Size of company



	DEBT
	=
	Total debt



	AUD
	=
	Auditor size



	ROA
	=
	Return on assets



	FCF
	=
	Free cash flow



	FRGN
	=
	Foreign ownership



	GOV
	=
	Government ownership



	MGT
	=
	Managerial ownership



Operationalisation of Variables

Asset utilisation as the dependent variable

This study measures asset utilisation (ASSET_UT) as the division of total sales over total property, plant and equipment (as shown in Table 1). This measure is adopted from Ang et al. (2000) who argue that the ratio represents the revenue per dollar of investment that may be attributed to the efficient use of assets.

Independent variables

Free cash flow (FCF) is measured by dividing net operating income after tax, interest and dividend by the lagged total assets. This measure is consistent with Chung et al. (2005). Foreign ownership is defined as the percentage of outstanding shares owned by foreign investors (Ang & Ding, 2006). To assess government ownership, this study first identifies government ownership in the sample companies and calculates the total percentage of shares owned by the government for each sample company (Ang & Ding, 2006). Examples of government owned entities include Lembaga Tabung Angkatan Tentera, Permodalan Nasional Berhad, and Skim Amanah Saham Bumiputera. Finally, managerial ownership is measured in terms of the percentage of shares outstanding that are owned directly by the members of management and board of directors (Chen & Steiner, 1999; Tandelilin & Wilberforce, 2002; Miguel, Pindado, & de la Torne, 2005).

Control Variables

This study includes five control variables that have been shown in the existing literature to be associated with asset utilisation (Ang et al., 2000; Fleming et al., 2005): Industry, size, debt, auditor and return on assets. Industry (IND) is a set of dummy variables for seven industries including construction, trade service, technology, real estate, agriculture, consumer goods, and industrial products. Size (SIZE) is the natural logarithm of sales at the end of the fiscal year. Total debt (DEBT) is the total debt divided by total assets. Auditor size (AUD) is the type of audit firms, Big 4 versus non-Big 4. Return on assets (ROA) is the net income after tax divided by total assets. Table 1 provides a list of the variables and a summary of their definitions and operationalisation.


Table 1Variable definition and operationalization



	Variables
	Definition
	Operationalization



	Dependent Variable
	
	



	ASSET_UT
	Asset utilization
	Asset utilization is the ratio of sales to property, plant and equipment (Ang et al., 2000)



	Control Variables
	
	



	IND
	Industry
	A set of dummy variables for seven industries



	SIZE
	Size of the firm
	The natural logarithm of sales



	DEBT
	Total debt
	Total debt divided by total assets



	AUD
	Auditor
	Audit firm size, Big 4 (coded 1) vs. non-Big 4 (coded 0)



	ROA
	Return on assets
	The net income after tax divided by total assets



	Independent Variables
	
	



	FCF
	Free cash flow
	Net operating income after tax, interest expense and dividend divided by the lagged total assets (Chung et al., 2005)



	FRGN
	Foreign ownership
	Percentage of foreign shareholders (Ang & Ding, 2006)



	GOV
	Government ownership
	Percentage of government shareholders (Ang & Ding, 2006)



	MGT
	Managerial ownership
	Percentage of managerial shareholders (Chen & Steiner, 1999; Tandelilin & Wilberforce, 2002; Miguel et al., 2005)



RESULTS

Sample

The sample comprises 616 public companies listed on Bursa Malaysia in 2005. The sample excludes 66 companies in the finance industry, which is a highly regulated industry, and small industries including hotel, Infrastructure Project Companies (IPC), and mining. Details of the filtering process of the sample are reported in Table 2. The final study sample is 477.


Table 2Description of sample



	Particulars
	
	Number of Companies Year 2005
	



	Total number of companies on the Main Board of Bursa Malaysia
	
	
	616



	Less companies in:
	
	
	



	Finance industry
	53
	
	



	Hotel industry
	5
	
	



	IPC industry
	6
	
	



	Mining industry
	     2     
	66
	



	Less companies with missing data
	
	     73     
	     139     



	Final number of sample companies
	
	
	477



Data Collection

Data on foreign ownership, government ownership and managerial ownership are collected from the companies’ annual reports. Data for asset utilisation, free cash flow and control variables are collected from Data Stream International, a financial database provider.

Descriptive statistics

Table 3 presents the mean values of the variables. The mean value of asset utilisation is 2.318, indicating that the sale is approximately 2.3 times the amount of property, plant and equipment. The table shows that the mean value of free cash flow is 3.258. The company equity ownership consists of 5.4% foreign ownership, 5.3% government ownership, and 30.3% managerial ownership. The mean value of debt to total assets is 24.2%, and the return on total assets is 3.2%.

Prior to conducting the correlation analysis, the normality test using skewness and kurtosis is performed to ensure that data for both dependent and independent variables are normally distributed (Keller & Warrack, 2003). The results show that all of the study variables are normally distributed with minor exceptions on the kurtosis values. According to Vaus (2002), this is not a serious problem with regard to the normality assumption, particularly when the sample size is larger than 100, which is sufficient to approximate a normal distribution of values.


Table 3Descriptive statistics



	
	Min
	Max
	Mean
	Std. Dev.



	ASSET_UT
	0.000
	2.013
	2.318
	2.703



	SIZE
	5.616
	1.676
	1.243
	1.438



	DEBT
	0.000
	1.513
	2.426
	2.293



	AUD
	0
	1
	0.69
	0.464



	ROA
	 −6.541
	2.900
	2.279
	1.104



	FCF
	−7.038
	5.273
	3.258
	9.632



	FRGN
	0.000
	0.523
	0.054
	0.078



	GOV
	0.000
	0.636
	0.053
	0.084



	MGT
	0.000
	0.982
	0.303
	0.264



Correlation analysis

The correlations between independent variables are tested to see whether there are any multicollinearity problems with the data. Table 4 presents Pearson correlation coefficients for the variables at the 0.05 level of significance. The table shows that the correlation coefficients are low. The highest coefficient is 0.526, representing the correlation between return on assets and debt. Gujarati (2003) states that the multicollinearity problem only exists if the correlation coefficients between explanatory variables are above 0.8.


Table 4Correlation between variables



	ASSET_UT
	SIZE
	DEBT
	AUD



	1
	0.270**
	−0.113**
	0.040



	
	1
	0.017
	0.133**



	
	
	1
	−0.152**



	
	
	
	1



** Correlation is significant at the 0.01 level (2-tailed).

* Correlation is significant at the 0.05 level (2-tailed).

Results of multiple regressions

The study uses hierarchical multiple regressions to analyse asset utilisation on the basis of several variables, including free cash flow, equity ownership structure and a number of control variables. Step 1 tests the direct relationships between the explanatory variables and asset utilisation. In this step, the study relates free cash flow, three types of ownership structure, and control variables to asset utilisation. Step 2 tests the moderating effects of the three types of ownership structure (foreign ownership, government ownership, and managerial ownership) on the relationship between free cash flow and asset utilisation. The results are summarised in Table 5.

The results in Table 5 show a significant negative relationship between free cash flow and asset utilisation (B = −10.671, p < 0.01). The results also indicate that when free cash flow increases, the efficiency of asset utilisation decreases and that companies become less efficient in utilising the assets when they have higher free cash flow. Thus, H1 is supported.

The results also show a significant negative relationship between asset utilisation and government ownership at p < 0.01. However, the relationships between asset utilisation and both foreign and managerial ownerships are not significant. The results suggest that government ownership leads to inefficient utilisation of assets.

Step 2 in Table 5 presents the results of the regression analysis whereby the interactions between free cash flow and each ownership variable are included. The adjusted R2 of the model increases by 3.4% from 18.6% to 22.0%. The change of the adjusted R2 is significant (p < 0.01), which indicates that the interactions between ownership variables and free cash flow contribute significantly to the model. The results show that both the foreign and managerial ownerships significantly moderate the relationship between free cash flow and asset utilisation (p < 0.01). The results show no significant moderating effect of government ownership on the free cash flow and asset utilisation relationship. The results provide support for H2a and H2c but provide no support for H2b.

The results show that monitoring asset utilisation is more effective among companies with high foreign ownership and high free cash flow. This finding shows that foreign ownership provides an effective monitoring of asset utilisation, particularly when companies have high free cash flow. Foreign ownership may not be able to monitor asset utilisation effectively when its level of ownership is low regardless of whether the company has a high or low level of free cash flow. Thus, the monitoring by foreign ownership on asset utilisation would depend on the level of ownership and free cash flow. Companies with high foreign ownership would utilise their assets more efficiently, particularly when the size of free cash flow is higher. However, the monitoring by foreign ownership on asset utilisation is not significant when free cash flow is low.


Table 5Hierarchical regressions on asset utilization (dependent variable)



	
	Step 1
	Step 2



	Variables
	Std. Coeff.
	t–value
	Std. Coeff.
	t-value



	Constant
	
	−2.311
	
	−2.554



	Control variablesa
	
	
	
	



	Size of the firm
	0.255***
	5.083
	0.285***
	5.741



	Total debt
	−0.112**
	−2.309
	−0.162***
	−3.325



	Auditor
	0.005
	0.117
	0.023
	0.523



	Return on assets
	0.091*
	1.826
	0.069
	1.402



	Free cash flow
	−0.149***
	−3.150
	−0.452***
	−5.502



	Ownership
	
	
	
	



	Foreign ownership
	−0.014
	−0.313
	−0.083*
	−1.660



	Government ownership
	−0.076*
	−1.705
	−0.087**
	−1.967



	Managerial ownership
	−0.058
	−1.304
	−0.129***
	−2.652



	Interactions
	
	
	
	



	Free cash flow × Foreign ownership
	
	
	0.176***
	2.934



	Free cash flow × Government ownership
	
	
	0.023
	0.484



	Free cash flow × Managerial ownership
	
	
	0.270***
	3.813



	F value change

	8.415***

	 

	7.394***

	 




	R2
	0.211
	
	0.249
	



	Adjusted R2
	0.186
	
	0.220
	



a included 6 dummy variables on industries (not shown)

Notes: * **Significant at 0.01 level, **significant at 0.05 level, * significant at 0.10 level

The results also show that when managerial ownership is high, the monitoring over asset utilisation among companies with high free cash flow is more effective than the monitoring over asset utilisation among companies with low free cash flow. High managerial ownership provides a more effective monitoring of asset utilisation for companies with high free cash flow. However, when managerial ownership is low, there is no difference in the monitoring effect over asset utilisation between companies with high or low free cash flow. Thus, the extent of monitoring by managerial ownership on the use of assets differs significantly depending on the level of ownership and the size of free cash flow. The effectiveness of asset utilisation monitoring among companies with high managerial ownership is significantly improved as the size of free cash flow increases. In contrast, the monitoring effectiveness of the different levels of managerial ownership is not significant when free cash flow is low. As the level of free cash flow increases, high managerial ownership enhances the managers’ efficiency in utilising the assets. Thus, managerial ownership moderates the relationship between free cash flow and asset utilisation such that the negative effect of free cash flow on asset utilisation has weakened when the level of managerial ownership becomes higher. The higher the level of free cash flow, the more efficient is the asset utilisation among companies with a high level of managerial ownership.

Additional analysis

This study performs an additional analysis by adding ownership concentration into the model as an alternative measure of companies’ ownership structures. Concentrated owners play a significant role in monitoring their companies’ activities. The strength of monitoring differs between different levels of ownership concentration (Morck, Shleifer, & Vishny, 1988; Bukart, Gromb, & Panunzi, 1997). The top three largest shareholders are more likely to restrict managerial opportunism (Renneboog, 2000). This argument is based on the fact that a high-percentage of ownership would have a considerable voice right and cash incentive. Shareholders with a significant percentage of ownership would want to avoid reporting company losses, as they have the power and the right to keep their interests satisfied.

It is argued that highly concentrated ownership is expected to be more effective in controlling managers than less concentrated ownership because of the relevant expertise of the concentrated owners in analysing company performance and, hence, is not easily deceived by the fraudulent acts of the management (Bukart et al., 1997). Highly concentrated ownership is normally retained long-term because of the difficulty of selling at a higher price due to the large size. Bukart et al. (1997) argued that long-term ownership provides an incentive for the owner to monitor the management conduct more effectively, particularly in companies with high free cash flow. Thus, the existence of a large concentrated ownership is expected to weaken the negative relationship between free cash flow and asset utilisation. Essentially, managers of companies with substantially large, concentrated shareholders become less able to engage in an opportunistic behaviour. One inhibiting behaviour of the management is the threat of legal action against managers taken by large investors (Core, Guay, Buskirk 2003).

Past studies have reported mixed findings regarding the monitoring effectiveness of ownership concentration (e.g., Hiraki, Tnoele, Ito, Kuroki, & Masuda 2003; Chen, Cheung, Stouraitis, & Wong, 2005). Hiraki et al. (2003) find a positive relationship between ownership concentration and company value of Japanese manufacturing companies, while Hiraki et al. (2003) show a greater alignment of managerial interests with those of stockholders of Japanese manufacturing companies. Chen et al. (2005), however, find no significant relationship between ownership concentration and company value in Hong Kong. The Chen et al. (2005) finding does not support the alignment hypothesis. The insignificant result may be attributed to the managerial entrenchment hypothesis whereby managers with large shareholdings misuse this power for their own self-interest at the expense of the wellbeing of the minority shareholders.

However, there is very little evidence concerning the relationship between ownership concentration and performance in South East Asian countries (Chen et al., 2005; Claessens, Djankov, & Lang, 2000). Standards of corporate governance and investor protection are also lower in this region compared to those of the U.S. or Japan (La Porta et al., 1998). Within the South East Asian environment, it is argued that a highly concentrated ownership has a strong incentive to effectively monitor the management of its company (Bukart et al., 1997). Highly concentrated ownership relates to the ability of investors to strongly restrain the opportunistic behaviour of the managers (Renneboog, 2000). In contrast, less concentrated ownership reflects weaker monitoring ability because company monitoring involves costs. When concentrated ownership receives lower income, the incentive to monitor becomes less. It is expected that effective concentrated ownership monitoring would increase the efficiency of asset utilisation. Ownership concentration is determined by the top three largest shareholders, as per the analysis of shareholdings reported in the annual reports (Renneboog, 2000).

The results of the analysis are summarised in Table 6. The table shows that the interaction between free cash flow and ownership concentration has a significant positive coefficient of 0.439. The results show that ownership concentration significantly moderates the free cash flow and asset utilisation relationship (adj. R2 = 20.8%, p < 0.01). The results suggest that concentrated ownership provides effective monitoring by increasing the efficiency of asset utilisation. Thus, the results imply the importance of concentrated ownership in monitoring the opportunistic behaviour of the management to ensure that the management’s actions are in line with the shareholders’ interests.

The interaction between free cash flow and ownership concentration suggests that highly concentrated ownership provides strong monitoring for companies to utilise their assets more efficiently when free cash flow is high. The results suggest that highly concentrated ownership provides effective monitoring of the managers against engaging themselves in non-value-maximising expenditures, particularly when free cash flow is high. Among companies with less concentrated ownership, the efficiency in asset utilisation does not differ significantly with the different levels of free cash flow.


Table 6Hierarchical regressions on asset utilization (dependent variable)



	
	Step 1
	Step 2



	Variables
	Std. Coeff.
	t–value
	Std. Coeff.
	t–value



	Constant
	
	−2.367
	
	−2.119



	Control variables a
	
	
	
	



	 



	Size of the firm
	0.224***
	4.592
	0.225***
	4.702



	Total debt
	−0.095**
	−1.935
	−0.103**
	−2.126



	Auditor
	−0.007
	−0.150
	0.004
	0.083



	Return on assets
	0.092*
	1.880
	0.103**
	2.126



	Free cash flow
	−0.137***
	−2.957
	−0.543***
	−4.870



	Ownership concentration
	0.066
	1.472
	0.002
	0.039



	Free cash flow x Ownership concentration
	
	
	0.439***
	3.989



	 



	F Value change
	9.600***
	
	15.911*
	



	R2
	0.203
	
	0.230
	



	Adjusted R2
	0.182
	
	0.208
	



a included 6 dummy variables on industries (not shown)

Notes: * **Significant at 0.01 level, **significant at 0.05 level, * significant at 0.10 level

DISCUSSIONS AND CONCLUSION

A growing body of research has noted the element of managerial opportunism in the use of high free cash flow, resulting in inefficient utilisation of assets (Jensen, 1986; Stulz, 1990). This study extends this line of research by investigating the moderating role of ownership monitors (including foreign ownership, government ownership and managerial ownership) in monitoring the relationship between free cash flow and asset utilisation. Based on a sample of 477 companies listed on Bursa Malaysia, this study provides evidence that asset utilisation is significantly less efficient for companies with high free cash flow. This finding is consistent with the free cash flow hypothesis (Jensen, 1986) and suggests that managers do not use high free cash flow to invest in positive present-value projects or in shareholders’ wealth-maximising projects. Consequently, the efficiency of asset utilisation decreases. This finding is consistent with the argument of Myers and Majluf (1984) that some companies use their free cash flow to amass liquid assets and financial slack, especially in situations where the cost of issuing equity is high. The accumulation of cash as a slack enables managers to undertake positive present-value projects without being forced into the equity market (Myers & Majluf, 1984).

The results of this study demonstrate the significant moderating roles of foreign and managerial ownerships on managerial decisions in using free cash flow for the maximisation of shareholders’ wealth. This notion is consistent with the alignment hypothesis proposed by Jensen and Meckling (1976). The results show an effective monitoring of foreign ownership on asset utilisation among companies with high free cash flow, particularly when the level of ownership is high. High foreign ownership would weaken the negative relationship between free cash flow and asset utilisation, resulting in an increase in the efficiency of utilisation of assets. Other than foreign ownership, managerial ownership is shown to moderate the relationship between free cash flow and asset utilisation. With the presence of high managerial ownership, the inefficient use of assets resulting from the availability of high free cash flow is reduced. Asset utilisation among companies with a high level of managerial ownership and high cash flow is more efficient.

The results from analysing the monitoring effect of ownership concentration as an alternative measure of companies’ ownership structure indicates the significant role of ownership concentration in providing effective monitoring of the management against engaging themselves in inefficient use of free cash flow, such as through non-value-maximising activities.

This paper offers a significant contribution regarding the monitoring role of ownership variables on the behaviour of the management in the utilisation of assets, particularly when free cash flow exists. First, this study has empirically demonstrated the interaction effect of ownership monitors on asset utilisation when a firm has free cash flow. Foreign and managerial ownerships are effective monitors that deter managers’ opportunistic behaviours, such as asset dis-utilisation. Many previous studies have examined the direct effects of ownership variables without considering their interaction role in monitoring the utilisation of free cash flow. This study integrates the insights on the free cash flow hypothesis and ownership structure literature.

This study has some limitations. First, a precise measure of asset utilisation is difficult to determine (Banker et al., 1989). Further research into this area may offer better measures of asset utilisation. Future research is also necessary to further explore the relationship between asset utilisation and earnings management because managers are motivated to manage the company earnings to obscure managers’ poor performance (Yoon & Miller, 2002). Thus, there is a possibility that low asset utilisation may lead to managerial willingness to manage earnings. Another limitation is that this study reports a relatively small percentage of foreign ownership shareholdings (5.4% on average) in this sample of companies. Thus, the sample of foreign ownership should contain a higher percentage to avoid undue managerial influence. Further research may be necessary to address this issue.
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ABSTRACT

This paper investigates whether increased corporate focus surrounding a spin-off is associated with abnormal short-run and long-run share return performance from January 1980 to April 2011. By looking at the share return performance of both focus-increasing and non-focus-increasing parent firms, we find evidence against the claims of the focus-increasing hypothesis. Our results show that focus-increasing parent firms significantly underperformed when compared to their counterparts in the non-focus-increasing sub-sample during the few days surrounding the announcement date, even after adjusting for firm size. We also observe that spin-offs by the focus-increasing entities fail to demonstrate abnormal performance in the long-run period of three years.

Keywords: spin-offs, share returns performance, market efficiency, focus

INTRODUCTION

A crucial question about Malaysian corporate spin-offs is whether a firm’s act of spinning off units outside the core business creates wealth for shareholders. This paper finds that there is no abnormal performance in either the short run or the long run.

It has been widely established in the U.S. (e.g., Bhagat, Shleifer, & Vishny, 1990; Shleifer & Vishny, 1991; Markides, 1992; Liebeskind & Opler, 1993; Comment & Jarell, 1995; Berger & Ofek, 1995; Denis, Denis, & Sarin, 1997) and in the U.K. (e.g., Haynes, Thompson, & Wright, 2000) that focusing on a core business through corporate divestment has been a commonplace strategy since the early 1980s. These studies plausibly argue that the disposition of assets outside the core business of a firm, or focus-increasing, is viewed by the market as value-increasing, whilst the disposition of the assets within the core business, or non-focus-increasing, is not. The decision to increase focus can be implemented in several ways, but managers generally take this action either by selling unrelated assets to the third parties or by spinning off unrelated subsidiaries to the existing shareholders (Desai & Jain, 1999).

In the context of a spin-off, earlier studies in other countries suggest that focus-increasing spin-offs are associated with positive and larger announcement-period abnormal returns than non-focus-increasing spin-offs (e.g., Daley, Mehrotra, & Sivakumar, 1997; Desai & Jain, 1999; Veld & Veld-Merkuovela, 2001; Murray, 2008). However, evidence for the long-run share return performance of these spin-off firms is more mixed. Therefore, the present study fills a gap in the literature by exploring how Malaysian focus-increasing spin-offs and non-focus-increasing spin-offs perform in both the long run and the short run.

The paper makes several contributions. First, because there is no evidence for the influence of corporate focus in a spin-off in the Malaysia capital market, the present study adds to a growing body of international evidence about corporate spin-off decisions. Second, we employ two novel market indices: the Malaysia All-Shares Equal Weight Index (MAS-EWI) and the Malaysia All-Shares Value Weight Index (MAS-VWI)1. Both benchmarks are more comprehensive than any used in previous Malaysian event studies, which commonly adopt two popular market indices, namely, the FTSE Kuala Lumpur Composite Index (KLCI) and the FTSE Bursa Malaysia EMAS Index, which fail to represent the broader Malaysian market2. Third, we use Cumulative Abnormal Returns (CARs), Buy-and-Hold Abnormal Returns (BHARs) and the Market Model as the abnormal return metrics to calculate share return performance, whereas previous international studies used only one of these models in their analyses.

We define a corporate spin-off as occurring when the shares of a subsidiary are distributed on a pro-rata basis to the original shareholders of the parent firm. After the transaction, the subsidiary becomes an independent firm; therefore, the parent firm has no controlling relationship with it. The former parent shareholders, however, now own two different securities, the shares from the parent and the shares from the new spin-off firm.

Spin-off activity by Malaysian listed firms began in the late 1980s in tandem with the development of the capital market. It has gathered momentum with more corporate spin-offs during the bull-run period of 1993 to 1994 and in the years after the 1997 crisis. Out of 36 cases, 67% of the spin-off announcements occurred during the bear period from 1999 to 2006. In the booming economy before the 1997 crisis, some Malaysian businesses expanded and diversified extensively (Abu Bakar, 2001; Che Ahmad, Ishak, & Abdul Manaf, 2003; Putih, 2005). Using 1995 data, Che Ahmad et al. (2003) find that 53% of the Malaysian firms in their sample were multi-segment firms involved in several industries. Although diversification has some economic and strategic value (Choo, 1999), over time these firms may have expanded beyond their means and capabilities. Some ventured into areas unrelated to their core businesses in which they had little or no expertise and experience (Choo, 1999; Putih, 2005). Indeed, within our sample, we observe a consumer product firm venturing into a heavy industry business; a finance firm owning a technology firm, and other businesses. Excessive leverage, lack of management expertise and ambitious involvement in unrelated businesses, along with deteriorating market conditions (the 1997 crisis), led to the failure of many such businesses, prompting them to divest (Putih, 2005). The two most common methods of refocusing were asset sell-offs and corporate spin-offs. Abu Bakar (2001) names diversification into unrelated areas in which firms have no expertise as one of the causes of the 1997 financial crisis.

Through a case-by-case review of financial press announcements and other documents (for example, a firm’s annual report), we discovered that the spin-off event in Malaysia is claimed by most managers to be motivated by operating efficiency gains through increased corporate focus. Managers spin off their unrelated activities to concentrate on their core businesses and to eliminate negative synergies between the divested assets (spin-offs) and the remaining assets (parents). Evidence from other countries suggests that this action leads to better share performance (Daley, Mehrotra, & Sivakumar, 1997; Desai & Jain, 1999; Veld & Veld-Merkuovela, 2001; Murray, 2008).

Out of 36 Malaysian spin-off firms completed between January 1980 and April 2008, 19 are identified as focus-increasing and 17 are classified as non-focus-increasing. In a previous study examining 85 Malaysian firms, only some of which engaged in spin-offs, Yoon and Ariff (2007) find a significant positive cumulative average abnormal return (CAAR) of +22.7% in a two-day (day -1 to day 0) event window surrounding the announcement date during the period from 1986 to 2003. It is worth noting that their finding is far higher than the outperformance of spin-offs in the US, Europe and other Asian markets. Remarkably, for divested units, the study shows a 50% increase in value compared to the original shareholders from the date of listing up to day +50. Yoon and Ariff claim that their findings apparently seem to be consistent with the short-run abnormal performance of Malaysian Initial Public Offerings (IPO). Nonetheless, they fail to adequately explain the remarkable 50% increase in value. It is unfortunate that they do not study long-run share return performance of spin-off firms. It is also unfortunate that the return performance of focus-increasing spin-offs is not examined. Therefore, the present work represents the first comprehensive study of corporate spin-offs in the Malaysian capital market in the short-and long-run periods in the context of the market benchmarks of the MAS-EWI and MAS-VWI.

Our study finds that;


	before a size adjustment, focus-increasing parent firms significantly underperformed compared to their non-focus-increasing counterparts (as low as +6.88%) in the short-run period surrounding the spin-offs’ announcement day (from day −20 through day +20).

	before a size adjustment, the overall results for both focus-increasing and non-focus-increasing spin-off firms (either parents, spin-offs or combined firms) are mixed and inconclusive in the long-run period.

	after a comprehensive size adjustment, our results confirm the underperformance of focus-increasing parent firms relative to their non-focus-increasing peers over the short-run.

	after a comprehensive size adjustment in the three-year holding period, we fail to find abnormal performance for the focus-increasing parents, spin-offs and combined firms.

	using a full sample of spin-off firms, we find spin-offs create value in the short-run even after an adjustment for size, but we do not find evidence of long-run market abnormal performance after allowing for size.


LITERATURE REVIEW

A spin-off effect has been shown in US and European studies (e.g., Hite & Owers, 1983; Schipper & Smith, 1983; Miles & Rosenfeld, 1983; Rosenfeld, 1984; Cusatis, Miles, & Woolridge, 1993; Desai & Jain, 1999; Krishnaswami & Subramaniam, 1999; Veld & Veld Mekuovela, 2004; Kirchmaier, 2003). The U.S. studies generally show that investors who purchase and then sell shares in the spin-off announcement window (short-run) and those who hold for three-year periods after the completion of spin-offs (long-run) gain high positive returns. In Europe, the evidence is more mixed, with three-year holding period studies (e.g., Veld & Veld Merkuovela, 2004; Kirchmaier, 2003) failing to find evidence that spin-offs create value.

Using 146 non-taxable3 and voluntary U.S. spin-off firms from 1965 to 1988, Cusatis et al. (1993) investigate value creation through spin-offs by measuring the share return performance of parent, spin-off, and combined firms. They use the buy-and-hold investment strategy against the benchmark of equal-weighted matched-firms portfolios (adjusted to the size and industry) and report significantly positive, abnormal returns for spin-offs, their parents and combined firms in the three-year holding period.

Similarly, Desai and Jain (1999) compute the buy-and-hold abnormal returns of 155 US firms using a matching firm methodology for the three-year holding periods. They show the results of combined, spin-off and parent firms separately for focus-increasing and non-focus-increasing sub-samples. Consistent with Cusatis et al. (1993), they find evidence of outperformance for both combined and spin-off firms relative to their equal-weighted matching firms in the three-year holding period after the completion of the spin-offs. The average buy-and-hold abnormal returns in the three-year holding period are positively significant, +19.82% and +32.31% for combined and spin-off firms, respectively. However, for parent firms, the result shows a positive but insignificant abnormal return of +15.18% in the three-year holding period. Desai and Jain also identify spin-offs by focus-increasing firms produce significantly larger abnormal returns than their non-focus-increasing counterparts by a considerable amount. In the three-day announcement period (day −1 through day +1), focus-increasing parent firms statistically outperformed non-focus-increasing parent firms, on average, +4.45% compared with +2.17%. Similarly, they observe the outperformance of focus-increasing parents and spin-off firms in the three-year holding period after the completion of the spin-off transaction. Evidence shows that focus-increasing parent firms statistically outperformed their peers in the non-focus-increasing sub-sample, on average, +25.37% compared with −10.51%. Likewise, the group of focus-increasing spin-off firms statistically outperformed the group of non focus-increasing spin-off firms, on average, +54.54% compared with −21.85%.

Veld and Veld-Merkuovela (2004) investigate the short-and long-run wealth effect of 156 spin-off announcements by European firms from January 1987 to September 2000. During these years, most spin-offs occurred in the United Kingdom (70), followed by Sweden (24), Germany (14) and Italy (11). The study indicates that for all countries, the cumulative average abnormal return (CAAR), is +2.62% over the event window from day −1 to day +1, which is significant at the 1% level. Using the equal-weighted matching-firm approach, the authors declare, after examining the share returns performance in the three-year holding period after the completion of spin-offs that parent, spin-off and combined firms insignificantly underperform their corresponding matching firms. Consistent with the finding in the U.S. by Desai and Jain (2004), in the three days surrounding the announcement date (day −1 through day +1), the group of focus-increasing parent firms significantly outperformed the group of non-focus-increasing parent firms, on average, +3.57% compared with +0.76%. In contrast, they fail to show evidence that focus-increasing spin-off firms outperformed their non-focus-increasing counterparts in the long-run period.


In a more recent study in the U.K. market, Murray (2008) partitions the 60 spin-off firms between the period 1992 and 2004 into focus-increasing (43 firms) and non-focus-increasing (17 firms) sub-samples based on the three-digit FTSE Actuaries Industry Classification System. Using a Market Model approach, the abnormal returns for both sub-samples are calculated over the three-day event window (from day −1 through day +1) and 251 trading days (day 0 through day +250) against the value-weighted market benchmark. Consistent with the US and European findings, he observes that parent firms in the focus-increasing sub-sample outperformed their counterparts in the non-focus-increasing sub-sample, on average, +2.6% compared with +0.4% in the three-day event window (from day -1 through day +1).

Inconsistent with the U.S. findings (e.g., Desai & Jain, 1999), they find that neither parents nor spin-offs in both focus-increasing and non-focus-increasing sub-samples offer a positive and significant abnormal return in the 250 trading days after the completion date of a spin-off, even after adjusting for size. For example, the focus-increasing parent firms earn a negative and insignificant abnormal return of −6.8%, while the non-focus-increasing parent firms earn a negative and significant abnormal return of −15.4%. Likewise, spin-off firms in the focus-increasing group earn a negative and insignificant abnormal return of -6.7%, and spin-off firms in the non-focus-increasing group record a negative and insignificant abnormal return of −7.5%.

SAMPLE SELECTION AND DATA

To ensure a comprehensive study, all parent and spun-off firms traded on the Bursa Malaysia from 1 January 1980 to 30 April 2008 are identified. This approach enables the present study to analyse one to three years’ post-spin-off performances until April 2011. We identify 36 Malaysian parent firms conducting spin-offs.

Two event dates are specified for this analysis, the spin-off announcement date and the completion month of the spin-off. The announcement date is designated as the one in which the event is first mentioned in the financial press. The event month is defined as the month in which the new spin-off firm is listed and its shares begin trading on the Bursa Malaysia. The identities of both the parent and spin-off firms are obtained from the Investors Digest and Bursa Malaysia’s website. These sources of announcements are then cross-checked with the relevant press and financial announcements, such as Nexis Business and News database, local English-language newspapers, the websites of individual firms and their annual reports. Combined firms are created by weighting the returns of the parent firms and of the spin-off firms by the market value of equity of the completion month of spin-offs. Because a spin-off involves a pro rata distribution of the shares of a subsidiary, creating combined firms provides information about the return that an investor would have realised if he had kept the shares of both the parent and spin-off firms after the completion month of the spin-offs (Desai & Jain, 1997). Using the Malaysia Standard Industrial Classification (MSIC) three-digit group, a spin-off is considered to be focus-increasing when the parent and its spin-off are in dissimilar industry classifications, whilst a spin-off is said to be non-focus-increasing if both the parent and its spin-off are in a similar industry classification. Six sub-samples are thus created: focus-increasing and non-focus-increasing parents, spin-offs and combined firms, respectively4. From the total sample of 36 spin-off firms, 19 are categorised as focus-increasing spin-offs and 17 are classified as non-focus-increasing spin-offs.

In the case of daily data, defining t = 0 as the announcement date, t = −20 days to t = +20 days represents the event period or observation period, and t = −220 days to t = −21 constitutes the estimation period (to apply in the Market Model for obtaining the value of alpha, α, and beta, β). Share price data are collected from the Datastream database. Specifically, the data comprise individual parent and spin-off firms’ adjusted closing price (adjusted for dividends).

METHODOLOGY

To analyse short-run share return performance, we employ the Market Model (henceforth MM) and Cumulative Abnormal Returns (henceforth CARs). Buy-and-Hold Abnormal Returns (henceforth BHARs) are used to measure the share return performance over the long-run period. Fama (1998) notes that the choice of weighting scheme depends on the hypothesis that the researcher is addressing. Loughran and Ritter (2000) state that:


If one is trying to measure the abnormal returns on the firms undergoing some event, then each firm should be weighted equally…. [this] will produce point estimates that are relevant from the point of view of a manager, investor, or researcher attempting to predict the abnormal returns associated with a random event.

(p. 363, note 2)



Veld and Veld-Merkuovela (2004) claim that they prefer equally weighted portfolio returns to test whether the random event of spin-offs is associated with long-run superior performance. Therefore, we adopt equal weighted portfolio returns rather than value-weighted portfolio returns because spin-offs are random events that occur intermittently from January 1980 to April 2008.

Market Model and Cumulative Abnormal Returns (CARs) Model

Following the Market Model, the daily abnormal returns for security j of spin-off firms in event period t is computed as:
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where [image: art] and Rjt are the daily abnormal return and the daily actual return of security j in event period t, respectively. Rmt is the daily market return of the MAS-EWI and MAS-VWI in event period t. The parameters of alpha [image: art] and [image: art] are the regression intercept and the slope of the characteristic line, respectively, estimated for security j over the estimation period (e.g., 200 trading days) by running the ordinary least squares (OLS) regression.

Based on the Cumulative Abnormal Returns (CARs) Model, the performance of an individual security is adjusted to the performance of the market index. Therefore, the daily abnormal returns of any security j is given as the difference between daily actual return and the corresponding daily return on the market index during period t and are computed as follows:
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The abnormal return for each security j (derived from the above two models) is observed for each day in the event period and averaged across N firms or securities using the following equation:
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where AARt is the daily average abnormal return in event period t and N denotes the number of securities in the sample.

Finally, the [image: art] is computed by summing the daily average abnormal returns, AARt over days from period t1 to period t2 as follows:
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Buy-and-Hold Abnormal Returns (BHARs)

The main justification for including BHARs for long-run abnormal returns is that this approach is able to accurately simulate the effect of a spin-off event on the investor’s portfolio due to its more accurate compounding approach compared with CARs.

The three-year holding period return is examined by computing the compounded monthly Buy-and Hold Return, BHRjT for both parent and spin-off firms in time t as follows:
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where, rjt is the monthly actual return on security j in event period t. T is designated as number of months in event period t.

The Buy-and-Hold Returns, BHRmT for the market benchmarks, proxied by the MAS-EWI and MAS-VWI are:
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rmt is the corresponding monthly index level of MAS-EWI and MAS-VWI in event period t.

The Buy-and-Hold Abnormal Returns for each security or firm in event period t are computed as:
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where BHARjt is the Buy-and-Hold Abnormal Return of security j in event period t.


The Statistical Tests

The statistical significance of the cumulative average abnormal returns is calculated following Brown and Warner (1980, 1985), and the t-value for the daily cumulative average abnormal returns, [image: art], from period t1 to period t2 is as follows:
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where [image: art] is the daily cumulative average abnormal return from period t1 to period t2, σ (ARRt) is the standard deviation of daily average abnormal return and T denotes the total number of days in event period t.

The test statistic for the monthly buy-and-hold abnormal returns, [image: art], during the clustering period from t1 to period t2 is calculated as:
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where [image: art] is the monthly average buy-and-hold abnormal return from period t1 to period t2, σ (BHARt) is the standard deviation of monthly buy and hold abnormal return in event period t and T is the total number of firms in the sample.

To measure the significant difference in abnormal returns between the sub-sample of focus-increasing firms and the sub-sample of non-focus-increasing firms, we employ the non-parametric Mann-Whitney Rank Test.

RESULTS

Short-run Performance of Parent Firms After the Spin-offs Announcement

Table 1 reports the percentage daily abnormal returns (adjusted to the market) on parent firms from day −20 through day +20 against the MAS-EWI and MAS-VWI benchmarks5.

Although the CARs Model and the MM exhibit insignificant results over the periods before the spin-off announcement, the cumulative average abnormal returns (henceforth CAARs) are persistently positive for both market benchmarks around the date of the announcement.

Notably, all the abnormal return metrics (the CARs Model and the MM), on average, demonstrate positively significant abnormal returns in the three-day event window, from day −1 through day +1. Using the MAS-EWI as a benchmark, spin-offs generate positively significant CAARs of +4.99% and +5.06% for the CARs Model and the MM, respectively. When the abnormal return metrics are measured against the MAS-VWI, the CAARs for the CARs Model and the MM are +5.40% and +5.04%, respectively. Both abnormal returns are positively significant at the 5% level.

The presence of strongly significant positive abnormal returns for parent firms in the three-day event window (day −1 through day +1) is of considerable interest, indicating that the market anticipates considerable shareholder wealth enhancement. Although our findings are slightly greater than those documented in the US (e.g., Desai & Jain, 1999), they are comparable to several European studies (Kirchmaier, 2003; Veld & Veld-Merkuovela, 2004).

Interestingly, we also observe that parent firms outperform both market benchmarks in the five-day event window (day +1 through day +5) after the spin-off announcement date. However, using the MAS-VWI as a benchmark, only the MM is found to show a significant CAAR of +3.88% (at the 10% level). Unfortunately, neither the CARs Model nor the MM posits significant results, though both methods record positive abnormal returns when the MAS-EWI is used as a market benchmark. Therefore, we find it difficult to conclude on this evidence alone that we have found a strongly expressed, exploitable market pricing inefficiency, especially considering that transaction costs have not been deducted (see Summary and Conclusion).


Table 1Announcement period: share returns performance of the parent firms over a short-run adjusted for MAS-EWI and MAS-VWI.Panel A: Share returns performance of the parent firms adjusted for MAS-EWI
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Panel B: Share returns performance of the parent firms adjusted for MAS-VWI
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Table 2 presents the share return performance of focus-increasing parent firms and non-focus-increasing parent firms in the 41 trading days (day -20 through day +20) against the market benchmarks of the MAS-EWI and MAS-VWI.


Table 2Share returns performance of the focus–increasing and non focus–increasing parent firms over the short–run period adjusted for MAS–EWI and MAS–VWI.

Panel A: Share returns performance of the focus–increasing and non focus-increasing parent firms adjusted for MAS–EWI
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Panel B: Share returns performance of the focus-increasing and non focus-increasing parent firms adjusted for MAS-VWI
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We observe that focus-increasing parent firms significantly underperformed compared to their counterparts in the non-focus-increasing sub-sample from day −20 through day +20 surrounding the spin-off announcement in both benchmarks.

Of the two models, the MM reports the worst performance of focus-increasing parent firms relative to their peers in the non-focus-increasing sub-sample. Our results postulate that focus-increasing parent firms significantly underperformed compared to non-focus-increasing parent firms, showing, on average, +7.10% compared with +13.23% (MAS-EWI) and +6.88% compared with +13.58% (MAS-VWI). The difference in abnormal returns between the two sub-samples is statistically significant at the 5% level (MAS-EWI) and at the 1% level (MAS-VWI).

Likewise, both abnormal return metrics demonstrate similar results over the 20 trading days (day +1 through day +20) after the spin-off announcement date when they are measured against the MAS-EWI and MAS-VWI. The MM demonstrates that focus-increasing parent firms significantly underperformed compared to their counterparts in the non-focus-increasing sub-sample, on average, +2.55% compared with +5.68% (MAS-EWI) and +2.58% compared with +6.19% (MAS-VWI). The difference in abnormal returns between the two sub-samples is statistically significant at the 1% level.

Long-run Performance of Parent Firms After the Listing of Spun-off Firms

Although Lyon, Barber and Chih (1999) remind us that “analysis of long-run abnormal return is treacherous” (p. 198), several methods are proposed6. Extensive literature favours the use of the BHAR method because it copes better with the effect of compounding compared with the CAR (e.g., Ritter, 1991; Barber & Lyon, 1997). In modern event studies, the most commonly accepted methodology is the BHAR approach. Therefore, we engage this method to capture the effect of a spin-off event on the investor’s portfolio over the long-run period7.

Table 3 presents the percentage monthly buy-and-hold abnormal returns of parent firms in the three-year holding periods after the listing of spin-off firms against the MAS-EWI and MAS-VWI benchmarks.

In Panel A, we find that parent firms significantly outperformed (at the 10% level) the MAS-EWI, on average, +19.61% in the three-year holding period after the listing of spin-off firms. Our result supports the earlier finding reported by Cusatis et al. (1993). When the buy-and-hold returns of parent firms are measured against the market benchmark of the MAS-VWI, the parent firms show an opposite result. The parent firms demonstrate negative and significant ABHAR of −18.74% over three years, indicating that in the Malaysia market as a whole, large firms outperformed small firms during the study period.


Table 3Long run performance: share returns performance of the parent firms adjusted for MAS-EWI and MAS-VWI


Panel A: All parent firms



	Interval (month)
	BHARs Model(MAS–EWI)
	BHARs Model(MAS–VWI)



	
	ABHARs
	T–STAT
	ABHARs
	T–STAT



	EX + 1 TO EX + 12
	5.67%
	0.47
	−7.25%
	−0.60



	EX + 1 TO EX + 24
	1.78%
	0.21
	−18.46%
	−2.14**



	EX + 1 TO EX + 36
	19.61%
	1.82*
	−18.74%
	−1.75*



	EX + 13TOEX + 24
	6.52%
	0.93
	0.68%
	0.10



	EX + 25 TO EX + 36
	21.57%
	2.31**
	7.44%
	0.85



Panel B: Focus-increasing parent firms



	Interval (month)
	BHARs Model(MAS–EWI)
	BHARs Model(MAS–VWI)



	
	ABHARs
	T–STAT
	ABHARs
	T–STAT



	EX + 1 TO EX + 12
	10.23%
	0.46
	−5.38%
	−0.24



	EX + 1 TO EX + 24
	3.37%
	0.26
	−23.23%
	−1.80*



	EX + 1 TO EX + 36
	8.54%
	0.80
	−36.97%
	−3.49%***



	EX + 13TOEX + 24
	12.20%
	1.20
	4.32%
	0.50



	EX + 25 TO EX + 36
	3.23%
	0.40a
	−11.91%
	−1.61a



Panel C: Non focus-increasing parent firms



	Interval (month)
	BHARs Model(MAS-EWI)
	BHARs Model(MAS–VWI)



	
	ABHARs
	T–STAT
	ABHARs
	T–STAT



	EX + 1 TO EX + 12
	−2.36%
	−0.32
	−15.24%
	−2.03*



	EX + 1 TO EX + 24
	3.87%
	0.40
	−16.27%
	−1.40



	EX + 1 TO EX + 36
	32.55%
	1.72*
	−10.25%
	−0.51



	EX + 13 TO EX + 24
	6.64%
	0.74
	−0.90%
	−0.09



	EX + 25 TO EX + 36
	36.10%
	2.09*a
	20.33%
	1.27a



Note:     EX denotes the listing month of the spun-off firms. Asterisks indicates statistical significance at the 10% (*), 5% (**) and 1% (*), respectively using a two tailed test. Using non parametric Mann-Whitney Rank Test, a, b, and c represent the significant difference in abnormal returns between the sample of focus-increasing and non focus-in creasing at the 10%, 5% and 1%, respectively.
Panel A indicates the average buy-and-hold abnormal returns (ABHARs) for all the parent firms against the MAS-EWI and MAS-VWI benchmarks.
Panel B presents the average buy-and-hold abnormal returns (ABHARs) for the focus-increasing parent firms against the MAS-EWI and MAS-VWI benchmarks.
Panel C shows the average buy-and-hold abnormal returns (ABHARs) for the non focus-increasing parent firms against the MAS-EWI and MAS-VWI benchmarks.


When sample firms are split into focus-increasing parent firms and non-focus-increasing parent firms, the overall results are mixed (as shown in Panels B and C). Nevertheless, there is evidence that focus-increasing parent firms significantly underperformed compared to their counterparts in the non-focus-increasing in the third-year period (EX+25 TO EX+36) after the listing of spin-off firms, on average, +3.23% compared with +36.10% (MAS-EWI) and -11.91% compared with +20.33% (MAS-VWI), respectively. The difference in abnormal returns between the two sub-samples is however very weak, statistically significant at the 10% level.

Long-run Performance of Spun-off Firms Pursuant their Listing Month

Table 4 demonstrates the percentage monthly buy-and-hold abnormal returns (adjusted to the market) of spin-off firms in the three-year holding period pursuant their listing month against the market benchmarks of the MAS-EWI and MAS-VWI.


Table 4Long-run performance: share returns performance of the spun-off firms adjusted for MAS-EWI and MAS-VWI.



	Interval (month)
	BHARs Model(MAS–EWI)
	BHARs Model(MAS–VWI)



	ABHARs
	T–STAT
	ABHARs
	T–STAT



	EX + 1 TO EX + 12
	11.24%
	0.99
	−2.59%
	−0.22



	EX + 1 TO EX + 24
	33.08%
	1.88*
	12.44%
	0.66



	EX + 1 TO EX + 36
	29.19%
	2.51**
	−12.90%
	−0.98



	EX + 13 TO EX + 24
	27.68%
	2.31**
	22.54%
	1.72*



	EX + 25 TO EX + 36
	16.58%
	1.83*
	0.15%
	0.01



In Panel A, the results suggest that spin-off firms significantly outperformed the MAS-EWI, on average by +29.19% over the 36 months holding periods pursuant their listing month. We find that the long-run share return performance of the spin-off firms is better than the parent firms (perhaps they are more focused on their core business than their corresponding parent firms, as claimed by most Malaysian spin-offs managers). Our result thus supports the findings documented in both European (e.g., Kirchmaier, 2003) and US (e.g., Cusatis et al., 1993; Desai & Jain, 1999) markets. In contrast, using the MAS-VWI as a benchmark, the result shows that spin-off firms insignificantly underperformed against the market, on average by −12.90% over the three-year holding period after the completion month of a spin-off.


Panel B: Focus-increasing spun-off firms



	Interval (month)
	BHARs Model(MAS–EWI)
	BHARs Model(MAS–VWI)



	ABHARs
	T–STAT
	ABHARs
	T–STAT



	EX + 1 TO EX + 12
	32.94%
	1.70
	18.44%
	0.91b



	EX + 1 TO EX + 24
	55.11%
	1.88*
	30.75%
	0.98



	EX + 1 TO EX + 36
	27.84%
	1.89*
	−13.77%
	−0.83



	EX + 13 TO EX + 24
	28.87%
	1.73*
	22.16%
	1.21



	EX + 25 TO EX + 36
	10.66%
	0.85a
	−3.63%
	−0.28



Panel C: Non focus-increasing spun-off firms



	Interval (month)
	BHARs Model(MAS–EWI)
	BHARs Model(MAS–VWI)



	ABHARs
	T–STAT
	ABHARs
	T–STAT



	EX + 1 TO EX + 12
	−13.85%
	−2.09*
	−26.72%
	−4.29***b



	EX + 1 TO EX + 24
	9.71%
	0.59
	−10.43%
	−0.61



	EX + 1 TO EX + 36
	31.90%
	1.72*
	−10.89%
	−0.56



	EX + 13 TO EX + 24
	28.98%
	1.66
	21.44%
	1.16



	EX + 25 TO EX + 36
	22.83%
	1.72*a
	7.06%
	0.56



Note:     EX denotes the listing month of the spun-off firms. Asterisks indicates statistical significance at the 10% (*), 5% (**) and 1% (*), respectively using a two tailed test. Using non parametric Mann-Whitney Rank Test, a, b, and c represent the significant difference in abnormal returns between the sample of focus-increasing and non focus-increasing at the 10%, 5% and 1%, respectively.
Panel A indicates the average buy-and-hold abnormal returns (ABHARs) for all the spun-off firms against the MAS-EWI and MAS-VWI benchmarks.
Panel B presents the share returns performance of focus-increasing spun-off firms adjusted for MAS-EWI and MAS-VWI benchmarks.
Panel C indicates the share returns performance of non focus-increasing spun-off firms adjusted for MAS-EWI and MAS-VWI benchmarks.

In Panels B and C, we find that focus-increasing spin-off firms significantly underperformed compared to their peers in the non-focus-increasing sub-sample by an average of +10.66% compared with +22.82% in the third-year period (EX+25 TO EX+36) pursuant their listing month when the MAS-EWI is used as a market benchmark. The difference in abnormal returns between the two sub-samples is statistically significant at the 10% level. Nevertheless, the overall results (as shown in both market benchmarks) for both focus-increasing and non-focus-increasing spin-off firms are mixed and inconclusive; therefore, it is difficult for us to make a definite conclusion.


Long-run Performance of Combined Firms After the Completion Month of Spin-off

Table 5 demonstrates the percentage monthly buy-and-hold abnormal returns of combined firms in the three-year holding period after the completion month of spin-off against the MAS-EWI and MAS-VWI benchmarks.

In Panel A, though the combined companies outperformed the MAS-EWI in the three-year holding period after the completion month of spin-offs, the ABHAR at +16.50% is statistically insignificant. Nevertheless, we find that the combined firms are associated with significant negative ABHAR when the MAS-VWI is used as a benchmark. The ABHAR for combined firms over the thirty-six-month holding periods is −23.48% and is statistically significant at that 5% level. Not surprisingly, our finding is substantially different from those in the US (e.g., Cusatis et al., 1993; Desai & Jain, 1999) and European (e.g., Kirchmaier, 2003; Veld & Veld-Merkuovela, 2004) studies.


Table 5Long run performance: share returns performance of the combined firms adjusted for MAS-EWI and MAS-VWI

Panel A: All combined firms



	Interval (month)
	BHARs Model(MAS–EWI)
	BHARs Model(MAS–VWI)



	ABHARs
	T–STAT
	ABHARs
	T–STAT



	EX + 1 TO EX + 12
	1.20%
	0.12
	−11.83%
	−1.20



	EX + 1 TO EX + 24
	1.43%
	0.20
	−19.44%
	−2.56**



	EX + 1 TO EX + 36
	16.50%
	1.60
	−23.48%
	−2.26**



	EX + 13 TO EX + 24
	9.79%
	1.44
	3.30%
	0.49



	EX + 25 TO EX + 36
	16.13%
	2.12**
	1.50%
	0.21



In Panel B and C, we fail to find a significant difference in abnormal returns between the group of focus-increasing combined firms and the group of non-focus-increasing combined firms over the three-year holding period after the completion month of spin-off.


Panel B: Focus-increasing combined firms



	Interval (month)
	BHARs Model(MAS–EWI)
	BHARs Model(MAS–VWI)



	ABHARs
	T–STAT
	ABHARs
	T–



	EX + 1 TO EX + 12
	8.87%
	0.50
	−6.68%
	−0.37



	EX + 1 TO EX + 24
	4.18%
	0.37
	−22.29%
	−1.96*



	EX + 1 TO EX + 36
	7.74%
	0.75
	−37.54%
	−3.57***



	EX + 13 TO EX + 24
	11.59%
	1.18
	3.78%
	0.40



	EX + 25 TO EX + 36
	4.06%
	0.49
	−11.04%
	−1.48



Panel C: Non focus-increasing combined firms



	Interval (month)
	BHARs Model(MAS–EWI)
	BHARs Model(MAS–VWI)



	ABHARs
	T–STAT
	ABHARs
	T–STAT



	EX + 1 TO EX + 12
	−6.00%
	−0.99
	19.04%
	−3.26***



	EX + 1 TO EX + 24
	2.52%
	0.30
	−17.92%
	−1.80*



	EX + 1 TO EX + 36
	29.51%
	1.61
	−14.98%
	−0.79



	EX + 13 TO EX + 24
	8.73%
	0.94
	2.18%
	0.23



	EX + 25 TO EX + 36
	26.63%
	1.94*
	9.56%
	0.77



Note:     EX denotes the listing month of the spun-off firms. Asterisks indicates statistical significance at the 10% (*), 5% (**) and 1% (*), respectively using a two tailed test. Using non parametric Mann-Whitney Rank Test, a, b, and c represent the significant difference in abnormal returns between the sample of focus-increasing and non focus-increasing at the 10%, 5% and 1%, respectively.
Panel A indicates the average buy-and-hold abnormal returns (ABHARs) for all the combined firms against the MAS-EWI and MAS-VWI benchmarks.
Panel B presents the average buy-and-hold abnormal returns (ABHARs) for the focus-increasing combined firms against the MAS-EWI and MAS-VWI benchmarks.
Panel C shows the average buy-and-hold abnormal returns (ABHARs) for the non focus-increasing combined firms against the MAS-EWI and MAS-VWI benchmarks.


Table 6Monthly cumulative returns of the Bursa Malaysia Index Series (January 1996–January 2011
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Index Performance of the FTSE Bursa Malaysia Index Series

We have already noted an indication that Malaysian large firms outperformed small firms; we now examine this in more detail. FTSE Asia Research (June, 2009) reports that Malaysian small capitalisation firms consistently underperformed compared to large capitalisation firms over a 12-year period (1997–2008). To confirm this, we analyse the index performance of the FTSE Bursa Malaysia Index Series over a 15-year period (1996–2011) before we investigate whether the size effect subsumes the spin-off effect. The historical index performance of the FTSE Bursa Malaysia Index Series is shown in Table 6 and Figure 1. Because the price index data for all Index Series (excluding the FTSE Bursa Malaysia Kuala Lumpur Composite Index (KLCI)) is officially available in Datastream on 1 January 1996, our analysis begins on that date.
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Figure 1. Long-run return performances of FTSE Bursa Malaysia Index Series



We find that the FTSE Bursa Malaysia KLCI, a large cap index, has outperformed other indices over a long-run period. Over the 15-year period, the FTSE Bursa Malaysia KLCI generates substantial positive cumulative returns, up to +44.01%. Over the same period, the FTSE Bursa Malaysia Fledgling Index records the worst share returns performance of −29.43%; followed by the FTSE Bursa Malaysia Small Cap Index with negative cumulative returns of -18.13%.

From Figure 1, we notice that both the FTSE Bursa Malaysia Fledgling and Small Cap indices outperformed the FTSE Bursa Malaysia KLCI during the bull periods of 1996 (before the 1997 financial crisis) and 2000. Nevertheless, we observe that the trend is reversed during the bear periods, from 2001 to 2006. The large capitalisation firms continue to demonstrate superior performance in the subsequent years. It is important to note that our test period of one to three years post spin-off performance coincides with several periods of Malaysia bear market. Two-thirds of the spin-off events occurred during the period from 1999 to 2006, after the 1997–1998 massive decrease in Malaysia share prices, disproportionately affecting small capitalisation firms more than large capitalisation firms. Our findings thus support the results reported by Ya’cob (2006). Using all firms listed on the Bursa Malaysia during the period from 1994 to 2003, she observes that a reversed size effect is seen during the bear months and that a small firm effect tends to occur during the bull months.

To show the size composition of our sample firms, we present the percentage of spin-off firms based on the size-ranked deciles portfolios (as in Table 7) with the largest market capitalisation portfolio in deciles 1 and the smallest market capitalisation in deciles 10.


Table 7Percentage of spin-off firms undertaking spin-offs decision based on the size-ranked deciles



	Size Deciles
	
	% of Parent Firms
	% of Spun-off Firms



	1
	(largest market capitalization)
	31.43%
	17.14%



	2
	
	40.00%
	8.57%



	3
	
	11.43%
	17.14%



	4
	
	8.57%
	5.71%



	5
	
	2.86%
	11.43%



	6
	
	2.86%
	5.71%



	7
	
	2.86%
	11.43%



	8
	
	0%
	5.71%



	9
	
	0%
	14.29%



	10
	(smallest market capitalization)
	0%
	2.86%



Note: Size deciles are created using the market capitalizations on the completion month of spin-offs.

Clearly the percentage of spin-off firms is distributed fairly evenly across the deciles. On the other hand, approximately 70% of the total number of parent firms is categorised in the largest market capitalisation quintile; therefore, we need to test whether the performance of spin-off firms is a manifestation of a size effect.

Size Adjustment

To ascertain whether there is a spin-off effect independent of a size effect, a full size-adjustment analysis is conducted. Following Arnold and Baker (2007), we create “size-adjusted portfolios”. To generate these portfolios, we first take the completion month of a spin-off and on that date allocate all the shares in the Malaysia market into deciles on the basis of market capitalisation. Size decile 1 consists of the largest market capitalisation firms, whilst size decile 10 includes firms with the smallest market capitalisation, which allows us to observe the returns for the size decile appropriate for the sample firm. We then have data for the returns (for each of our 36 spin-off firms) over the 36 months after the spin-off completion as a result of belonging to a size decile. If these returns are subtracted from the actual returns for the sample firm, we have the size-adjusted returns and then can comment on whether the size effect subsumes the spin-off effect. We conducted a similar analysis for the few days around the spin-off announcement by forming a size decile for each sample parent firm at the date of announcement and observing the average returns for size decile to which the sample firm belongs.

Table 8 displays the daily size-adjusted abnormal returns for the full sample of parents, focus-increasing parents and non-focus-increasing parents in the 41 trading days (day −20 through day +20) surrounding the announcement date. Table 9 demonstrates the percentage monthly size-adjusted abnormal returns for the full sample of parents, spin-offs and combined firms, including their focus-increasing and non-focus-increasing sub-samples in the three-year holding period after the completion month of the spin-offs.


Table 8Size adjusted announcement period: share returns performance for the full sample of parent firms, focus-increasing parent firms and non focus-increasing parent firms.

[image: art]


Table 9Size adjusted long-run performance: share returns performance for the full sample of parents, spun-offs and combined firms including their focus-increasing and non focus-increasing sub-samples.

[image: art]


After adjusting for size, our results confirm the presence of a spin-off effect for parent firms during the few days surrounding the announcement date. The size-adjusted abnormal returns (SAARs) in the three-day event window (day −1 through day +1) and in the five-day event window (day +1 through day +5) are recorded at +5.00% and +4.36%, respectively, indicating that the short-run outperformance of parent firms persists after the size-adjustment analysis. Interestingly, the size adjustment increases the strength of evidence in favour of a pricing inefficiency. In the five days after the announcement, there is a jump in returns, indicating some post-announcement drift. However, the results are significant only at the 10% level.

In contrast to the results obtained using market adjusted buy-and-hold abnormal returns as shown earlier, we observe that there are no significant spin-off effects for parents, spin-offs and combined firms over the three-year holding period after eliminating the influence of size; thus, any spin-off effect is subsumed by the size effect.

When we split the 36 spin-off firms into two groups, focus-increasing and non-focus-increasing, we observe that focus-increasing parent firms continue to underperform compared to their counterparts in the non-focus-increasing group over the short-run period surrounding the spin-off announcement day. After the comprehensive size adjustment, focus-increasing parent firms significantly underperformed compared to non-focus-increasing parent firms, on average, +7.23% compared with +9.72% in the 41 trading days (from day −20 through day +20). The difference in abnormal returns between the two sub-samples is statistically significant at the 1% level.

However, we fail to find abnormal performance for parents, spin-offs and combined firms in the focus-increasing sub-sample over the three-year holding periods after allowing for size.

SUMMARY AND CONCLUSION

This study provides several new findings about Malaysian corporate spin-offs. First, although investors react positively to spin-offs, we find focus-increasing parent firms significantly underperformed compared to their counterparts in the non-focus-increasing sub-sample during the few days surrounding the announcement date. Evidence shows that focus-increasing parent firms continue to demonstrate short-run underperformance even after eliminating the influence of size. This result implies that the Malaysian stock market treats the spin-off announcement of the two sub-samples differently. Perhaps investors in Malaysia might perceive parent firms’ decision to concentrate on core businesses through spin-offs as unfavourable news because the spin-off announcement might not be coupled with viable future strategies. Another possible reason could be that focus-increasing parent firms fail to convey information that the action is motivated to improve operating efficiency and not merely to signal the stand-alone value of a business entity. Whatever the cause of the negative perceptions, our findings provide evidence against the corporate focus hypothesis.

Second, in the long-run, three-year analysis, after allowing for size, we fail to find abnormal performance for focus-increasing parents, spin-offs and combined firms. We can plausibly argue that focus-increasing spin-off firms are not acting in the best interests of their shareholders in the long-run. Overall, our findings thus support the results documented by Yoon and Ariff (2007). Using a multiple regression approach, they find that the variable of corporate focus fails to demonstrate a significant result, thus indicating that increased corporate focus is not a differentiating factor in the subsequent performance of spin-off parent firms.

Third, by looking at the performance of shares for the full sample of spin-off firms, we find spin-offs create (perhaps illusory) value in the short-run period, but we do not find evidence of long-run market outperformance after allowing for size. An interesting question arises from this work: “What do the findings say about the efficiency of the stock market in pricing the shares?”

We observe that there is the possibility of a reasonably consistent delay in the positive reaction by the investors in few days after the spin-off announcement, which is exploitable. Stoll and Whaley (1983), however, claim that on the basis of currently available information, a market is inefficient only if it is possible for an investor to earn abnormal returns (adjusted to market) net of all transaction costs. To avoid mistakenly concluding that the Malaysian market is inefficient and underestimating the transaction costs associated with the share purchases of parent firms, we now consider the average trading costs in the order-driven Malaysia share market.

Trading of shares on the Bursa Malaysia involves the following costs: brokerage fees, clearing fees and stamp duty8. Accounting for these costs in our calculation, we find an average roundtrip transaction cost in buying and selling shares on Bursa Malaysia is approximately about +0.7% of the contract value9. Madun (2008) reports that a typical transaction cost in Malaysia share market is on average nearly +1% of the contract value and fairly comparable to the Singapore share market (around +1%) and the Hong Kong share market (around +0.6%). Taking the highest estimated cost of 1%, it appears that an investor can possibly earn abnormal return net of transaction cost of +4.68% (5.68%−1.00%) by concentrating his investment on non-focus-increasing parent firms during the 20-day event window (day +1 through day +20) after the spin-off announcement date.

Therefore, we can plausibly argue that there are abnormal return opportunities that can be exploited by investors and hence provide some evidence against the efficient stock market hypothesis.

A suggestion for future research is to investigate the performance of focus-increasing firms using the accounting measure of operating performance (e.g., profitability measure). Considering the scarcity of research in this area in Asia, a similar attempt should be made to discover whether spin-offs create value in other capital markets such as Korea and China in an effort to provide an integral framework for comparative study.
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NOTES

1.      Both benchmarks cover firms of all sizes (based on the market capitalisation).

2.      Each benchmark comprises different cohorts of firms based on market capitalisation. The FTSE Bursa Malaysia KLCI Index consists of the 30 largest firms in the market, whilst the FTSE Bursa Malaysia EMAS Index constitutes the top 100 largest firms and 261 small capitalisation firms (as of 16th February 2011).

3.      See Cusatis et al. (1993, p. 295).

4.      To conduct the analysis, the Malaysian Standard Industrial Classification (MSIC) three-digit group of sample firm is first observed. A spin-off is considered to be focus-increasing when the three-digit MSIC of the subsidiary is different from the three-digit MSIC of the parent. This allows us to identify 19 focus-increasing parents and 17 non-focus-increasing parents. A similar analysis is conducted for the spin-offs and combined entities.

5.      As a robustness check, we compute the statistical significance level using the standard deviation (employed in the t-statistics’ calculation) based on the pre-event estimation period. The pre-event estimation period is estimated from day −220 to day −21. The results show significant improvements in the significance level for all event windows. However, we do not report them in the present paper.

6.      See, for example, Barber & Lyon (1997), Fama (1998) and Lyon et al. (1999).

7.      To double-check the results presented by the BHAR Model, we analyse the long-run share returns performance using the CAR Model. By adjusting the share returns of spin-off firms to the market benchmarks of the MAS-EWI and MAS-VWI, we find that the CAR Model produces results consistent with the BHAR; therefore we do not report them in this paper.

8.      Estimates of brokerage fees, clearing fees and stamp duty are taken from the Bursa Malaysia website (http://www.bursamalaysia.com/website/bm/tradings/equities/transaction_cost.html). It should be noted the brokerage fees could change depending on the order size. For example, the minimum brokerage fees are +0.3% of contract value (retail trades valued above RM100, 000), +0.6% of contract value (retail trades below RM100, 000) and up to a maximum of +0.7% of the contract value. For simplicity, we apply the +0.3% of contract value in our calculation. We also take account of the +0.001% stamp duty and +0.03% clearing fee.

9.      We calculate the roundtrip transaction cost as follows:Roundtrip transaction cost = (2*brokerage fees) + (2*stamp duty) + (2*clearing fees)


= (2 * 0.3%) + (2 * 0.001%) + (2 * 0.03%)

= +0.662%
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ABSTRACT

This paper investigates the approach of small-to medium-sized Mauritian manufacturing firms to working capital finance using a survey-based approach and case studies. Financing has been cited as one of the most common problems faced by SMEs and is often viewed as one of their main barriers to growth. Using parametric and non-parametric techniques, the important variables that affect the demand for financing are examined. Interestingly, it is observed that the sample firms adopted more informal sources of financing and networking to meet their financing requirements. The financing preferences of the firms were predominantly short-term and there was conclusive evidence that they were reluctant to move down the pecking order for fear of losing control of their businesses. The findings confirmed that internal resources, non-bank sources and short-term debt represent the main sources of financing. The research findings provided some new evidence in support of the different approaches to financing working capital. These SMEs used more informal sources such as shareholder loans and bootstrap finance. These results indirectly suggest that firms experience significant information costs that prevent them from gaining access to the traditional sources of financing. The findings of the study will be useful to the financial institutions that fund SMEs and to policy makers.

Keywords: working capital finance, Mauritian SMEs, financing preferences, pecking order, informal sources

INTRODUCTION

This paper investigates the working capital finance (WCF) of small-to medium-sized Mauritian manufacturing firms. Finance has been cited as one of the main barriers to SMEs’ growth, and many governments have attempted partial solutions through the creation of specific financing schemes. There are various traditional sources of financing for SMEs ranging from bank loans, bank overdrafts, own funds/savings, loans from family or friends, and equity funding. However, non-traditional sources of finance also exist that entrepreneurs can use in the financing of their businesses; these have been described by many researchers as bootstrapping finance.

Working capital is a significant and important issue during financial decision making because it is a part of the investment in total assets that requires an appropriate financing investment (Bhunia, 2010). Generally, working capital (WC) is financed by a combination of long-term and short-term funds. Long-term sources of funds consist of capital (equity from owners) and long-term debt, which only provide for a relatively small portion of the WC requirement (finance theory dictates that only the permanent portion of WC should be supported by long-term financing (Gitman, 2000)). This portion is the net WC; that is, the excess of the current assets over the current liabilities. On the other hand, the short-term sources of WCF consist of trade credit, short-term loans, bank overdrafts, tax provisions and other current liabilities that can be used to finance temporary WC needs. Sometimes, a WC deficit exists if the current liabilities exceed the current assets. In such a situation, short-term funds are used to also finance part of the non-current assets and the firm is said to be adopting an aggressive WC policy (Bhattacharya, 2001). No doubt, the easy accessibility of finance is an important factor when selecting the source of financing, but its impact on the risks and returns cannot be ignored (Gitman, 2000). Thus, the working capital management policies are guidelines that are helpful to direct businesses; the policies aim to manage the current assets, generally cash and cash equivalents, inventories and debtors, and to manage the short-term financing so that the cash flows and returns are acceptable (Kumar, 2010).

The financing preferences of firms are often explained using Myers’ (1984) pecking order theory. Although this theory was developed for large, quoted companies, it is equally applicable to small firms. Firms tend to use cash credit as a first choice for financing their WC needs. However, the excessive reliance on the banking system for WCF exerts some pressure on the banks, and a significant portion of their available resources are first channelled to the large firms (Narasimhan & Vijayalakshmi, 1999). Narasimhan and Vijayalakshmi also noted that the long-term sources of funds for WC appear to be dominant in many industries and that cash credit is the next major source for financing WC. Another important dominant source for funding the WC requirement is trade credit. Trade credit is usually called a spontaneous source of finance and is normally available as part of the trade terms. Olomi (2008) reported that medium-sized textile firms with limited access to the long-term capital markets tend to rely more heavily on owner financing, trade credit and short-term bank loans to finance their operations.


The few studies that have addressed the financing and capital structure of SMEs are mostly for developed countries (Hughes, 1997; Watson & Wilson, 2002; Zoppa & McMahon, 2002; Hussain & Matlay, 2007); only a few address developing countries (Peterson & Shulman, 1987; Aidis, 2005; Abor, 2005; Bhaird & Lucey, 2011). Research into this area for small, island economies is scant, particularly research investigating the WCF of SMEs. Therefore, this paper investigates the WCF practices of small-to medium-sized firms in an attempt to bridge this gap and to add to the growing literature on the financing decisions of SMEs.

In developing countries, SMEs serve as a useful bridge between the informal economy of family enterprises and the formalised, corporate sector. As such, most policymakers consider the health of the SME sector to be highly important to an economy. Mauritius is not an exception to this concern. In Mauritius, it is the small firms that constitute the majority of firms, and they account for nearly 47% of the workforce (Central Statistics Office, 2009). Based on the statistical data compiled by the Central Statistics Office1, the number of small establishments and employment generated has increased by over fivefold, as shown in Table 1. From 1985 to 2010, the number of small establishments in Mauritius has increased to 94,000, and they provide an estimated 250,000 jobs. The SMEs’ contribution to Gross Domestic Product amounts to nearly 37% or MUR 120 billion. The estimates based on the latest figures suggest that SME exports could represent approximately 20% to 25% of total exports. These figures clearly provide evidence of a vibrant private sector in Mauritius, with its population of 1.2 million.


Table 1Evolution of small businesses



	Years
	Number of firms
	Employment generated
	% of labour force



	1985
	16,000
	47,608
	22



	1992
	40,497
	113,274
	24



	2002
	75,267
	200,000
	36



	2007
	92,388
	211,582
	37



	2010*
	94,000
	250,000
	47



Source: CSO (1985, 1992, 2003, 2009 – Census of Establishments; Census of Economic Activities and Collection of Statistics of Economic Activities respectively).*official figures not yet published

SMEs are the key drivers of the Mauritian economy through their important contribution to GDP growth and socio-economic development. Because of their significance and their proven resilience in responding to fast changing conditions, even during the global economic crisis, SMEs have now become even more important in advancing the government’s efforts to overcome socio-economic disparities. For this reason, the Government has focused on facilitating a secure and conducive business environment for SMEs. Over recent years, much attention has been paid to tackling the constraints faced by SMEs relating to finance, capacity building, marketing, business development services, infrastructure and institutional support frameworks. In the wake of the global financial crisis, the government budget for 2009–2010 and the subsequent budgets have made additional efforts to help the SME sector. However, because most SMEs are privately owned, the owner managers need to pay attention to the working capital financing of their businesses to ensure that the intervention funded by the public purse demonstrates benefits to the wider society.

The objective of this study is to examine the working capital financing preferences of small-to medium-sized manufacturing firms operating in diverse industry groups. A second objective of this study is to identify the main factors influencing the demand for WCF from the sample firms and to highlight the use of informal sources of financing. A principal components analysis (PCA) and a cluster analysis are used to group and identify the types of firms with respect to their financing decisions for their businesses. The paper is organised into four main sections. The primary literature surrounding the topic is discussed and the methodology is described along with the profiles of the interviewees. Thereafter, the results are discussed and the implications for practitioners and policy makers are highlighted.

LITERATURE REVIEW

Working capital structure refers to the elements of WC and it shows which of the possible components is responsible for investment in WC. Working capital structure is encapsulated in the concept of working capital management (WCM), which refers to the financing, investment and control of the net current assets within the policy guidelines. WC can be regarded as the lifeblood of the business and its effective provision can do much to ensure the success of the business, while its inefficient management or neglect can lead to the downfall of the enterprise.

In many countries, empirical studies have indicated that small business managers experience problems in raising capital for the development of their businesses. Different studies (e.g., Bolton, 1971; Wilson, 1979; Holmes & Kent, 1991; Winborg, 2000) have frequently referred to the concept of a financial gap to explain why many small businesses face this type of problem. Access to finance has been identified as a key element for SMEs to succeed in their drive to build productive capacity, to compete, to create jobs and to contribute to poverty alleviation in developing countries. Despite their dominant numbers and their importance in job creation, SMEs have traditionally faced difficulty in obtaining formal credit or equity. A study conducted in Lithuania (Aidis, 2005) revealed that the most important barriers were low purchasing power, followed by the lack of WC and official bureaucracy. Traditional commercial banks and investors have been reluctant to service SMEs for a number of well-known reasons:


	SMEs are regarded by creditors and investors as high-risk borrowers due to insufficient assets, low capitalisation, vulnerability to market fluctuations and high mortality rates;

	Information asymmetry arising from SMEs’ lack of accounting records, inadequate financial statements or business plans makes it difficult for creditors and investors to assess the creditworthiness of potential SME proposals;

	The high administrative/transaction costs of lending or investing small amounts do not make SME financing a profitable business.


Hughes’ (1997) study of the financial structure of large and small U.K. businesses found that small businesses tend to rely more on short-term debt in comparison with large businesses. These results show that small businesses have a higher proportion of debt as trade credit, which is attributed to the fact that small firms face greater problems in attracting long-term debt than large businesses. However, this difference could also be explained by the mere preferences and attitudes of the owner manager toward debt capital. The more recent study of Bhaird and Lucey (2011) brought evidence that connected the life cycle theory to the financing of firms’ capital structures. An analysis of the respondents’ capital structure across age groups indicates distinct changes in the sources of finance employed by firms over time. They found that the financing choices are consistent with Myers’s pecking-order hypothesis, and the importance of profitability in financing SMEs is emphasised. Contrary to conventional wisdom, the respondents in the youngest age category report a relatively high use of debt financing. This high use is explained by the provision of the firm owners’ personal assets to secure the firm debt.

Bootstrap Finance

Studies have shown that small firms can tap into other informal sources of finance instead of relying solely on financial institutions and government agencies for capital. A business itself has the capacity to generate capital. This type of financing, called bootstrap financing, is available to virtually every small business and includes a combination of social and economic transactions; for example, buying low-cost equipment and having family members help during peak periods. Bootstrap financing also encompasses factoring, leasing, the use of credit cards and the frugal management of the business. Different researchers have put forward their own definitions, which include some of the following techniques:


	Launching ventures with modest personal funds (Bhide, 1992).

	Highly creative ways of acquiring the use of resources without borrowing money or raising equity financing from traditional sources (Freear, Sohlt, & Wetzel, 1995).

	The sale of the entrepreneurs’ personal properties and the entrepreneurs’ personal indebtedness (Neeley & Van Auken, 1995).

	Quasi equity, outsourcing, foundation grants. (Bhide, 1992; Freear et al., 1995; Winborg & Landstrom, 2001).


InfoDev (2006) argued that bootstrapping, i.e., making use of savings, investments from friends and family and retained earnings, is by far the most common strategy used by successful technology companies. Lahm and Little (2005) described bootstrapping as a creative financing strategy and expanded on two methods of bootstrapping: the acquisition and control of resources (both tangible and intangible) and the efficient use of those resources to finance the enterprise for growth. According to the authors, bootstrapping is entrepreneurship in its purest form and is the transformation of human capital into financial capital.

Windborg and Landstrom (2001) identified 19 bootstrapping measures that aim to minimise the need for capital and 13 measures that can be used to meet the need for capital. Among the first group of measures are the following: buy used equipment instead of new, borrow equipment for shorter periods, hire temporary personnel, employ relatives/friends at below market salaries, run the business from home, share premises, share equipment, etc. The second group of measures consists mainly of negotiating the best terms from suppliers, deliberately delaying payments to suppliers, withholding the managers’ and the owners salary for some period of time, obtaining capital via the managers’ assignment in other businesses and obtaining subsidies and grants, among others. Based on a sample of 91 Swedish business founders, Winborg (2009) identified 7 motives for seeking bootstrap financing: cost reduction, managing without long-term external finance, lack of capital, risk reduction, gaining freedom of action, saving time, and enjoyment in helping others. A more recent study that is based on a longitudinal study of 211 entrepreneurs in the U.K. found that social networks help new ventures acquire resources through bootstrap financing (Jones & Jayawarna, 2010). These authors explored how these resources influence the business performance as measured in sales growth and turnover at the early operating stages. The study distinguishes three types of social ties—strong, weak, and brokerage — and how they affect three different types of bootstrapping finance—payment-related, owner-related and joint utilisation.


Pecking Order Hypothesis (POH)

Myers (1984) has tried to explain business managers’ financial preferences using a pecking order approach. According to Myers, business managers prefer internal to external financing and debts to external equity. In summary, the ‘POH’ states that businesses adhere to a hierarchy of financing sources and prefer internal financing when available; if external financing is required, debt is preferred over equity.

This hierarchical ranking is due to the presumed fact that the relationship between the financier and the manager is characterised by information asymmetry. Holmes and Kent (1991) suggested that even though Myers’ discussion of the ‘pecking order approach’ is related to large, listed businesses, the reasoning is equally applicable to small firms. Several empirical studies have supported Myers’ reasoning (e.g., Holmes & Kent, 1991; Norton, 1991; Scherr et al., 1993; Paul et al., 2007; Gebru, 2009). Holmes and Kent (1991) found that owner managers prefer internal funds because this form of funding ensures that they can maintain control over operations and assets. If debt financing becomes necessary, the managers are assumed to favour short-term debt because this source does not tend to involve any demand for collateral security. Zoppa and McMahon (2002) found that there is increased dependence on short-term financing for the less profitable firms. The less profitable an SME is, and therefore the less self-sufficient it is through the reinvestment of profits, the more likely that it will need to depend upon short-term debt financing for its assets and activities. The authors also observed that growth in sales creates financing pressures that are most likely met by short-term funding.

Zoppa and McMahon (2002) also revealed that as SMEs grow in size (measured in terms of assets), the more dependent they become on short-term funds for those assets. This relationship would be the case when the sample units have limited access to long-term debt and equity financing arising from an alleged ‘financing gap’ that prevents the business from following the financial management dictum of matching the term of the financing used to the term of assets acquired (the so-called ‘matching’ or ‘hedging’ principle). Because SMEs are often characterised by a low fixed assets base (Padachi, 2006), the dependence on short-term funds is proportionately high, which conforms to the matching or hedging principle (Bhattacharya, 2001). Consistent with this reasoning, the owner manager’s desire to maintain control and independence are enough to support the explanation of his/her financial preferences. Owners might perceive that any external providers of funds can interfere in the management of the business.


Consistent with the POH, Paul et al. (2007) found that the entrepreneurs in start-ups turn to internal sources first, that is, their own funds. Contradicting the POH, however, the evidence in this paper showed that where external funds are required, the main source is equity rather than debt. In the majority of cases, in-depth interviews showed that a bridged pecking order applies in that the businesses move from self-funding to external equity in preference to, or instead of, bank financing. Two reasons for this pattern can be identified. First, entrepreneurs consider debt to be a personal liability because it invariably requires underwriting by personal guarantees. Entrepreneurs generally place a self-imposed limit on the extent to which they are prepared to mortgage their assets. Second, entrepreneurs deliberately seek out equity investment as a means of obtaining added value over and above the finance invested. Rather than the external equity being viewed as expensive, it is viewed as being a good value because a well-chosen investor can add business skills and social capital in the form of commercial contacts and access to relevant networks.

It can thus be concluded that the two approaches discussed above lend support to the financial choices of small businesses. Most of the studies in small business finance have, in one way or another, found evidence regarding how these dual factors, that is, the characteristics of the small business and of the small business manager, are important to explain the firms’ financial preferences and choices (Pettit & Singer, 1985; Levin & Travis, 1987; Barton & Mathews, 1989; Ang, 1991; Scherr et al., 1993; Cosh & Hughes, 1994; Hamilton & Fox, 1998; Winborg, 2000; Gebru, 2009). Small firm owners try to meet their finance requirements from a pecking order of, first, their own money (personal savings, retained earnings); second, short-term borrowings; third, long-term debt; and, least preferred of all, from the introduction of new equity investors, which represent the maximum intrusion (Cosh & Hughes, 1994).

Support regarding the firm owner characteristics is found in Gebru’s study (2009). Consistent with other studies, the key findings include that the POH holds true for MSE (micro and small enterprises) owners in Tigray regional state as the educational level of the owners decreases and there is less intrusion in the form of ownership. However, MSE owners with a higher degree of entrepreneurial skills are found to conform to the predictions of the POH. Furthermore, factors such as ownership type, acquisition type, owner’s level of education and the reason for the business start-up are found to be major determinants of the MSE owners’ financing preferences. Along the same line, Hussain and Matlay (2007) found that family and close associate networks were very important for the support of both ethnic minority and white owner/managers. All of the respondents required loans from banks and other financial institutions, both at the start-up stage and in the subsequent years. However, for the ethnic minority owner/managers, the initial importance of the financial institutions declined over the years. The ethnic minority owner/managers showed a preference for less intrusive and more “user friendly” financing options that allowed them to remain in full control of their businesses. Neeley and Van Auken (2009) analysed how three characteristics of the business owner can influence financing: education level, age and gender.

METHODOLOGY

The data for this study were collected as part of a comprehensive survey2 on the financial and WCM practices of small-to medium-sized Mauritian manufacturing firms operating in eight diverse industry groups3. The study was confined to the manufacturing sector (an important sector of the economy in terms of job creation and contribution to economic growth) where WC is more significant. The sample was drawn from the directory of SMEDA4.

A total of 145 survey forms were collected out of a sample of 420 firms, representing 20% of the population (firms employing up to 50 employees), which satisfies the sampling criteria. A stratified sampling was used so that each of the eight main industry groups is represented. Four questionnaires had to be excluded because they were not properly filled in and many sections were left unanswered, giving a total of 141 usable responses and representing an effective response rate of 33.5%. It must be noted that the Mauritian business community is not used to this type of survey. Despite their non-familiarity with survey instruments, this response rate was possible through the development of a network with the SME Association and other support institutions and the use of multiple channels to collect the data.

This paper focuses on the financing variables and examines the financing preferences of the firms that are requesting WCF. In an attempt to measure the severity of the financing problem, the survey instrument included a number of questions to capture the variables of interest. The data were analysed using the Statistical Package for Social Sciences (SPSS), applying both parametric and non-parametric tests. The PCA is used to reduce the variables on the ‘sources of finance’ used both during ‘start-up’ and to finance the ‘current needs’ of the business. To avoid generalising on the results, the cluster analysis technique was then used to identify the different types of firms with respect to small business finance preferences. Based on the industry classification and the size category, important industry and size differences are investigated. Additional rigour in the analysis was possible through the selection and analysis of 12 mini cases selected from the survey respondents. The profiles of the interviewees are given in Appendix A. We also examine the extent of trade credit, short-term borrowing, traditional sources (bank loans and bank overdrafts), formal WCF, equity finance, bootstrap finance (ascertained from the 12 mini cases) and retained profits as sources of finance among the Mauritian manufacturing SMEs.

DATA ANALYSIS AND RESULTS

Descriptive Statistics

The survey instrument contains a number of variables to test for significant differences based on the firms’ characteristics and the owner managers’ profile. Tables 2 and 3 provide summary statistics on the main variables of interest and information about Mauritian SMEs. The majority of the questionnaires were completed by the owner manager of the firm or his/her representatives, which in most of the cases were close family members that had been appointed as director. The presence of family members increases confidence in the completeness and reliability of the information provided.


Table 2Family members involved, legal entity and main role of owner manager
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Ownership and structure

Table 2 displays the sampled firms’ ownership structure in three columns: the family members involved in decision making, the business legal entity and the owner manager’s primary role in the business. The majority of the companies (63%) are family-owned businesses and some (25%) do not involve anyone in the decision-making process. In nearly 50% of the cases, the owner manager assumes the overall responsibility for the business, while another 44% occupy the post of managing director. Thus, in the majority of the cases, the owner manager oversees all of the operational aspects of the enterprise and may thus have no time to perform even some of the basic aspects of financial management.


Table 3Sample companies by size and age
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In terms of the business organisation, 54.6% of the firms are private limited companies where, in the majority of cases, a second director is appointed solely to comply with the statutory formalities (this was made obvious during the interviews with the respondents). The contingency table in Appendix B (Table A) shows that family involvement and non-family involvement have a relationship with the firm’s size, where the larger size category tends to have more non-family members compared to the other size categories, with a Chi-squared value of 33.345 at the 1% significance level.

Size, age and industry

Table 3 provides descriptive statistics for the three commonly used measures of size. It also shows the age of the companies, which was calculated by deducting the year that the business was established from 2008, the year that the data were collected. Small firms represent a bulk of the business stock and, as per the Central Statistics Office 2007 bulletin, the firms employing up to 9 employees outnumber those employing 10 and above, the threshold used for compiling the statistical data on the Mauritian business stocks. The average employment size is 15. Consistent with the national statistics on the SMEs population, the sample distribution of companies by size is positively skewed: 60% had up to 10 employees while only 7% employed above 50 employees. The size of the companies in terms of turnover is in the range of Rs 100,000 to Rs 52,000,000, with a mean value of Rs 9 million (the median firm value is Rs 4.5 million). However, the net assets and turnover as a measure of size were not used for this study because fewer than half of the respondents provided a figure for the net assets. For analysis purposes, the sample firms were grouped into different size brackets and into four sub-samples, very small (VS), small (S), medium (M) and large (L), to better reflect the size of firms in Mauritius.


The sample was spread across eight main industry groups, as shown in Appendix B, Table B. It is observed that 3 industry groups have a low number of firms, which thus precludes a detailed analysis by sector. The industry classifications were re-coded into three main groups5 and are labelled as Heavy Industry (CRP, MP, PPP); Food and Beverages (FB) and Light Industry (JW, LG, PC, WF).

Financing Preferences

The sample firms were asked about their sources for the funds used during the start-up phase and also for financing their current needs. Their responses regarding these different sources of funds should provide an indication as to whether the financing pattern follows a pecking order. The survey results demonstrate a clear preference for using their own savings and short-term borrowing to finance the start-up phase and for relying mostly on internally generated funds (retained profit) and short-term borrowings (bank overdrafts and bank loans) to finance the current needs of the business. These findings accord well with the previous studies (Cosh & Hughes, 1994; Hussain & Matlay, 2007; Paul et al., 2007). The respondents were asked to rank in order of priority the source of funds they would consider as part of their WC requirements. Table 4 shows the mean score for each source of finance, and a lower score indicates that this source is more preferred.


Table 4Ranking on use of finance for current needs



	
	
	Mean rank



	1
	Reinvest the profits from operations in the company
	1.85



	2
	Delay payment to suppliers of goods and services
	3.41



	3
	Offer trade discounts for customers to make prompt payments
	3.72



	4
	Convert short-term loan to long-term loan
	3.94



	5
	Get a long-term loan
	4.10



	6
	Sell some of the fixed assets
	5.66



	7
	Sell some equity of the business
	5.97



The result shows a clear preference for using retained profit, with a mean score of 1.85, to finance the business WC requirements. A number of comments (qualitative section) on the survey forms reiterate this preference: “we prefer to keep the business within the family and additional funds are met through shareholders loans rather than to accept outside capital” (Casenum9, 10). The K-W tests were used to see if there are any significant differences in the sources of funds on account of the firms’ size and age. The tests revealed no significant differences, contrary to the research finding of Neeley and Van Auken (2009), for the two sub-samples (age and size), except for two variables (reinvest profit and offer discounts to customers) for the age sub-samples. In addition, no significant industry differences were found in the use of bank loans and cash credit, retained profits and the other common sources of funds available to SMEs to finance the business current needs. This finding indicates that the small to medium-sized Mauritian manufacturing firms do not attach enough importance to the financial decisions of their businesses.

The respondents demonstrate an aversion to raising equity finance, with a mean score of 5.97. This evidence is congruent with Myer’s (1984) pecking order, in that firms would generally used retained profits, followed by debt and, as a last resort, would raise external equity capital. Whilst these reasons may be given by the respondents, it is equally possible that the demand for finance is constrained on the supply side. A number of questions attempt to assess the respondents’ perceptions regarding this possibility and, consistent with similar studies, the Mauritian manufacturing SMEs have difficulties arranging for acceptable collateral. However, the supply side of finance could be partly answered by analysing the respondents’ perceptions regarding the information asymmetries in debt markets.

Information asymmetries

Approximately 80% of the respondents are satisfied with their banks, which could be linked to the fact that they are frequent users of cash credit and can easily avail themselves of bank loans (though infrequently) to finance both the current and the seasonal requirements of their businesses. Over 60% of the sample firms reported that their banks have maintained or increased their overdraft limit. This finding suggests that the respondents do not generally perceive information asymmetries in the debt market.

The size and age variables were first used to see if there is a significant effect on the availability of collateral assets. The results (Appendix B, Table C) confirmed that the size of the firms has a significantly high (Chi-squared = 19.252; Sig. = 0.000) impact on the assets that could be pledged as security for loans. As expected, the VS and S size category reported that they have no assets to pledge as collateral. However, the age of the firms has no incidence on the availability of collateral, though it could be expected that as firms get older, their investments in fixed assets increase, which could be used as security to support demand for finance.


Table 5 gives some information regarding the ability of the sample firms to avail of bank finance. As high as 85 % of the respondents perceive that financial institutions insist on collateral as part of their short-term borrowing. However, only 20 per cent reported that they have tangible assets which could be used as security and this confirmed the low frequency (26%) of using bank loans to finance business operations. Thus, firms which have a low fixed assets base and or have more intangible assets would find it difficult to access bank loans (Myers, 1984). They instead make heavy use of cash credit. This finding also accords well with that of Chittenden et al. (1996), where access to long-term debt was found not to be associated with profitability but strongly related to collateral.


Table 5Status on the use of bank finance



	
	
	Mean or %1



	1
	Banks are willing to provide bank overdraft facilities
	75



	2
	Bank require collateral as part of borrowing requirement
	85



	3
	Tangible assets which can be used as security for finance
	20



	4
	Frequency on the use of overdraft facilities
	3.73



	5
	Frequency on the use of bank loans
	2.92



1 measurement in binary scale indicates proportion of respondents giving an affirmative answer

Retention of control

One of the reasons commonly cited for the observed financing preferences of SME owners is the desire for independence and to maintain control of their enterprise (Cressy, 1996; Chittenden et al., 1996; Holmes & Kent, 1991, Howorth, 2001). The reluctance to dilute control is confirmed by the survey results, where the owner managers consider issuing equity as a last resort. An intra-industry comparison revealed that there is not much variation in the willingness to retain control of the enterprise. Only a few respondents in the FB and LG industry groups claimed that they resort to equity financing before considering other sources. This finding could be explained by the need to bring added value over and above the finance invested. External equity is viewed as a good value because a well-chosen investor can add business skills and social capital in the form of commercial contacts and access to relevant networks (Paul et al., 2007). Independent two-sample t-tests show that there is a significant difference in the financing preferences in so far as regards bank overdrafts/loans and the family sources between the family member and the non-family member firms. Thus, where the family involvement is less pronounced, the firms make more use of the traditional sources of funds.


Sources of Finance

The traditional sources of finance used by SMEs are clustered as internal and external sources. The supply of finance has tended to discriminate among firms using the theoretical framework of agency theory, transaction cost theory and credit rationing, while the demand side is constrained by the POT, the life cycle model and managerial preference. Table 6 shows the mean score for each source of internal and external funds used by the sample firms. The three most common sources of funds used to finance business start-up are own savings, with a mean score of 4.09, bank loans (4.07) and bank overdrafts (3.74).

However, as firms begin generating revenue, retained profits are the most preferred means to finance the current needs, supplemented by bank lending. This form of financing ensures the maintenance of control over operations and assets and confirms the findings of previous studies (Holmes & Kent, 1991; Hussain & Matlay, 2007). Factoring is the least preferred source for financing the current needs of the business. This finding could indicate that SME owners are not prepared to outsource the credit function on the grounds that they might distract customers (this was confirmed by most of the interviewees during the qualitative part of the study and, if used, factoring is solely for a specific case, such as overseas customers: Casenum4). Alternatively, the size of the receivables could be unattractive to the factor or this financing mode might not be well perceived by the Mauritian SME sector.

The K-W tests were used to compare the mean score for the different sources of funds to the firms’ characteristics (size, age, industry) and the education level of the owner managers. The non-parametric tests display the mean rank for each group, the number of cases in each group, and the chi-squared statistic and its significance level. The significance level for the majority of the sources is greater than 0.05, thus indicating that the size differences did not influence the financing decision of firms at start-up or when meeting the current financing requirements of the business. However, a significant difference is observed for bank overdrafts at the 1% level and bank loans at the 5% level and a weak significance is observed for shareholder/director loans, trade credit from suppliers and the leasing of plant and equipment between the firms in the very small, small, medium and large size categories.

Age can be used to capture a firm’s information readiness and it would be of interest to see if there is a significant difference between firms in the different ages groups in the types of WCF being requested. On the same note, the age of the business (using the six sub-samples) failed to reveal any significant difference in the sources of funds use to meet the operational requirements, except for the use of bank overdrafts, which was highly significant. This finding lends support to the allegation that banks discriminate in their lending decisions based on the age of firms, with the younger firms viewed as more informationally opaque. Furthermore, no significant industry differences were noted in the use of financing, except for factoring and shareholder loans, which were significant at the 5% level and which were the two least popular uses of funds among the sample firms. The owner manager’s level of education is expected to influence the use of the least popular sources of financing, namely leasing and factoring.

The non-parametric test confirms the effect of the level of education and hire purchase/leasing were found to be highly significant along with the use of bank overdrafts. Details of the results are provided in Appendix B (Table D). The education variable is important in understanding the financial preferences of SMEs; evidence of this importance is found in Gebru’s (2009) study.


Table 6Sources of funds–mean score at start-up and for current needsa
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Focus on financing modes

The pattern of responses regarding the sources of finance used both at ‘start-up’ and to meet the ‘current needs’ of the business was analysed using PCA. After a number of iterations, three clear factors emerged under both instances based on their individual communalities and factor loadings. Table 7 displays the results of the analysis for the sources of finance used to start a business and to sustain its current operations.

The sources of funds used during the start-up phase of the business include government financing schemes, short-term sources (trade credit, cash credit and bank loans) and bootstrap finance. The consistency of the items included under each component was verified using the Cronbach’s Alpha reliability test and the values obtained confirmed the internal consistency of each item (except for the bootstrap finance and internal equity (IE) factors). The initial statistics (displayed below the table) suggest that the variables would factor well. The varimax rotated factor loadings show that the variables cluster as predicted. The components were labelled as indicated in the table. Component 1: STB accounts for 25.45% of the cumulative variance and measures the focus on the use of short-term borrowing. The variables that loaded heavily onto this component included cash credit, bank loans and trade credit.

Component 2: Formal working capital (FWC) represents a focus on formal channels of WCF, with hire purchase/leasing and factoring attracting the heaviest loadings. The variable shareholder/director loans has a side loading onto this component. The use of internal equity is the third component, having two variables that load fairly heavily and one variable with a factor loading below 0.50.

The PCA removed the distorting effect that the strong inter-correlations among the 8 WCF variables would have on the calculation of the various ‘distance’ and ‘variance’ measures used in the grouping procedure. The PCA has confirmed that there is a distinct pattern to WCF in each of the three discrete areas (both at start-up and for current needs) and suggests that the firms might use one source of finance more than others. This finding is investigated using K-means clustering to identify these cases and to develop a profile for each firm type.

Cluster analysis – financing patterns

Three components have been identified that measure the different sources of WCF. The next step of the analysis is to identify (Table 8) the principal clusters and the sources of funds that are associated with each Cluster. The final cluster centres are the highest for the short-term borrowing in cluster 1 and the formal WC in Cluster 2, suggesting that the firms in these clusters rely more on these forms of financing. Cluster 3 used, to some extent, internal equity and the other factors take negative values. The next cluster, with 14 members, has the highest score for FWC and also has a positive score for IE; it is thus labelled accordingly. All three factors have negative values for the firms in Cluster 5, which would indicate that these 7 firms are the least active in using the different sources of financing. An analysis of variance showed highly significant differences between the clusters on all of the three variables.


Table 7Rotated component matrix of respondents’ sources of funds
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Profiles of clustering firms

The profiling of cluster membership provides an insight into the firms’ characteristics and the financing difficulties of each type of firm. The cluster analysis was used as an explanatory technique to identify the distinct types of firms with different financing preferences. The profiles of the firms belonging to each of the clusters were developed using an analysis of variance, K-W tests and Chi-squared tests on continuous, ordinal and binary/nominal variables.


Table 8WCF Cluster analysis – Final cluster centres



	Cluster
	N
	STB
	FWC
	IE



	1. MORESTB
	35
	0.85945
	−0.41817
	0.34450



	2. FORMALWC
	21
	0.25850
	0.78670
	−0.81575



	3. LOWIE
	21
	−1.03140
	−0.81838
	0.29154



	4. FWC + IE
	14
	−0.72162
	1.42550
	0.83307



	5. NONE
	7
	−0.53529
	−0.66507
	−1.81600



	ANOVA (F-prob)
	
	0.000
	0.000
	0.000



Based on the literature review, a number of firm and industry characteristics as well as trade-credit variables and finance-related variables were used to find a distinguishing pattern among the ‘types’ of firms. Table 9 reports the results of testing these surrogates, which include the size of firm, the age of business, the industry group, business originated as, and three finance related variables, namely difficulty getting start-up capital, WCF and access to finance. The trade credit variables include debtor and creditor days and terms of sales and purchases. The discussion first considers the overall comparison across clusters and then an attempt is made to examine each cluster separately.

The results in Table 9 show significant differences between the groups across a number of variables with a varying level of significance. It is clear that the size of firm is very important when making a request for finance. Cluster 1 is larger in size as measured by the number of full-time employees and is thus able to rely more on bank overdrafts and bank loans to finance its WC requirements. Furthermore, the youngest cluster, where information asymmetry is expected to be more pronounced, must rely on formal WC and, to some extent, internal equity. It would appear, therefore, that both size and age are significant factors in the sourcing of finance because they have an impact on the tangible assets that could be used as collateral and because they negate the information asymmetry problems. This finding is consistent with the literature, such as Bhaird and Lucey (2011), who reported distinct changes in the sources of finance employed by firms over time. Furthermore, the individual profiles of the clusters detailed below show that trade credit variables such as the % of goods purchased on credit, the degree of competition and the finance related variables are equally important.


Table 9Profiles of firms WCF (means or proportions for each cluster)
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Cluster 1: Reliance on Short-term Borrowing

The firms in Cluster 1 reported higher values on short-term borrowing, thus representing a heavy reliance on this source of financing. Cluster 1 has 32 members, and the firms in this cluster are the largest and oldest firms, which thus lends support to the stage development model where matured firms are less financially constrained. Interestingly, these firms tend to adopt a matching WC policy where the amount of credit sales equal that of credit purchases. These firms also take longer to settle suppliers’ payments, which is partly explained by the need to support higher WC requirements.


Cluster 2: Reliance on Formal Working Capital

Cluster 2 comprises firms that rely mostly on FWC (leasing and factoring) and, to some extent, on short-term borrowing. They are medium-sized firms and, yet, they have difficulty raising financing as observed by the higher mean scores on all of the finance related variables. These firms, however, manage to bridge the ‘financial gap’ by purchasing 70% of their supplies on credit. Because they view trade credit as an important source of WCF, they tend to pay their suppliers within a reasonable time frame. The heavy reliance on trade credit is explained by the difficulty of small firms in attracting long-term debts compared to their larger counterparts (Hughes, 1997).

Cluster 3: Reliance on Internal Equity

The firms that form Cluster 3 are in the food industry and, given their specific industry and market characteristics, they manage to fund their operations out of internally generated funds. These firms sell relatively less frequently on credit and they keep track of credit terms offered to customers. The firms in this group are quite small and have close family involvement in the business.

Cluster 4: Reliance on FWC and IE

The firms representing Cluster 4 have higher values for FWC and, thus, are frequent users of leasing and factoring, although these modes of financing are the least popular among the Mauritian manufacturing SMEs. A partial interpretation of this result could be linked to the size and the number of years that these firms have been in operation. Thus, these firms are more financially constrained, and the lending institutions tend to decline their demand for finance on the premise of transaction costs and information asymmetry theories (Howorth, 2001). The factoring decisions of these firms are driven by the high percent of credit sales (76%), and it appears that they operate in a market with dominant suppliers (reporting the least proportion of credit purchases).

Cluster 5: None of the Traditional Sources of Finance

The firms in Cluster 5 had negative scores on all of the financing modes. Interestingly, these firms all originated as a new start-up business and, in comparison with the other clusters, they reported the least difficulty in sourcing their start-up capital. It is quite normal to expect new start-up firms to use their own funds and, at times, supplement by bootstrapping techniques as reported in the literature (Winborg & Landstrom, 2001). This finding is consistent with the POH and is evidenced in Paul et al. (2007), where it was found that the entrepreneurs in start-ups turn to internal sources first, that is, their own funds. Excluding the one firm that engaged 50 employees, the mean number of full-time employees for this cluster is 7.5.

Summary of profiles

To summarise, it would appear that the financing requirements of the sample firms differ with respect to the firms’ basic characteristics, though only size appears to be statistically significant. As expected, the firms in the food industry are operating on different credit terms and thus report the lowest number of debtor days. How the business was originated is another variable of interest in distinguishing between the clusters.

If the particular characteristic of each cluster of firms were to be defined, it is suggested that Cluster 1, being the largest and oldest firms, be termed as the matured stage: these firms have the least difficulty obtaining financing. The Cluster 1 firms appear to have a good grip over their credit control function. Cluster 2 appears to be at the developmental stage, where the need for WC is greatly felt. However, these firms appear to have the most difficulty procuring financing. Cluster 3 contains the firms from the ‘FB’ industry group and has the least difficulty obtaining financing. The liability of Newness can be conferred to Cluster 4 based on the age and size variables. As such, the Cluster 4 firms received fewer credit facilities and have close family involvement. The firms in Cluster 5 can be referred to as Large cash gap firms because they report high debtor days, mirrored by their creditor days; that is, they, in turn, stretch their payables.

Financial Bootstrapping Techniques

The literature review has highlighted the importance of financial bootstrapping measures as a solution to the problem that the traditional sources of finance are often inaccessible by the small firms because of their very nature. From the explorative interviews, conducted with 12 owner managers, a number of financial bootstrapping measures were indentified. These measures can be divided into measures that aim at minimising the WC requirements and those that negate the need to have recourse to long-term debt and equity financing.

These measures are summarised in Table 10, which presents in a concise form the different financial bootstrapping techniques, which, to some extent, accords with the literature (Winborg & Landstrom 2001; Winborg, 2009). A few examples drawn from the 12 mini-cases are as follows:


	Experience acquired from previous employment (which negates the need to undergo formal training in the field of operation, Casenum1, 3, 7, 11, 12).

	Working directors remunerated below the market rate, perform long working hours and do not receive luxury offices (Casenum1, 2, 6, 9). In another case, the owner manager does not take a salary and his son draws a salary below the market rate (Casenum4). Furthermore, for Casenum9, the experience of the owner manager and business networking were found to be most important resources when the firm experienced financial difficulties.

	Directors that are fully involved in daily operations and prepared to perform duties at the operational level and family members to help cope during peak seasons (Casenum1, 10). Furthermore, the directors are fully conversant with the production process and, thus, have good control over the whole process and the workers cannot easily find excuses for any delays in processing (Casenum10).

	Free advice from the founding director’s two sons, who are in the same line of business in the U.K. (Casenum8).

	Casenum10, operating in the printing industry benefitted significantly from the younger generation who have graduated in marketing, business management and accountancy. The directors are now convinced of the importance of formal accounting records and the adoption of sound financial management practices.


Table 10Use of financial bootstrapping measures



	Measures to:



	Minimise working capital requirements
	Meet the need for capital



	1. Directors also work at operational level
	1. Business start up in the family garage



	2. Family members engaged as accountants
	2. Wife took employment to supplement capital



	3. Family members help during peak periods
	3. Prior experience as an intangible assets



	4. Hire personnel for shorter periods – link to customer order
	4. Low investment in office furniture and directors do not fancy luxury offices



	5. Long working hours and salary below market rate
	5. Shareholders loan



CONCLUSION AND DISCUSSIONS

This paper has demonstrated, to some extent, that the small-to medium-sized Mauritian manufacturing firms face difficulties in procuring financing through the traditional sources. The findings lead us to believe that the SMEs are not well organised and tend to rely on informal networks for important matters such as the financing of the business. This belief was validated during the interviews with the 12 owner managers of the SMEs.

Overall, the firms report different degrees of difficulty in obtaining financing, more particularly to meet their WC requirements. The sample firms meet their requirements differently based on their size, their stage in the business life cycle and their trade credit variables. Most important and consistent with other studies, it is the smallest firms (cluster 4) that reported the greatest difficulties in obtaining financing and that operated on less favourable credit terms. The trade credit variables have an effect on the firms that are financially constrained.

Furthermore, the research findings lend limited support to the literature-driven hypothesis that the older firms tend to have a large fixed asset base that could be used as security to support their demand for financing. We also observed that the firms with more family involvement tend to use equity as a form of financing and have a lower preference for committing through borrowing. A summary of the 12 mini-cases revealed that the firms at different stages of the life cycle have different needs for working capital and that the firms operating in the food industry make less use of trade credit.

The research findings provide some new evidence in support of the different approaches to the financing of WC. The Mauritian Manufacturing SMEs use more informal sources, such as shareholder loans and bootstrap finance (children help out with processing customer orders during their Christmas holidays – a period where most businesses need to support a higher level of WC – Casenum10 Printing industry). It therefore follows that while some Mauritian manufacturing SMEs resolve their financial constraints partly by delaying payments to suppliers, others use more informal sources of bootstrapping finance. This research has highlighted the importance of networking and bootstrapping finance as a solution to the financial difficulties of small-to medium-sized Mauritian manufacturing firms.

Furthermore, and in accord with the ‘POH’ and information asymmetry, the sample firms had difficulty conveying accurate information about their activities. These firms could therefore be credited as ‘informationally captured’ (Howorth et al., 2003). With respect to the POH, the empirical evidence confirmed that internal resources represent the primary source of financing for these SMEs and that there was reluctance on the part of the owner manager to move down the pecking order. The owner managers instead used a number of bootstrapping financial techniques, as deduced through the 12 mini case studies. The result indirectly suggests that the small-to medium-sized Mauritian manufacturing firms experience significant information costs, which prevent them from obtaining access to traditional sources of finance. However, the research finding provides further empirical evidence on the important use of bootstrapping financing techniques among the Mauritian SMEs. In keeping with this theoretical approach, our findings showed that the Mauritian firms can contract debt capital as they grow in size and become less informationally opaque.

The study finds that WCF is the major concern for the SMEs and its timely availability is critical for the success of ventures. In many cases, the SMEs have no option to extend or provide longer credit periods and such a decision needs not be observed negatively for funding. These research findings could be used as a basis to educate owner managers on the bootstrapping financing techniques that are available, especially during the start-up phases of their businesses. Interestingly, the SMEs owner managers should be aware that resort to equity might not always be viewed negatively if the firm can benefit from the investor’s business skills and social capital in the form of commercial contacts and access to relevant networks.

Financial institutions and policy makers need to focus on educating these owner managers with the necessary WCM knowledge. Regarding working capital financing, in addition to the conventional schemes for funding WC, financial institutions and policy makers should come out with new financial instruments that are designed exclusively for funding the WC needs of SMEs. Furthermore, the primary implication is that policy makers should facilitate networking opportunities where owner managers can interact with external advisors and successful entrepreneurs to learn from best practices. However, this study is limited as to the extent to which it can be generalised to a wider population of SMEs. The conclusions could substantially benefit from further research with respect to the role of financial education and training on the financing preferences of SME’s owners. Future study can deepen the exploratory nature of such study to better understand the financial management practices of SMEs.


NOTES

1.      In Mauritius, the CSO uses employees’ threshold to define small and large firms. The small firms are those employing up to 9 employees and anything between 10 and above is large. This is a too restrictive definition and not used for the study.

2.      The data was collected as part of a doctoral thesis on the financial and working capital management practices of SMEs.

3.      The industry groups include Chemical, Rubber and Plastics (CRP), Metal Products (MP), Paper Products and Printing (PPP), Jewellery (JW), Leather and Garments (LG), Pottery and Ceramics (PC), Wood and Furniture (WF), and Food and Beverages (FB).

4.      Small and Medium Enterprises Development Authority (SMEDA), the agency responsible to register manufacturing SMEs.

5.      Industry classification reduced to three groups: Heavy Industry (Chemical, Rubber and Plastics – CRP, Metal Products – MP and Paper Products and Printing – PPP), Light Industry (Jewellery – JW; Leather and Garments – LG, Pottery and Ceramics – PC and Wood and Furniture – WF) and Food and Beverages Industry.
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APPENDIX A

Profiles of interviewees
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APPENDIX B

Table A: Size of firm: VS, S, M & L * family members involved in business
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Table B: Industry classification and industry grouping
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Table C: Have assets to pledge as collateral * size of firm
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Table D: K-W - Sources of finance * education



	Other sources used to finance the current needs
	Education Grouping
	N
	Mean Rank
	Chi-square (Sig.)



	Retained profits
	Basic
	54
	67.31
	



	
	Technical
	34
	77.75
	



	
	Advanced
	53
	70.42
	1.580



	
	Total
	141
	
	(0.454)



	Bank overdrafts
	Basic
	51
	63.50
	



	
	Technical
	31
	56.34
	



	
	Advanced
	53
	79.15
	8.333



	
	Total
	135
	
	(0.016)



	Bank loans
	Basic
	53
	71.62
	



	
	Technical
	32
	61.14
	



	
	Advanced
	53
	72.42
	2.078



	
	Total
	138
	
	(0.354)



	Hire purchase/leasing
	Basic
	46
	56.13
	



	
	Technical
	27
	54.28
	



	
	Advanced
	51
	72.60
	7.202



	
	Total
	124
	
	(0.027)



	Factoring
	Basic
	42
	51.99
	



	
	Technical
	23
	45.02
	



	
	Advanced
	41
	59.80
	4.319



	
	Total
	106
	
	(0.115)



	Delay payments to creditors
	Basic
	53
	71.62
	



	
	Technical
	29
	59.19
	



	
	Advanced
	51
	66.64
	2.062



	
	Total
	133
	
	(0.357)



	Shareholders/Director loan
	Basic
	48
	55.44
	



	
	Technical
	27
	59.52
	



	
	Advanced
	52
	74.23
	7.346



	
	Total
	127
	
	(0.025)



	Family members
	Basic
	49
	57.71
	



	
	Technical
	26
	62.06
	



	
	Advanced
	44
	61.33
	0.400



	
	Total
	119
	
	(0.819)
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