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ABSTRACT

With regards to determining whether herding is spontaneous and irrational behaviour causing the Day-of-the-week anomaly, this paper intersects the Christie and Huang (1995) herd behaviour model with French’s (1980) Day-of-the-week model in several layers of tests. We use firm-level data and investigate the return dispersion of 846 Bursa Malaysia stocks during 1990–2010. This paper found the herd behaviour is the determinant for investor’s Monday irrationality, especially in small caps industry.
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INTRODUCTION

A basic tenet of traditional economics is that investment decisions reflect rational expectation. In this assumption, decision-making utilises all available information in an efficient manner. Conversely, behavioural group nominates psychology factors as the driver in investment. For example, they counters the rational behaviour assumption by introducing the investor’s Monday irrationality or known as the Monday irrationality.

Generally, Monday irrationality is defined as an anomalous event in the stock market where the returns of a certain day are significantly different from other day returns. There is no supported information in making the price, but it just sways away from the normal distribution (see Dimson & Mussavian, 1998; Malkiel, 2003). This shows the violation of the rational behaviour assumption of traditional finance. Much research on it gauges investor behaviour as the explanation for the anomalous conditions in the market (see Abraham & Ikenberry, 1994; Clare, Psaradakis, & Thomas, 1995; Berument & Kiymaz, 2001; Wong, Agarwal, & Wong, 2006). In the conclusion and limitation sections of those research papers, it suggested to investigate further the role of investor behaviour in Monday irrationality. Interestingly, examining the Monday irrationality from the psychology point of view empirically is rare.

The aim of this paper is to investigate the link between herd behaviour and Monday irrationality. In other words, we aim to develop a clearer understanding of some forces that can lead to the irrationality by proposing herd behaviour as the determinant force. Our model is based on two seminal and established models. In terms of Monday irrationality, we employ French’s (1980) model. Meanwhile, for herd behaviour, we utilise the Christie and Huang (1995) approach. Details of the procedures and measurements are described in Methodology section.

This paper has two important contributions. First, it contributes to the body of knowledge. So far, there is no empirical explanation on the Monday irrationality from trading behaviour context. Our research advises empirically herd behaviour as the explanation by conducting the four-layer test. This research bridges the gap between traditional finance and its contender by using the behavioural approach. Moreover, it recommends that the efficiency in the market actually can be achieved as long as there is no psychological bias in the investor trading behaviour. Second, it caters for the implication to practitioners. By revealing the fear and regret aversion of the individual investor during Monday, sophisticated investor can be the market maker by controlling the psychology of other investors through cognitive dissonance during the calendar anomaly.

The herding behaviour subject in this research is Malaysia stock market. It has US$189 billion market capitalisation which is dominated by Trade and Service, Finance, Industrial, Plantation and Consumer Products Industries. For example, the five highest capitalisation stocks of the market are from those five biggest caps industries such as CIMB Bank (Finance), Maybank (Finance), Sime Darby (Plantation and Property), Petronas Chemicals (Industrial) and Genting (Trading and Service). The small caps industries in Bursa Malaysia are Hotel/Leisure Industry, Mining Industry and Technology Industry.

These points are further developed in the four sections following this one. The next section presents the literature review, structure and theoretical model. The research proposition is also included in end of the literature review section. The next section describes the methodology and data. Then, the next section elaborates on the literature and our findings. The final section contains the concluding remarks.


LITERATURE REVIEW

Monday Irrationality; also known as Day-of-the-week Anomaly is a phenomenon where the returns of a certain day disperse significantly compared to other days. It is perceived as a form of irrational behaviour of investors. Trading behaviour is introduced as the explanation of this anomaly.

The variability of equity returns on Monday can be explained as a spontaneous and irrational behaviour. It is in line with the argument in herd behaviour. In rational asset pricing context, herd behaviour reflects more on the irrational response of investor than the outcome of rational decision making because it implies that prices may be driven away from their equilibrium value. Literature shows the dispersion from the rational asset pricing is caused by cognition of investor in self-satisfaction. In psychology, this behaviour is more known as cognitive dissonance and regret aversion.

To reduce the pain psychologically, investor usually adjusts their feeling about the success of historical investment choice by remembering their stock past performance as better than in the reality. Goetzmann and Peles (1996) conducted a research regarding the cognitive dissonance of investor by survey. They found that most of the people tend to do the cognitive dissonance to please them. Akerlof and Dickens (1982), who examined the relationship between cognitive dissonance and economic consequences, found the changes in belief and cognitive dissonance towards economic consequences due to modernisation. In finance, this cognitive dissonance can be caught in herd behaviour (see Devenow & Welch, 1996).

Herd behaviour means an event that under certain conditions most of the investors focus only on a subset of securities by flocking, while neglects other securities with identical exogenous characteristics (Hirshleifer, Subrahmanyam, & Titman, 1994). In a simple relationship, the herd behaviour is related to the social psychology which called regret aversion and cognitive dissonance. The experimental and empirical evidence show individual in groups abides the group decision, even when they perceive the group to be wrong. Individual suppresses their own beliefs and relies on their investment decision solely on the collective action, even though they disagree with the prediction. The reason is that individual avoids being regret if the group is found to be true. Another reason is to satisfy their judgment if the judgment is found to be wrong in the future. It is better to have mistakes in a group rather in personal. This is what they called as regret aversion and cognitive dissonance; or in finance it called as herd behaviour.


Academic literature includes many models of herd behaviour in the financial market. Shiller and Pound (1989) documented survey evidence on herding among the institutional investors. They found that institutional investor place significant weight on the advice of other professionals on their buy and sell decisions in volatile stocks. Scharfstein and Stein (1990) proposed the herding model of manager ignorance on their own information because of their regret aversion. Froot, Scharfstein and Stein (1992) confirmed that speculators with short horizons might herd on the same information. Welch (2000) explained how sequential issues of IPOs could lead investors to ignore their private information and herd on the decision of earlier investors. Lakonishok, Shleifer, and Vishny (1994) found only weak evidence of herding decision by institutional investors among small stocks and no evidence of herding among large stocks. Trueman (1994) showed that individual investor might herd toward the report issued by other analysts. Nofsinger and Sias (1999) found institutional investors positive-feedback trade more than individual investors and institutional herding impacts prices more than herding by individual investors.

More topical herd behaviour model is the model of Christie and Huang (1995). It is based on the dispersion of firm returns from the market normal distribution return. Christie and Huang (1995) model is popular for their explanation of herding in anomalous condition of market such as market stress. Other seminal papers such as Chang, Chen and Khorana (2000), and Gleason, Lee and Mathur (2000) also followed the Christie and Huang (1995) model. This research also replicated the Christie and Huang (1995) model.

Much empirical studies have documented the evidence of herd behaviour. Chen, Rui and Xu (2003) found the herd behaviour in Chinese Stock Market. It is aligned with Chang et al. (2000) and Hwang and Salmon (2004). Chang et al. (2000) found the relationship between herding and high return dispersion in U.S., Hong Kong, Japan, Korea and Taiwan. Meanwhile, Hwang and Salmon (2004) found that developed market such as U.S. and U.K. exhibit less herding behaviour than emerging market such as Korea. They address the information asymmetry as the case of this condition.

In the Malaysia context, this herd behaviour was also found. For instance, Kaminsky and Schmukler (1999) addressed herd behaviour as the reason chaotic financial environment in Malaysia during 1997 crisis because of the herding of the bad news from neighbours countries. In line with Kaminsky and Schmukler (1999), Glick (2007) also found the herd behaviour during the financial reforms in Malaysia. For the stock market case, Wong and Kok (2009) found the herding in bursa Malaysia. This paper also employed Christie and Huang (1995) model. Toh and Hooy (2010) also employed the same model and fell in the same conclusion. They found investor followed other investor, cross sectionally, in their trading decision. More topical, Chiang and Zheng (2010) documented also the herd behaviour in bursa Malaysia.

Herd behaviour is also about timing trading behaviour (see Cipriani & Guarino, 2005). This is consistent with the presumption in Monday irrationality research such as Lakonishok and Maberly (1990), Kamara (1997), and Wong et al. (2006), where it documented the dossiers of irregularities of institutional and individual trading during Monday due to herding behaviour. Kamara (1997) investigated U.S. market, and found trading cost and institution herding are the reasons for the day-of-the-week anomaly. Wong et al. (2006) surmised that the seasonality awareness might notice the investor to follow the market. This awareness can be seen as the contagion effect as mentioned by Halim, Brahmana and Herwany (2011), and Brahmana and Asmar (2011).

We used Ellis’ Activating events – Belief-Consequence (1950) as the theoretical framework of this research. The flow is that investor stimulated by the investor lack of information in making the investment decisions. Having this stimulant, investor experiences the cognitive dissonance and does herd behaviour to reason the decision and to avoid regret. As the consequence, it strokes the day by generating Monday irrationality. Figure 1 confirms our hypothesis to be logic and reasonable. Based on this literature review, our proposition is “herding is the determinant of Malaysian day-of-week anomaly”.
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Figure 1. Theoretical framework



METHODOLOGY

Data

We used daily price from Thomson Reuters Data Stream. The sample comprises the 846 listed firms in Bursa Malaysia from 1 January 1990 until 31 December 2010. This research has two different daily returns. First, the returns that used in testing the daily basis herd behaviour are the common returns’ formula which is the logarithm of today returns divided by yesterday returns. Meanwhile, the daily returns in the robustness check are calculated by the normal logarithm of the closing price per the opening price of the day. The detail procedure is described in next section.

Measurement

Our objective is to test the role of herd behaviour in determining the day-of-the week anomaly. It is noteworthy that testing this relationship has to construct the herd behaviour model first. It is based on the Christie and Huang (1995) model where it has to assemble the dispersion measurement. Because investors are more likely to suppress their own belief in favour of the market consensus during periods of unusual market movements, herd behaviour would most likely emerge during periods of market anomalies such as Monday irrationality. By following Christie and Huang (1995) methodology justification, the trading interval is assumed characterised by large swings in average prices.

Christie and Huang’s (1995) equation is built on the rational asset-pricing model. The dispersion from this underlying model rational asset-pricing model indicates the herd behaviour. The logic is that during the anomalous condition, rational asset pricing models predict that large changes in the distribution of market returns would translate into an increase in the dispersion. It is because of the firm returns which hold by investors differ in their sensitivity to the market returns (Christie & Huang, 1995). In other words, the tails of the normal distribution of market returns by the firms’ returns indicate the herding behaviour. Interestingly, Christie and Huang’s (1995) model is very suitable with our case as Monday irrationality is also an anomalous condition in the market.

Building the herding measurement, this research has to measure the dispersion first. The dispersion is estimated by the following expression:
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where ri is the observed return of firm i and [image: art] is the cross-sectional average of the n returns in the portfolio. This measure can be regarded as a proxy to individual security return dispersion around the market average. As mentioned earlier, the main idea in this methodology is the presence of herding would lead security return not to deviate far from the overall market returns.

Daily returns

As this study caters for the Monday irrationality, it is important to construct a robust proxy of daily returns. This paper did not take the common use return calculation where the current price is divided by lagged-one price in normal logarithm. If we did this, the returns would be the weekly returns and did not depict the true returns of the day return. It will result in a bias conclusion. Therefore, we tackled the issue by obtaining the opening price and closing price as the measurement of returns. The formula is as follows:
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where RD,t is the return on certain day at period t, CPt is the certain day closing price at period t, at OPt is the certain opening price at period t.

Herding model

Christie and Huang (1995) suggest that the presence of herding is most likely to occur during the periods of extreme movements, as they would most likely tend to go with the market consensus during such periods. Hence, we examine the dispersion behaviour of Christie and Huang (1995) linear regression:
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where [image: art] is equal to 1, if the return on the aggregate market portfolio on day t lies in the 5% lower tail of returns distribution; 0 otherwise, and [image: art] is equal to 1, if the return on the aggregate market portfolio on day t lies in the 5% upper tail of return distribution; 0 otherwise. The dummy variables aim to capture differences in return dispersion during periods of extreme market movement. If it is significant and negative in upper bound, there is herd behaviour during upturn market. Meanwhile, if the result is significant and negative in lower bound there is herd behaviour during market downturn. As herd formation indicates conformity with market consensus, the presence of negative and statistically significant of the beta coefficient (β1 and β2) would indicate herd formation by investors.

Day-of-the-week anomaly model

The day-of-the-week anomaly or Monday irrationality of this research was constructed under the French’s (1980) model. This model is very commonly used model in calendar anomaly research. It is based on event study and market model equation where the formula uses the dummy to show the anomalous condition in certain day. This model is robust because it eliminates the Monday dummy to avoid the dummy trap. According to Gujarati and Porter (2009), if there are more than three dummies; intercept can be use as the explanation as far as there are no other variable dimensions. In addition, we put the one-lagged return to eliminate the variance errors. The model is:
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where Rt is Return of the stock at t-time; dTue,t, dWed,t, dThu,t, dFri,t are Tuesday dummy, Wednesday dummy, Thursday dummy and Friday dummy, respectively.

Procedures

This research conducts what we called as four-layer test to investigate the link between herding and Investor’s Monday irrationality. First layer was to investigate the dossier of the Monday irrationality in Malaysian stock market. This is a very important step. If there is no evidence of it in the market, it will be no point to conduct this research. After finding the presence of Monday irrationality in the Malaysian stock market, we continued to investigate the herd behaviour in the market by using the whole trading days (full sample). This procedure was conducted to examine the existence of the herd behaviour in the market day by day. Note that our research aims to investigate whether the herd behaviour causes the Monday irrationality. If there was herd behaviour in this full sample, the herd did not stroke the Monday irrationality but the market.

Then the third layer was to investigate the herd behaviour in daily basis. This is important because it reveals the existence of herd behaviour only on Monday. Following Christie and Huang (1995) model, the industries which found negative and significant in our regression result is remarked as the herd formation.


In a brief, our four layers test is:


	Investigate the existence of Monday irrationality in the Market, with the expectation that Monday irrationality is documented and does not disappear.

	Investigate the herd formation in the Market (full sample), with the expectation it was not documented in the market.

	Investigate the herd formation day-by-day, with the expectation that herd behaviour occurs only in Monday.

	Investigate the evidence of Monday irrationality in the Industry, with the expectation that the Monday irrationality in the Industry is documented. The last test is just to confirm the existence of Monday irrationality in industrial base.


DISCUSSION

Malaysian Stock Market Day-of-The-Week Anomaly

Mentioned in our research objective, we aim to examine the role of herding on Monday irrationality. Therefore, it is important to prove the existence of the anomaly by following the classic work of French (1980). We also examined the degree of the disappearing Monday irrationality in regards of conferring the irrationality has not diminished trailing the development of the market. This research follows Wong et al. (2006) procedures by breaking the period into three sub-periods. If the Monday irrationality still exists in these three sub-periods, it indicates the Monday irrationality does not disappear.

Table 1 reveals a weekly pattern of stock returns, including the result of French (1980) models. The coefficient of Monday returns was negative in the full period as well as in the other two sub-periods. Additionally, the negative returns on Monday had increased into positive returns and diminish again when it closed to Friday. The result of regression documented the day-of-the-week anomaly in Malaysian stock market. The coefficient of the model, which is the proxy of Monday irrationality, was found significant in 1% level. These findings confirm the evidence of weekend effect in Malaysian over the long period of 1990 to 2010. Then, we examined the disappearance of Monday irrationality by looking into the sub-periods results1.

The result supports that there is no disappearance of Monday irrationality; implying that investors might generate abnormal returns and might have been irrational. As the Monday irrationality did not disappear, we can proceed to the next procedure to test the existence of the herd behaviour. Note that this first layer of test allowed us to empirically indicate the evidence of irrational behaviour. We believe that the irrationality behind the Monday irrationality is determined by the cognitive dissonance of investors. The investor needs rationalisation and regret aversion in making decision to loosen the psychology weight if the decision found to be wrong. Therefore, we run the herd behaviour model.


Table 1The result of Malaysian Stock Market Monday irrationality
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Herd Behaviour in Malaysia Stock Market

After running the Christie and Huang’s (1995) model, our results are consistent with prior research (Chen et al., 2003) in the sense that we did not find any evidence in favour of herd formation. Table 2 also provides the result of regression estimation of Model (3) where we already categorised the stocks in the 10 sector listed in Bursa Malaysia (formerly known as Kuala Lumpur Stock Exchange). It shows the cross-sectional standard deviation of stock returns for the entire sample.

Similar to the analysis of Christie and Huang (1995), we used 5% criteria to restrict the variables [image: art] and [image: art] to 5% of the lower (upper) tail of the market return distribution. The upper bound is to examine the market upswing, and lower bound dummy is to examine the market downswing. Our results show no evidence of herd formation in any industry of Malaysian Stock market.

Table 2 reports all of industries upper bound (b1) coefficients and lower bound (b2) coefficients are positive, which is contrary with Christie and Huang (1995) hypothesis. This result is consistent with the findings of Chang et al. (2000), Gleason et al. (2000), Chen et al. (2003), that herding behaviour does not exist in the financial markets. This result supports to the basic tenet of traditional finance theories that investors are rationally behaved in decision making through the week. Somehow, this result supports our hypothesis which: the herd behaviour does not occur in Malaysian stock market in the full sample mode.

According to calendar anomaly hypothesis, taking the whole sample of trading days will not reveal the real situation of market behaviour in detail. It suggests investigating the behaviour of trading day in detail day-by-day. Therefore, we continued our research to third layer test to examine the driver of trading day behaviour.


Table 2The herd behaviour in Malaysia stock market
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Herding on Monday

The evidence of no herd behaviour in the whole trading days let us to test calendar anomaly hypothesis by proceeding to Monday returns data2. Table 3 provides the regression estimate for Model (3) of the 10 sector listed in Bursa Malaysia. We rerun again the analysis of Christie and Huang (1995). Our results show that there was a herd formation in industrial levels but only on small caps industries such as Hotel, Mining and Technology3. This result is consistent with the findings of Chang et al. (2000).

Then, we surmise that the herd behaviour is the driver for the Monday irrationality. It means the cognitive dissonance of the investors play a role in decision making on Monday. This decision making is based on share the blame paradigm and weight the Monday trading. As we found Monday irrationality in the first layer, and no herd behaviour in the market, we remark the third layer test as an evidence of the relationship between Monday irrationality and herd behaviour.


Table 3The herd behaviour in Malaysia stock market day-by-day
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Furthermore, this result implies that investors are not rational and does not invest merely based on fundamental information. Practically, investors tend to mimic actions of other investors and make investment decisions based on hearsay rather than rigour analysis because of the cognitive dissonance (Scharfstein & Sten, 1990). In a nutshell, the herd behaviour determined the Monday trading behaviour.

Robustness Check

In terms of robustness check, let us look at the results of the herd behaviour in day by day. Previously, we showed that there is no herd behaviour on the market through the week. However, we found the herd behaviour on three industries (small caps Industries) during Monday. This research cannot directly remark that herd behaviour drives the day-of-the week anomaly if it has not proven on other days. Hence, it is logically right to test the herd behaviour on other days for the robustness.

Table 3 provides the regression estimates for the overall sample and the estimates across industries during Tuesday, Wednesday, Thursday and Friday. On Thursday, it documented the coefficient of upper bound (b1), indicates that the dummy variable is positively significant for entire industries except Technology Industry. The coefficient of lower bound (b2) documented a negatively significant relationship only in the sectors of Construction, Finance, Hotels, Industry, Mining, and Plantation. Meanwhile, the industrial sectors of Property, and Trading and Services Industry show a positive relationship. Relate back to the pre-requisite of the herd behaviour4, it can be concluded that there is no herd behaviour during Tuesday on the entire industry.

For the estimation of herding behaviour on Wednesday, the findings showed that the upper bound (b1) is mostly positive in terms of coefficient. It was only Mining Industry and Technology industry, which had the negative coefficient. In terms of lower bound (b2), this research shows that four industries have a negatively significant relationship; which are: Construction, Consumer, Finance, and Plantation. However, these mentioned industries did not have a negatively significant relationship of upper bound (b1) to the normal distribution. Hence, it can be remarked that there is no herd behaviour during Wednesday on the entire Industry. The Thursday’s findings showed most of Industries have positively significant results, except the Plantation Industry. This industry has a positive sign but not significant towards the normal distribution of the rational asset pricing hypothesis. The Table also shows that only Construction, Finance, and Plantation Industry have a negative coefficient. Interestingly, these industries, even though have a negative coefficient, but it is not significant in 5% level. In a short, there is no herd behaviour evidence that can be found during Thursday. Lastly, the Friday’s results documented unfavoured dossier of the herd behaviour in Malaysia market. The upper bound (b1) is positively significant on the entire industries. Meanwhile, some was negatively significant on the lower bound, such as Construction, and Plantation. Strictly speaking, after finding no herd behaviour during trading day of Tuesday, Wednesday, Thursday, and Friday, but found the herd formation on Monday, we cannot reject the hypothesis of the herd behaviour is the determinant of Monday irrationality. Interestingly, this hypothesis is only applied on small caps industries such as Hotel, Mining and Technology. Indeed, it makes our conclusion become more robust.

The results are consistent with the predictions of rational asset pricing. Under both criteria for extreme market movements, the coefficients estimates were reliably and uniformly reject the herd behaviour hypothesis. As a result, the prediction of rational asset pricing under the 5% criterion apparently confines a conclusion where herding behaviour did not occur from Tuesday to Friday. This is in line with our expectation that herding behaviour does only stroke the Monday irrationality. This finding advises cognition bias such as cognitive dissonance influenced the decision making of investor on Monday, but not on other days. Interestingly, when doing the decision making by herding, it herds towards the size of the effect. It showed by the findings that herding behaviour only occurred in small size industry.

Industrials’ Monday Irrationality

This section addresses the robustness check of our herd formation results. In the previous section, the evidence of the herd behaviour is documented on three industries, which are: Hotel, Mining and Technology. Thereby, this section addresses the evidence of Monday irrationality in Industrial mode. The purpose is to re-confirm that the Monday irrationality does occur in the industry.

Table 4 shows most of the industries had experienced Monday irrationality where the Monday coefficient is negatively significant and Friday coefficient is positively significant. Only Consumer Products and Industrial Industries did not have this calendar anomaly. The Trading and Services, and Plantation, which are the big caps industries, are reported to have the weekend effect. Indeed, the small caps’ industries such as Hotel, Mining and Technology have also documented the day-of-the-week anomaly. This result confirms our findings where we found the herd formation on small caps on Monday.


Table 4Day-of-the-week anomaly result by industries
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In a short, it concluded that this calendar anomaly also occurs in these big caps. We suspect other psychological biases, such as affection bias, heuristic bias, or other cognition biases, as the factors; but not the cognitive dissonance of investors. Future research can cover this issue.

CONCLUSION

The main finding of this study is that herd behaviour is the determinant of Investor’s Monday irrationality in Malaysian stock market, particularly in small cap industries. We build this claim based on our four-layer test result. First, it is found that the day-of-the-week anomaly in Malaysia; and it did not disappear through time. Second, herd behaviour did not exist in market downswings and market upswings through the week. It implies that the irrationality of investor in a week cannot be explained by the herd behaviour.


This research continued to investigate the calendar anomaly in detail. We found the herd behaviour only on Monday data set, but not on other days. It implies the herd behaviour only made the Monday returns not others return. After finding the herd behaviour based on Monday return, we found the herd behaviour did exist on small cap industries questioning the rational behaviour assumption of traditional finance. In other words, investor did not rely on fundamental information in making decision. Investors were affected by psychological biases such as cognitive dissonance in trading during Monday.

To make it more robust, we run again the Christie and Huang (1995) model on other days. As the result, the herd formation could not be found on Tuesday, Wednesday, Thursday and Friday. Hence, it can be surmised that herd behaviour is the determinant of Monday irrationality in small cap industries.

To ratify this conclusion, we extended our investigation in more detail by examining it in the industrial mode. Our findings showed there is Monday irrationality in those three herd formation industries (Hotel, Mining and Technology). It confirmed our findings and strengthened our conclusion.

This calendar anomaly was also found in other industries such as: Trading and Services, Finance, and Plantation. We remarked the existence of Monday irrationality in these other industries drove by other psychological biases such as affection bias, heuristic bias, or other cognition biases.

Monday irrationality has not explored deeper in traditional finance. Therefore, we empirically propose herd behaviour as the determinant of Monday irrationality. The explanation beyond the role of the herd behaviour on Monday irrationality is that investors have to explore more information with limited time as Monday is the first day of trading. Further, this type of investors also wants to share the blame in decision-making (Scharfstein & Stein, 1990). This is in line with previous research in Malaysia stock market with regard of the investor behaviour. For instance, Isa and Lim (1995) found the investor in Malaysia tends to be more speculative by following the market sentiment. Nik Maheran and Ismail (2008) strengthen this conclusion by documenting the Malaysian investor behaviour on following the sentiment. Toh and Ahmad (2010) addressed the reference dependence as the reason why Malaysian investors tend to follow whatever they think is right. Moreover, most of the investor in Malaysian stock market is individual investor. The low quality of information in the market drives also the presence more speculators. This type of investors might suppress their belief by sharing the blame and reasoning the justification by using their cognitive dissonance. The activating events, such as no information during Monday, but heavily weighted transaction, encouraged individual investors just to follow the behaviour institutional investors or simply follow the market. This occasion caused the anomalous returns to be more significantly dispersed from Monday than from other days. Therefore, it might be true that herd behaviour in Malaysian stock market strokes Monday irrationality.

Now we turn to the result that big cap industries have Monday irrationality. The findings contradict the consensus in portfolio management where investor, who trades heavily in big caps, has more rational and information. The irrationality of investor, if there is any, might be caused by affection not cognition. Future research should tackle this issue.
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NOTES

1.    We follow the procedure of Wong et al. (2006) in examining the disappearance of Monday Irrationally by split the period into 2 sub-periods.

2.    Christie and Huang (1995) explained the herd behaviour from the perspective of rational asset pricing. The dispersion from normal distribution is the benchmark of herd behaviour. If the upper bound and lower bound are negatively significant, it implies the herd behaviour.

3.    Refer back to Equation 2 regarding how we calculate the returns.

4.    Note that in Christie and Huang’s (1995) model, the industrial sector has to be negatively significant on the upper bound and lower bound to be concluded as herding influenced.
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ABSTRACT

This study re-examines the integration among five selected ASEAN emerging stock markets (Malaysia, Thailand, Indonesia, the Philippines and Singapore) based on Autoregressive Distributed Lag (ARDL) bound testing approach proposed by Pesaran, Shin and Smith (2001). This study finds that the stock markets in the ASEAN region are integrated during the pre-, post-1997 and post U.S. subprime financial crisis. In line with many studies on international interdependences of stock markets, our study finds that the ASEAN stock markets are moving towards more integration among themselves, especially following the global financial crisis. This implies that the long-run diversification benefits that can be earned by investors across the ASEAN markets tend to diminish. In addition, there is a need for policy coordination among ASEAN region to mitigate the impact of financial fluctuations, as the stock markets are interdependent.
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INTRODUCTION

The market integration has been defined by many studies either based on asset pricing or statistical perspectives (Yusof & Majid, 2006). In terms of asset pricing, Jorion and Schwartz (1986) defined integration as a situation where investors earn the same risk-adjusted expected return on similar financial instrument in different national markets. With integration, the world market index should be mean-variance efficient and, as a result, the only priced risk should be the systematic risk relative to the world market. A complete integration of capital market should imply the absence of arbitrage opportunities (Akdogan, 1992). Using adjusted pricing errors for 49 international stock markets, Hooy and Lim (2009) also found a positive association between market integration and informational efficiency.

Statistically, the markets are integrated if the markets share a long-run equilibrium relation between two variables (Bachman, Choi, Jeon, & Kopecky, 1996; Yusof & Majid, 2006). Thus, the stock prices in national markets have a tendency to move together in the long-run, which could be caused by arbitrage activity (Narayan, Smyth, & Nandha, 2004) and other common factors such as technological change, financial deregulation and international capital goods trade (Bachman et al., 1996). In this study, we adopt the statistical aspect in representing the stock market integration. If the Association of Southeast Asian Nations (ASEAN) stock markets are integrated thus this could considerably reduce benefits from international portfolio diversification. In addition, the degree of stock market integration also has major implications on financial stability of a country (Ibrahim, 2005).

Earlier studies provide evidence of lower correlations among national stock markets (Grubel, 1968; Levy & Sarnat, 1970; Solnik, 1974). On the other hand, more recent studies note increasing interactions among them. For example, Goldstein and Michael (1993) found that the international linkages have been rising over the past decade. The emerging markets are also found to be more closely integrated with markets in the rest of the world, even though their integration progress has been far less than rest of the world. Moreover, the co-movements among stock prices are manifested strongly during the periods of major financial disturbances such as the October 1987 market crash, the 1997/1998 Asian financial crisis and the latest U.S. subprime crisis.

Despite there have been numerous studies examining market integration among developed and emerging markets, but there have been relatively few studies explore the issue of stock market integration in the ASEAN region in the last few decades. For instance, Roll (1995) confirmed that even though Indonesia has had an active equity market for a number of years, no empirical studies on this market have emerged in Western scholarly journals. However, in current years, the vast-growing economies activities and the growing investment opportunities in some Asian emerging markets have attracted investors’ and researchers’ attention. In the context of ASEAN markets, among the studies have been done are Palac-McMiken (1997), Roca, Selvanathan and Shepherd (1998), Azman-Saini, Azali, Habibullah and Matthews (2002), Yang, Kolari and Min (2003), Chen, Leng and Lian (2003), Click and Plummer (2005), Ibrahim (2005), Yusof and Majid (2006), Janor, Ali and Shaharudin (2007), Majid, Meera and Omar (2008), Karim and Majid (2009), Oh, Lau, Chin Hong and Abu Mansor (2010), Yeoh, Hooy and Arsad (2010), and Karim, Kassim and Arip (2010).

Palac-McMiken (1997) examined the long-run relations of five ASEAN stock markets of Malaysia, Indonesia, the Philippines, Singapore and Thailand. Using monthly data from January 1987 to October 1995 and cointegration approach, he found that with the exception of Indonesia all the origin members of ASEAN markets are correlated with each other. In addition, using weekly data from 1988 to 1995, Roca et al. (1998) investigated the long-run co-movements of the five ASEAN markets. The results from multivariate cointegration test of Johansen (1988) and Johansen and Juselius (1990) show that no evidence of integration among them. However, with the exception of Indonesia, these markets have significant short-run linkages.

Another study, Azman-Saini et al. (2002) empirically examined the financial integration among the ASEAN-5 equity markets. Employing the Toda and Yamamoto’s (1995) approach of Granger non-causality test and weekly data from January 1988 to August 1999, he found the dominance of Singapore market in the region. In addition, with the exception of Malaysia, the Indonesian market is affected by other ASEAN markets but does not significantly influence the other markets. Using daily data over the period of January 1992 to August 2002, Chen et al. (2003) found that the ASEAN-5 stock markets are integrated before and after the crisis but not during the crisis. The results are consistent with Click and Plummer (2005) who also found that the markets were integrated. Ibrahim (2005) investigated integration among the ASEAN markets from the perspective of the Indonesian market using co integration techniques and vector auto regression (VAR) for the periods of January 1988 to December 2003. However, he found evidence for lack of integration among the ASEAN markets. In recent studies, Yang et al. (2003), Majid et al. (2008) and Oh et al. (2010) reveal that the ASEAN stock markets are going towards a greater integration among themselves particularly in the post-1997 financial crisis. Another studies, Yusof and Majid (2006) and Karim and Majid (2009) found that Japan is more important than the U.S. over the ASEAN markets. In contrast, in a more recent study, Karim et al. (2010) document evidence that the Islamic stock markets in the region provide opportunity for the potential benefits from international portfolio diversification, even after the subprime crisis.


In terms of integration, we note that the results reported in the previous studies were mixed. Thus, this topic is still open for further examination. Unlike previous studies, we re-visit the issue of stock market integration among ASEAN-5 (Malaysia, Indonesia, the Philippines, Singapore and Thailand) utilizing recent and larger monthly data and Autoregressive Distributed Lags (ARDL) bounds test procedure as developed by Pesaran et al. (2001). In addition, we also examine the impact of current global U.S. sub prime crisis on the stock market integration in this region. Using both ARDL and the latest global financial crisis, to the best of our knowledge goes clearly beyond the existing literature on the subject matter in ASEAN-5.

Thus, this study attempts to partially fill the gap in the literature and to provide recent empirical evidence on the stock market integration among the ASEAN-5 stock markets of Malaysia, Indonesia, the Philippines, Singapore and Thailand. The findings of this study may have implications for international portfolio diversification, capital budgeting decisions and on financial stability of a country. The objective of this study is therefore to re-examine the stock market integration among the ASEAN-5 stock markets, adopting ARDL approach and recent sample of data.

EMPIRICAL FRAMEWORK

Autoregressive Distributed Lag (ARDL) Model

The study employs the autoregressive distributed lags (ARDL) bounds test proposed by Pesaran et al. (2001) to explore the integration relationship among the ASEAN-5 countries, Malaysia, Indonesia, the Philippines, Singapore and Thailand. The bounds testing procedure does not require the pre-testing of the variables included in the model for unit roots unlike other techniques such as the Johansen and Juselius (1990) approach.

Current studies have shown that the ARDL approach is preferable to other conventional approaches such as Engle and Granger (1987), Gregory and Hansen (1996), Johansen (1988) and Johansen and Juselius (1990). In addition, as opposed to other multivariate techniques such as Johansen and Juselius (1990), it allows the relationship to be estimated by ordinary least squares (OLS) once the lag order of the model is identified (Fosu & Magnus, 2006) and the procedure is simple. Finally, another reason for using the ARDL approach is that it provides robust results for a smaller sample size in analysis. From the Monte Carlo experiments, Omtzigt and Fachin (2006) argued that there is no evidence to support the bound testing over Johansen co integration test for small sample size. However, Pesaran and Shin (1995), Narayan and Narayan (2005) and Narayan and Smyth (2006) show that with the ARDL framework, the ordinary least squares estimators of the short-run parameters are super-consistent in small sample sizes. Since we divide the data into pre and post-1997 crisis and post sub prime crisis, the sample size of our study is considered small thus ARDL model is suitable.

The ARDL procedure involves two stages. In the first stage, we establish a long-run relationship exists among the variables. The second stage involves estimating the long-run and short-run coefficients of equations conditional on whether the variables are integrated. Details of the mathematical derivation of the long-run and short-run parameters can be found in Pesaran et al. (2001). The long-run multivariate ARDL model employed in this study can be written as follows:


Malaysia:
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Singapore:
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Thailand:
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the Philippines:
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Indonesia:
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Here MAL, SING, THAI, PHI and INA are the natural logs of the stock prices in Malaysia, Singapore, Thailand, the Philippines and Indonesia respectively, while the ϵt term is serially independent random error with mean zero and finite covariance matrix. To implement the bound test consider a vector of variables: At where At = (yt,xt)’, yt is the dependent variable and xt is a vector of regressors. The data generating process of At is a p-order vector autoregression. For integration analysis, Δyt is modelled as a conditional Error-Correction Model as follows:


[image: art]

Here, πyy and πyx.x are long-run multipliers, is the drift. Lagged values of Δyt and current and lagged values of Δxt are used to model the short-run dynamic structure. The presence of integration is traced by restricting all estimated coefficients of lagged level variables equal to zero. That is, the null hypothesis H0: = πyy = πyx.x = 0 against the alternative, hypothesis Ha: πyy ≠ πyx.x ≠ 0. These hypotheses can be examined using the critical values bounds as tabulated in Pesaran et al. (2001). The relevant critical value bounds are based on case III in Pesaran et al. (2001) study with unrestricted intercepts and no trend and number of regressors, k are 4. Critical value bounds exist for all classifications of the regressors into purely I(1), purely I(0) or mutually integrated. If the computed F-statistic is less than lower bound critical value, then we do not reject the null hypothesis of no integration. However, if the computed F-statistics is greater than upper bound critical value, then we reject the null hypothesis and conclude that there exists steady state equilibrium between the variables under study. However, if the computed value falls within lower and upper bound critical values, then the result is inconclusive.

The above model is based on the assumption that the error term is serially uncorrelated. Thus, it is important that the lag order p of the underlying model is chosen appropriately (Pesaran et al., 2001). The order of the distributed lag on the dependent variable and the regressors is selected using either Akaike Information Criterion (AIC) of the Schwartz Bayesian Criterion (SBC). However, based on Monte Carlo evidence, Pesaran and Shin (1995) find that SBC is preferable to AIC, as it is a parsimonious model that selects the smallest possible lag length, while AIC selects the maximum relevant lag length. Therefore, this study will use SBC as a lag selection criterion.

Data Preliminaries

The data utilised in this study are monthly stock indices spanning from January 1988 to December 2010. The study employs monthly data instead of higher frequency data to avoid the problem of non-synchronous trading. The daily and weekly data contain too much noise and are subject to the problem of non-synchronous infrequent trading (Ibrahim, 2005). Thus, this might lead to erroneous conclusion in the lead-lags relationship among the variables. The following indices are used to represent the markets: the Kuala Lumpur Composite Index for Malaysia; the Jakarta Stock Exchange Composite Index for Indonesia; the Bangkok Stock Exchange Trade Index for Thailand; the Philippines Stock Exchange Index for the Philippines; and the Singapore Straight Time Index for Singapore. All indices are based on local currency and are collected from the Bloomberg Database. All series are transformed into natural logarithm.

To avoid the disturbances of the “financial crisis” in July 1997 on stock market integration analysis, we divide the data into pre-and post-crisis periods. The pre-crisis period covers the period from January 1988 to June 1997. The post-crisis period covers the period from July 1998 to June 2007. According to Dungey, Fry, Hermosillo, Martin and Tang (2008), the U.S. sub prime crisis started in July 26, 2007. In order to get richer findings on the impact of recent global financial crisis on the stock market integration in ASEAN-5, we also include the post sub prime crisis that covers from January 2008 to December 2010.

Table 1 provides summary statistics of the market returns (i.e., stock indices in first difference) for the ASEAN markets. It is interesting to note that for all sample periods, all stock markets recorded positive average monthly returns. During the twenty-three year period, the Indonesian stock market earned the highest average monthly returns of 1.95%, followed by the Philippines (1.03%), Malaysia (1.01%), Singapore (0.74%) and Thailand (0.91%). Additionally, the finding that the Indonesian market had the highest returns in the region conforms to the theory of finance, which says that the riskier (more volatile) the market, the higher would be the returns. This evidence is supported by the standard deviation, where the Indonesian stock market recorded the highest. The findings from the preliminary analysis for the Indonesian stock market are in line with the studies of Palac-McMiken (1997) and Majid et al. (2008). All monthly market returns, have excess kurtosis (greater than 3), which means that they have a thicker tail and a higher peak than a normal distribution. Consistent with previous studies, the Jarque-Bera test also indicates the rejection of normality on these five markets’ monthly return dataset.


Table 1Summary statistics of the market returns
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To highlight the short-run relations between the movements of the stock markets in the ASEAN region, the standard correlation coefficients are reported in Table 2. This was used to measure the extent of the association between the stock markets. For all periods, all 20 correlation pairs are found to be significantly correlated, at least at the 10% level of significance. Among ASEAN, Malaysia recorded the highest correlation in stock return with Singapore, while Malaysia is shown to have the lowest correlated returns with Indonesia during the 1997 pre-crisis period. During the 1997 post-crisis period, Singapore is found to have the most correlated market returns with Thailand, whereas Malaysia and the Philippines are found to have the lowest correlated market returns in the region. Interestingly, during the post sub prime crisis, Singapore is found to have the highest correlation with Indonesia while the lowest is Thailand-the Philippines pair. In addition, compared to the pre-crisis period, we find a marked increase in short-run interactions among pairs of market returns during the both post-crisis periods. For the 1997 post-crisis period, the increase in the market correlation is recorded for 7 pairs out of 10 possible pairs of equity returns while for the post sub prime crisis recorded for 9 pairs out of 10. This is indicated by the bold figures in Table 2. The significant increase in the correlation coefficients in the ASEAN markets indicates that there are short-term co-movements among the markets, suggesting that the benefits of any short-term diversification, or speculative activities, are limited within the region.


Table 2Correlation of market returns Pre-Crisis (1997)



	
	Pre-Crisis(1997)
	Post-Crisis(1997)
	Post-Crisis(Sub prime)



	MAL-INA
	0.2654
	0.4924
	0.8373



	MAL-THAI
	0.6219
	0.5183
	0.7130



	MAL-SING
	0.7842
	0.5678
	0.8153



	MAL-PHIL
	0.5892
	0.4364
	0.7247



	INA-THAI
	0.3039
	0.5097
	0.8166



	INA-SING
	0.2949
	0.6005
	0.8685



	INA-PHIL
	0.3253
	0.6025
	0.7603



	THAI-SING
	0.6072
	0.7068
	0.7808



	THAI-PHIL
	0.4990
	0.6823
	0.6322



	PHIL-SING
	0.6449
	0.6890
	0.7171



EMPIRICAL RESULTS

Before estimating the short-and long-run relationships among the variables, we have to decide on the lag-length on the first difference variables. Pesaran and Shin (1995) noted that ARDL model requires a priori knowledge of the orders of the extended ARDL that is sufficient to simultaneously correct for residual serial correlation and the problem of endogenous regressors. In this study, the order of the distributed lag on the dependent variable and the regressors is selected using SBC. Based on SBC, the optimal lag-length is found to be one.


The results of the bounds tests for integration are reported in Table 3. Narayan et al. (2004) noted that another advantage of the ARDL approach is that we can tell which series is the dependent variable from the F-test when integration exists. For the 1997 pre-crisis period, the F-test shows that the null hypothesis of no integration among the variable in Equation (2) cannot be accepted because FSING (.) exceeds the upper bound critical value at 10% level. Therefore, there is a long-run relationship between the variables when stock prices in Singapore are treated as the dependent variable. However, for Equations (1), (4) and (5) the F-statistic is less than the lower bound critical value and the null hypothesis of no integration is accepted. Interestingly, in the Equation (3) the result is inconclusive.


Table 3F-statistics for testing the existence of a long-run relationship among variables



	Period
	Equation
	The computed F-statistics
	Outcome



	Pre-Crisis(1997)
	F (MAL / SING, THAI, PHI, INA)
	1.6528
	No integration



	F (SING / MAL, THAI, PHI, INA)
	3.8600*
	Integration



	F (THAI / MAL, SING, PHI, INA)
	1.9512
	No integration



	F (PHI / MAL, SING, THAI, INA)
	2.8026
	In conclusive



	F (INA / MAL, SING, THAI, PHI)
	2.2066
	No integration



	Post-Crisis(1997)
	F (MAL / SING, THAI, PHI, INA)
	6.0667**
	Integration



	F (SING / MAL, THAI, PHI, INA)
	3.5031
	In conclusive



	F (THAI / MAL, SING, PHI, INA)
	1.8308
	No integration



	F (PHI / MAL, SING, THAI, INA)
	2.9310
	In conclusive



	F (INA / MAL, SING, THAI, PHI)
	3.5700*
	Integration



	Post-Crisis(Subprime)
	F (MAL / SING, THAI, PHI, INA)
	4.3227**
	Integration



	F (SING / MAL, THAI, PHI, INA)
	2.3400
	No integration



	F (THAI / MAL, SING, PHI, INA)
	3.2878
	In conclusive



	F (PHI / MAL, SING, THAI, INA)
	4.7242**
	Integration



	F (INA / MAL, SING, THAI, PHI)
	2.3537
	No integration



Note: The relevant critical value bounds are obtained from Pesaran et al. (2001), where the critical values in the case of 4 regressors are 2.86–4.01 at the 95% significance level and 2.45–3.52 at the 90% significance level. * denotes that F-statistics fall above the 90% upper bound and ** denotes above the 95% upper bound.

For the 1997 post-crisis period, the F-test shows that the null hypothesis of no integration among the variables in Equations (1) and (5) cannot be accepted because FMAL(.) and FINA (.) exceed the upper bound critical value at 1% and 10% level respectively. Thus, there are long-run relationships between the variables when stock prices in Malaysia and Indonesia are treated as the dependent variables. While there is no evidence of integration in Equation (3), we find the results are inconclusive for the Equations (2) and (4).

For the post subprime crisis period, the F-test shows that the null hypothesis of no integration among the variables in Equations (1) and (4) cannot be accepted because FMAL(.) and FPHI (.) exceed the upper bound critical value at 5% level. Thus, there are long-run relationships between the variables when stock prices in Malaysia and the Philippines are treated as the dependent variables. There is no evidence of integration in Equations (2) and (5), however we find the result is inconclusive for the Equation (3).

Following the establishment of the existence of integration, we retain the lagged level of variables and estimate the long-run and short-run together with the relevant diagnostic tests for the short-run model when stock prices in Singapore are the dependent variable (1997 pre-crisis) and when stock prices in Malaysia and Indonesia are the dependent variable (1997 post-crisis) and also when stock prices in Malaysia and the Philippines are treated as dependent variables (post sub prime crisis). Tables 4, 5 and 6 report the long-run coefficients and error correction model (ECM) of the selected ARDL models for pre-and post-crisis periods respectively. The coefficients of the ECM are negative and highly significant at 1%. These confirm the existence of a stable long-run relationship and indicate to a long-run relationship between variables. The coefficients of the ECM are -0.2454 (1997 pre-crisis), -0.1893 and 0.3827 (1997 post-crisis) and -0.6507 and -0.6863 (post subprime crisis) respectively, imply that a deviation from the long-run equilibrium following a short-run disturbances is corrected by about 24.54% (1997 pre-crisis), 18.93%–38.27% (1997 post-crisis) and 65.07%–68.63% after one month. The ECM corresponds to the speed of adjustment to restore equilibrium in the dynamic model following disturbances. We note that the speed of adjustment has increased significantly over 23 years thus this implies that the ASEAN stock markets become more integrated.

Therefore, we found evidence of integration among the ASEAN-5 stock markets for all periods. The markets are found to be more integrated recently particularly after the sub prime crisis. The results are in line with Chen et al. (2003) and Majid et al. (2008). In their study on ASEAN-5 (Malaysia, Indonesia, Singapore, the Philippines and Thailand), they found that these markets were integrated before and after the crisis. This might be due to a remarkable rise in the proportion of bilateral trade among the countries in the region from the pre-to post-crisis periods. This finding seems to be consistent with the view that the stronger the bilateral trade ties among the countries, the higher the degree of co-movements (Masih & Masih, 1999; Bracker, Dockling, & Koch, 1999; Pretorius, 2002; Kearney & Lucey, 2004). Hilliard (1979) also found that most intra-continental price indices move simultaneously, even in the context of hourly fluctuations.


Table 4Estimated long-and short-run coefficients (pre-1997 crisis) Dependent variable: SING



	Long-run coefficients



	SING (ARDL 1,0,1,0,0)



	Regressors
	Coefficients



	MAL
	0.3061** (2.2486)



	THAI
	0.1801*** (3.3818)



	PHI
	0.1497* (1.9585)



	INA
	0.0021 (0.0445)



	Constant
	3.0779*** (14.9322)



	Short-run coefficients



	Regressors
	Coefficients



	ΔMAL
	0.4504*** (4.4674)



	ΔTHAI
	0.0442** (2.6363)



	ΔPHI
	0.1711*** (4.4674)



	ΔINA
	0.0052 (0.0447)



	Constant
	0.7555*** (3.8609)



	ECT(-1)
	-0.2454*** (-3.7850)



	Diagnostic tests



	R2
	0.7108



	Adj-R2
	0.6915



	χ2 Auto
	3.9140 [0.1413]



	χ2 Norm
	2.1768 [0.3368]



	χ2 RESET
	1.4967 [0.4731]



Note: Auto is the Breusch-Godfrey LM test for autocorrelation; Norm is the Jarque-Bera normality test; RESET is the Ramsey test for functional form. ***, ** and * indicate significance at the 1%, 5% and 10% levels, respectively. Figures in parentheses and square brackets represent t-statistics and p-value respectively.


Table 5Estimated long-and short-run coefficients (post-1997 crisis) Dependent variable: MAL and INA



	Long-run coefficients



	
	MAL (ARDL 1,1,0,1,0)
	INA (ARDL 1,0,1,0,1)



	Regressors
	Coefficients
	Coefficients



	MAL
	NA
	0.4994 (1.2304)



	SING
	0.8851*** (6.6022)
	0.4411 (1.0081)



	THAI
	0.2116* (1.9524)
	0.8511*** (6.1611)



	PHI
	-0.2072** (-2.0836)
	0.2844 (1.3548)



	INA
	-0.0166 (-0.1501)
	NA



	Constant
	0.3290 (0.4142)
	-7.4717*** (-8.2205)



	 



	Short-run coefficients



	Regressors
	Coefficients
	Coefficients



	ΔMAL
	NA
	0.0965 (1.2418)



	ΔSING
	0.3113*** (3.8775)
	0.3349** (2.5755)



	ΔTHAI
	0.1918* (2.4362)
	0.1645*** (4.4248)



	ΔPHI
	-0.0729 (1.6828)
	0.3197*** (3.1366)



	ΔINA
	0.1722* (1.9253)
	NA



	Constant
	0.1157 (0.4041)
	-1.4439*** (-5.6363)



	ECT(-1)
	-0.3517*** (-4.9350)
	-0.1933*** (-5.5605)



	Diagnostic tests



	R2
	0.4937
	0.5926



	Adj-R2
	0.4579
	0.5637



	χ2 Auto
	13.8839 [0.3081]
	12.7112 [0.3901]



	χ2 Norm
	5.7270* [0.0571]
	0.0399 [0.9801]



	χ2 RESET
	1.4735 [02251]
	12.4628 [0.000]



Note: Auto is the Breusch-Godfrey LM test for autocorrelation; Norm is the Jarque-Bera normality test; RESET is the Ramsey test for functional form. ***, ** and * indicate significance at the 1%, 5% and 10% levels, respectively. Figures in parentheses and square brackets represent t-statistics and p-value respectively.


Table 6Estimated long-and short-run coefficients (post-subprime crisis) Dependent variable: MAL and PHI



	Long-run coefficients



	
	MAL (ARDL 1,0,1,0,0)
	PHI (ARDL 1,0,0,0,0)



	Regressors
	Coefficients
	Coefficients



	MAL
	NA
	0.4632 (1.0470)



	SING
	-0.0014 (-0.0117)
	-0.3524* (-2.1009)



	THAI
	0.1309 (1.2229)
	0.8511*** (6.1611)



	PHI
	0.1354 (1.0222)
	NA



	INA
	0.3361*** (2.2951)
	0.7940*** (3.4995)



	Constant
	2.5583 (4.7144)
	1.7144 (1.2994)



	 



	Short-run coefficients



	Regressors
	Coefficients
	Coefficients



	ΔMAL
	NA
	0.3179 (1.0215)



	ΔSING
	0.1906* (1.9745)
	-0.2419* (-2.0973)



	ΔTHAI
	0.0852 (1.1532)
	-0.0448 (-0.3299)



	ΔPHI
	0.0881 (0.9678)
	NA



	ΔINA
	0.2187** (2.4896)
	0.5449*** (3.7991)



	Constant
	1.6647 (4.0632)
	1.1766 (1.3030)



	ECT(-1)
	-0.6507*** (-4.3367)
	-0.6863*** (-8.0490)



	Diagnostic tests



	R2
	0.8443
	0.7547



	Adj-R2
	0.8109
	0.7124



	χ2 Auto
	11.1290 [0.5180]
	14.7798 [0.2540]



	χ2 Norm
	0.5990 [0.7410]
	1.2445 [0.5370]



	χ2 RESET
	0.7457 [0.3880]
	2.1060 [0.147]



Note: Auto is the Breusch-Godfrey LM test for autocorrelation; Norm is the Jarque-Bera normality test; RESET is the Ramsey test for functional form. ***, ** and * indicate significance at the 1%, 5% and 10% levels, respectively. Figures in parentheses and square brackets represent t-statistics and p-value respectively.

In addition, Ng (2002) noted that this might be due to geographic proximity and close relationship between the markets. Apart from that, Janakiramanan and Lamba (1998) provided empirical evidence that the geographically and economically close countries should exhibit higher levels of market integration. In addition, we should note that Association of Southeast Asian Nations (ASEAN) aims to remove trade barriers among its member countries. Taylor and Tonks (1989) noted that a stronger financial integration would be expected among countries that reduce trade barriers and develop stronger economic ties.

Interestingly, compared to the pre-crisis period, we conclude that the market become more integrated after the financial crisis i.e. Asian financial crisis and the U.S. subprime crisis. The results are consistent with Francis et al. (2002), Yang et al. (2003), Hwahsin and Glascock (2006) and Majid and Kassim (2009). Francis, Kim and Yoon (2002) and Yang et al. (2003) noted that the short-and long-run relationship among equity markets were strengthened during the financial crisis 1997 and become more integrated after the crisis. The performances of our estimated of the error correction representation for ARDL seem to be acceptable. The diagnostic tests perform well, supporting the overall validity of the short-run model.

CONCLUSION AND POLICY IMPLICATIONS

This study re-examines the integration among five selected ASEAN emerging stock markets (i.e., Malaysia, Thailand, Indonesia, the Philippines and Singapore) based on ARDL bound testing approach proposed by Pesaran et al. (2001). In line with many studies on international interdependences of stock markets, our study found that the ASEAN stock markets are moving towards more integration among themselves, especially following the global financial crisis. Pretorius (2002) notes that the crisis put pressure on emerging markets and has contributed to virulent contagion and volatility in international markets. In addition, Kearney and Lucey (2004) note that the world’s economic and financial systems are becoming increasingly integrated because of the rapid expansion of international trade in commodities, services and financial assets.

The stock markets in the ASEAN region are found to be integrated during the pre, post-1997 and post subprime financial crisis. However, the degrees of short-and long-run integration have significantly increased; particularly during the post-subprime financial crisis period. This implies that investors who diversified their investments across the ASEAN markets could only gain limited benefits during the period. Our findings are similar to the findings by Chen et al. (2003) and Majid et al. (2008). In their study on ASEAN-5 (Malaysia, Indonesia, Singapore, the Philippines and Thailand), they found that these markets were integrated before and after the crisis. This result indicated that during the pre-and post-crisis periods, the ASEAN stock markets were driven by a common international factor and country-specific factors have become less important than the international factors, leading to the long-run co-movements among the stock markets.

Accordingly, the implication of our findings on integrated ASEAN markets is that, investors who allocated their investment across the stock markets of ASEAN could not totally enjoy long-run diversification benefits. Our findings are consistent with those of Ibrahim (2005), Azman-Saini et al. (2002), and Daly (2003) and Majid et al. (2008). It is important to note that the existence of integration among the ASEAN markets does not rule out the possibility of arbitrage profits through diversifying portfolios across these countries in the short-term, which may last for quite a while (Dwyer & Wallace, 1992; Yang & Siregar, 2001). Thus, because of varying degrees of business and financial risks of different securities and various security cash flows covarying less than perfectly across the ASEAN stock markets (and even within the same country), the diversification benefits in the ASEAN markets in the long-term may be reduced but are not likely to be fully eliminated in practice.

As far as Efficient Market Hypothesis (EMH) is concerned, our finding that the five markets are integrated suggests that each stock price series contains information on the common stochastic trends, thus the predictability of one country’s stock prices can be enhanced considerably through utilising information on the other countries’ stock prices. However, Granger (1986) argues that integration between two prices reflects an inefficient market. Masih and Masih (2002) suggest that predictability from integration implies nothing necessarily about inefficiency. A market is inefficient only if by using the predictability, investors can earn risk-adjusted excess return, but if returns are generated it is unclear whether they are just compensation for risks incurred or are truly excess and risk-adjusted.

Similarly, the extent of integration among the ASEAN market will have important bearings on the formulation of the financial policies of multinational corporations. Majid et al. (2008) argued that the effectiveness of the macro-economies policies of each ASEAN stock markets dealing with its stock market imbalances depends on the extent of financial integration of each market with the rest. For example, the 1997 East Asian crisis that started in Thailand affected both the currency and stock markets. Later, many firms in the ASEAN countries found themselves in financial distress. The recent global US sub prime crisis has been labelled as the worst financial crisis since the Great Depression (Jaffee, 2008). The crisis has not only been affecting the financial markets and the economy of the U.S., but it has also been spreading over the other countries’ financial markets worldwide (Majid & Kassim, 2009). In addition, Mundell (2000) notes that exchange rate volatility is a major threat to global prosperity that causes unnecessary volatility in capital markets. Therefore, having knowledge of the co-movement among the stock markets and exchange rate risk between countries can assist managers to mitigate international risks and transaction and translation of risks.

In future, to add the existing literature on market integration in the ASEAN region, further empirical studies can explore factors leading for market integration such as contagion effect, economic integration and stock market characteristics. International investors have to comprehend the driving forces behind the market integration in order to grasp the potential risks and returns of diversification.
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ABSTRACT

This paper investigates the role of board structure and the effect of ownership structures on firm performance in New Zealand’s listed firms. Several studies, the majority from the U.S., U.K. and Japan, have examined the relationship between corporate governance mechanisms, ownership structure and firm performance. Those studies yielded different results, affected by the nature of the prevailing governance system for each country. Investigating New Zealand’s listed firms could enhance the diversity of the growing body of work that examines this relationship. Though the majority of studies only tested a linear relationship between variables, a number of studies have found a non-linear relationship between board structures, ownership structures and firm performance, and this study confirms the non-linear relationship. Using a balanced panel of 79 New Zealand listed firms, this study employs a Generalised Linear Model (GLM) for robustness. The result reveals that board of directors, board committees, and managerial ownership have a positive and significant impact on firm performance. Meanwhile, non-executive directors, female directors on the board and blockholder ownership lower New Zealand firm performance.

Keywords: board structure, ownership structure, firm performance, Generalised Linear Model (GLM), New Zealand listed firms

INTRODUCTION

The corporate governance function is intended to develop ownership structures and corporate governance structures for companies to ensure managers to behave ethically and make decisions that benefit shareholders. Jensen and Meckling (1976) propose agency theory, which suggests that in many modern organisations there is separation between ownership (principal) and management (agents), and the separation may resulted in agency problems, including excessive consumption and under-investment decisions. Fama and Jensen (1983) suggest that boards reduce agency conflicts by separating management from control aspects of the decision-making process. In the United States, the Sarbanes-Oxley Act was introduced to enhance transparency and control of agency costs through enacting various governance requirements for listed firms.

Board of directors play an important role in maintaining effective corporate governance, particularly in publicly held corporations in which agency problems may arise from the separation of ownership and control. The management body in a firm is responsible for suggesting and implementing major policies; however, shareholders do not always agree with these policies, which can lead to an agency problem between management and shareholders. The board of directors is only one of several mechanisms that can mitigate agency conflicts within the firm. Capital structure, insider ownership and block ownership are also effective in controlling agency problems. Moreover, in a dynamic environment, boards become very important for the smooth functioning of organisations. Boards are expected to perform different functions. For example, monitoring of management to mitigate agency costs (Eisenhardt, 1989; Roberts, McNulty, & Stiles, 2005; Shleifer & Vishny, 1997), hiring and firing of management (Hermalin & Weisbach, 1998), providing and giving access to resources (Hendry & Kiel, 2004), and providing strategic direction for the firm (Kemp, 2006). Boards also seek to protect shareholders’ interest in a competitive environment while maintaining managerial accountability to attain good firm performance (Hendry & Kiel, 2004; McIntyre, Murphy, & Mitchell, 2007). Most empirical studies find that board composition is affected not only by those corporate governance mechanisms, but also other variables, including firm size and firm performance. Claessens, Djankov, Fan and Lang (2002) propose that a good corporate governance framework can benefit the firm with easier financing, lower costs of capital, improved stakeholder favour, and overall better company performance.

In 1993, the New Zealand Government made major reforms to legislation that governs securities. This included the reform of the Companies Act, which substantially increased directors’ accountability. This reform was intended to strengthen internal control to align the interests of managers and shareholders. Prevost, Rao and Hossain (2002) investigated the impact of the Companies Act 1993 on corporate governance mechanism and firm performance and found no impact.

Several studies have examined the relationship between corporate governance mechanisms, ownership structure and firm performance across countries with different characteristics, with the majority in the U.S., the U.K. and Japan. The studies yielded different results, affected by the nature of the prevailing governance system for each country. Investigating New Zealand’s listed firms could add diversity to the growing body of work that examines this relationship. Compared with the other countries that have been studied, New Zealand has a smaller market, so its listed firms are likely to perform differently. In addition, New Zealand is dominated by small and medium enterprises and agriculture, which is different to other developed countries, and which may reflect different ownership structures, corporate governance conduct and firms’ financial performance. Thus, it is important to investigate the relationship between corporate governance mechanisms, ownership structure and firms’ financial performance in the New Zealand context.

Demsetz and Villalonga (2001) find no significant relationship between ownership structure and firm performance. They suggest that ownership structures differ across firms because of differences in the circumstances facing firms, particularly in regard to scale of economies, regulations and the environment stability in which they operate. Bhabra (2007) finds a significant non-linear relationship between ownership structure and firm performance in New Zealand’s (N.Z.) listed firms, and suggests that the non-linear relationship is robust to differences in governance structures across market. In 2001, the mean proportion of stock held by the top 20 shareholders in N.Z. was 73%, which indicates that N.Z. firms are highly concentrated, hence inducing better monitoring and reducing the potential for entrenchment of managers (Hossain, Prevost, & Rao, 2001). From 2007 to 2011, the average mean proportion of stock held by the top 20 shareholders in N.Z. was 46.73%, and this indicates that N.Z. firms tend to have moderate ownership concentration.

Furthermore, in recent years, Norway and France have imposed quotas for female representation on their boards of directors. Adams and Ferreira (2009) find that more gender-diverse boards are tougher monitors; however, in firms with weak shareholder rights, the relationship between firm performance and female representation on boards is negative. A greater female representation on boards not only increases the size of the human capital pool from which directors can be drawn, but also provides some additional skills and perspectives that may not be possible with all-male boards.

Though the impact of board structures and ownership structures on N.Z. firms’ performance has been extensively studied in recent years, for example, Chin, Vos and Case (2004), Elayan, Meyer and Lau (2003), Hossain et al. (2001), Prevost et al. (2002), Reddy, Locke, Scrimgeour and Gunasekarage (2008), and Reddy, Locke and Scrimgeour (2010), the results remain inconclusive. Thus, this study adds empirical evidence for the relationship between board composition and firm financial performance with more recent data, which is important to observe the changes in evidence over time. Moreover, this study caters for non-linearity making it more robust than prior research. Furthermore, it is necessary to empirically examine whether N.Z. firms perform better if they follow best practice recommendations for board characteristics.

In addition, the results from this study show how board structure and ownership structures influence New Zealand listed firms’ performance. Firms in New Zealand are generally smaller when compared to other developed countries so unquestioning compliance to different codes and principles from elsewhere is inappropriate for New Zealand firms. The codes and principles may have to be customised to fit specific needs in a New Zealand context. Lastly, this study provides recent evidence about which factors contribute to increasing New Zealand listed firms’ financial performance and is the first study to address the non-linearity issue in New Zealand context.

LITERATURE REVIEW

Board composition consists of board demographics, board structure, board recruitment, board member motivation and criteria, board education and evaluation, and board leadership. Board composition is one of the important factors affecting firm financial performance. There are some previous studies on the relationship between board compositions and firm performance. Callen, Klein and Tinkelman (2003), Erhardt, Werbel and Shrader (2003), Kang, Cheng and Gray (2007), and Sheridan and Milgate (2005) find that board composition is positively correlated with firm financial performance. Meanwhile, Eisenberg, Sundgren, and Wells (1998), Garg (2007) and Rose (2007) find that board composition is inversely related to the value of the firm, because larger boards are likely to have higher coordination costs, which reduces their ability to effectively monitor management. Chaganti, Maharjan and Sharma (1985) compare board size between failed and successful firms and reveal that succesful firms tend to have bigger boards. However, Hermalin and Weisbach (1991) find no significant relationship between board composition and performance.

This study particularly focuses on various aspects of board composition and how they affect firm performance; for example, gender, ethnicity and age are part of board demographics; board size, board committees and board independence are part of board structure. Board size varies from board to board, depending on factors such as the type of the firm, the asset size and the board culture. Then, what is the best size for a board of directors? There are many opinions, academic and professional, about the ideal board number. Yet in an era of sustained scrutiny and the potential for more government oversight, it is more important than ever for boards to revisit their size and determine the right number to carry out effective and responsible firm governance.

Coles, Daniel and Naveen (2008) re-examine the ideal number for a board by classifying firms into complex or simple firm and they find complex firms have larger boards than simple firms. There are some perspectives on how big a firm’s board size should be. From an agency perspective, it can be argued that a larger board is more likely to be vigilant for agency problems simply because a greater number of people will be reviewing management actions. From a resource dependence theory perspective, it can be similarly argued that a larger board brings greater opportunity for more links and hence access to resources. From a stewardship theory perspective, it is the ratio of inside to outside directors that is of relevance, since inside directors can bring superior information to the board for decision-making. Larger boards are likely to have more knowledge and skills at their disposal, and the abundance perspectives they assemble are likely to enhance cognitive conflict. Several studies have examined the impact of corporate governance mechanisms on firm performance across countries operating under different characteristics (Callen et al., 2003; Erhardt et al., 2003; Garg, 2007; Kang et al., 2007; Rose, 2007; Sheridan & Milgate, 2005). In the New Zealand context, Chin et al. (2004), Elayan et al. (2003), Hossain et al. (2001), Prevost et al. (2002), and Reddy et al. (2008) and Reddy et al. (2010) have examined the impact of corporate governance on firm performance.

The number of board members is considered to be one of the factors affecting firm performance, but there is no one optimal size for a board. Jensen (1983) suggests that a board should have a maximum of seven or eight members to function effectively. However, Jensen (1986) also suggests that smaller boards enhance communication, cohesiveness and co-ordination, which make monitoring more effective. This proposition is backed by empirical evidence from the “for profit” literature, that shows smaller board size is associated with higher firm value (Eisenberg et al., 1998; Yermack, 1996). Conversely, agency theory and resource dependency theory could also support the proposition that larger board size gives a firm greater value. From an agency perspective the larger board size equates to more effective monitoring of management by reducing the domination of the CEO on the board and therefore leads to greater firm performance (Singh & Harianto, 1989). Resource dependency suggests that organisations may increase board size in order to maximise provision of resources for the organisation (Hillman & Dalziel, 2003). There are a number of studies in investigating whether or not board size has an effect on firm performance. Coles et al. (2008) find that complex firms tend to have larger boards, and it is likely to increase firm performance. In contrast, Yermarck (1996) and Guest (2009) find an inverse relationship between board size and firm performance. Hossain et al. (2001) and Reddy et al. (2008) also find similar results for New Zealand listed-firms. Furthermore, the median board size for New Zealand firms is six members which is less than what Jensen suggests for firms in the U.S. However, the smaller board size in New Zealand firms fits with its small market characteristic. Though the result is inconclusive, it is assumed that larger boards provide more expertise, greater management oversight and access to a wider range of resources; therefore to balance the skills required in the board room, New Zealand firms may require larger boards.

H1: There is a positive relationship between board size and firm performance.

In relation to board size, Coles et al. (2008) suggest that larger boards tend to have more outside directors, hence numerous studies suggest that non-executive directors have a positive effect and find that boards dominated by non-executive directors are more likely to act in shareholders’ best interests, and more independent boards improve performance through better monitoring of management (Borokhovich, Parrino, & Trapani, 1996; Hermalin & Weisbach, 1988). Ezzamel and Watson (1993), and Hossain et al. (2001) find a positive relationship between board independence and firms’ financial performance. In contrast, Agrawal and Knoeber (1996), Klein (1998) and Bhagat and Black (2002) find a negative relationship between board independence and performance, while Hermalin and Weisbach (1991) and Mehran (1995) find no relationship between board independence and firms’ performance. Monitoring the actions of managers is a crucial component for management effectiveness, thus the greater the number of non-executive directors the more likely they are to increase the board vigilance which minimises the agency problem and increases firm performance.

H2: There is a positive relationship between the percentage of non-executive directors on the board and firms’ performance.

Gender is arguably the most debated diversity issue, not only in terms of board diversity, but also in politics and in other general societal situations. The issue of gender in board diversity is especially timely given the current movement in Europe to increase the number of women on boards. The concept of gender diversity is supported by the theoretical literature; for example, from an agency theory perspective, an increase in diversity will provide a balanced board that will ensure that no individual can dominate the decision-making (Hampel, 1998). From a resource dependency viewpoint, the increase in board diversity may well provide linkages to additional resources, and from a stakeholder perspective, diversity provides representation for different stakeholders (Keasey, Thompson, & Wright, 1997). Huse and Solberg (2006) suggest that diversity improves organisational value and performance through additional perspectives. Overall, female directors add additional skills and perspectives that are different from male directors.

Carter, Simkins and Simpson (2003) examine the relationship between board diversity and firm value for Fortune 1000 firms. They find a statistically significant positive relationship between the fraction of women or minorities on the board and firm value. Similarly, Jurkus, Park and Woodard (2008) investigate gender diversity in the top management of Fortune 500 firms and find that gender diversity is positively associated with both performance and stock valuation. Carter et al. (2003) and Bonn (2004) provide empirical evidence to support the view that increased gender diversity has a positive relationship with firm value. Kang et al. (2007) examined the extent of board diversity and independence in the top 100 Australian corporations in 2003 and the influential factors involved. The main findings of their research on the extent of diversity relating to gender, the age of directors, and independence in Australia’s largest listed companies, reveal mixed results. In the case of gender, it is important to note that 33 companies (from a sample of 100 companies) did not have a female director. While 51 companies had one female director, only 15 companies had two or more female directors. Significantly, only 10.37% of the total director positions in Australia’s top companies are occupied by females. Furthermore, only the level of shareholding concentration was found to be a significant factor in determining gender diversity.

It has been suggested that there are two advantages in having women on boards. First, women are not part of the “old boys” network, which allows them to be more independent. Second, they may have a better understanding of consumer behaviour, the needs of customers, and opportunities for companies in meeting those needs (Brennan & McCafferty, 1997). Women currently make up only 12.5% of board memberships in the UK and Australia. Meanwhile, 9.3% of directors in New Zealand are women though women make up nearly 50% of the New Zealand workforce (Women on Boards, 2012). The New Zealand Securities Commission (NZSC) is trying to push the representation of female directors on boards. The NZSC requires all listed-companies to declare the number of women on their boards from the 2012 fiscal year (Waikato Times, 2012). Furthermore, other countries have taken various actions. Norway, Iceland and Spain have quotas of 40% female representation on boards, and France has proposed a similar quota. Meanwhile, New Zealand has not joined the international trend to push for more female directors (Slade, 2011).

H3: There is a positive relationship between the proportions of female board directors and firm performance.


Board members are also part of committees, therefore, it is beneficial to examine various aspects of committees. The NZSC (2004) recommends that companies have audit committees and remuneration committees to oversee the audit of financial statements and to set up remuneration for executive officers and directors. The committees are important to ensure that the financial procedure is carried out well and the directors are appropriately compensated, hence mitigating any agency problems. Findings from this study will improve our understanding of linkage between committees, agency problems and firm performance. Felo, Krishnamurthy and Solieri (2003) empirically examine the relationship between expertise, independence, the size of audit committees and the quality of financial reporting. They find that expertise and size are positively related to financial reporting quality but are not related to committee independence. They state that given the prior evidence of a negative relationship between financial reporting quality and cost of capital, firms could improve their reporting quality by appropriately structuring their audit committees, thus reducing their cost of capital. The presence of audit committees in public corporate entities has a positive effect on reducing agency cost when measured by cost to revenue (Reddy et al., 2010). Furthermore, an effective nomination committee should ensure the appointment of non-executive directors whose interests are aligned with those of the shareholders and reduce any agency problems.

H4: There is a positive relationship between audit committee and firm performance.

H5: There is a positive relationship between nomination committee and firm performance.

H6: There is a positive relationship between remuneration committee and firm performance.

The relationship between ownership structure and firm performance has been the subject of interest in the literature. There are mixed results on how ownership structure impacts on firm performance. Most of the empirical results were derived from developed countries such as the U.S. and U.K. However, differences in prevailing institutional, legal and economic influences between the U.S. and other countries resulted in different impacts of ownership structure on firm performance. According to the agency model, Jensen and Meckling (1976) argue that there is a convergence of interests between shareholders and managers as the managers’ ownership increases, and thus higher managerial ownership should reduce agency costs and hence increase firm performance. Morck, Shleifer and Vishny (1988) and McConnell and Servaes (1990) find a significant relationship between managerial ownership and firm performance. However, Demsetz (1983) implies that the increased level of insider ownership may reduce corporate performance. This notion is classified as the entrenchment hypothesis, an explanation of which is offered by Stulz (1988), who argue that in situations with a low level of managerial ownership, firm value will increase because rights to transfer control will be more formally vested with insiders. Further, insiders are more organised than diffused shareholders and will have a greater probability of securing high premiums in the case of takeovers.

H7: There is a positive relationship between managerial ownership and firm performance.

The role of blockholders is likely to vary over time periods and countries as a function of the legal system and other regulations. Blockholders may directly influence dividend policy, and managerial ownership may directly influence capital structure policy. However, more complicated interaction effects are possible and perhaps more likely; for example, when there is a large stakeholder, management usually becomes less accountable to shareholders and more accountable to the large controlling stakeholder who will have considerable control over the firm in excess of the cash flow rights. This may reduce the incentive to expropriate funds but not eliminate it.

In 2001, the mean proportion of stock held by the top 20 shareholders in N.Z. was 73%, which indicates that New Zealands firms are highly concentrated, which consequently induces better monitoring and reduces the potential for entrenchment of managers (Hossain et al., 2001). Similarly, Healy (2003) found that institutional ownership and external block holding in N.Z. counts for 69%, and suggests that higher institutional ownership implies greater monitoring. Furthermore, the average mean proportion of stock held by the blockholders in N.Z., during the period 2007 to 2011, was 50% with maximum value 98.88%, which indicates that the institutional ownership is widely dispersed and hence better monitoring takes place.

Some studies find that blockholders’ ownership is likely to reduce agency costs. Hartzell and Starks (2003) report that blockholders’ ownership is positively related to the performance sensitivity of managerial compensation; thus, blockholders’ ownership monitoring tends to be complementary to incentive compensation systems, mitigating agency problems between shareholders and managers. On the other hand, Doukas, Kim and Pantzalis (2000) argue that blockholders have neither the time nor expertise to act as effective monitors. Furthermore, Singh and Davidson (2003) find no evidence that blockholders’ ownership affects agency costs.

H8: There is a positive relationship between blockholders’ ownership and firm performance.


METHODOLOGY

Data and Variables

This study uses data from the annual report of New Zealand listed firms for the period of 2007–2011, collected from the New Zealand Stock Exchange (NZX) deep archive. Those firms with any missing observations for any variable in the model during the research period are dropped, and thus a balanced panel data of 79 New Zealand listed firms were observed, from total of 147. Those 79 firms are from six industries classifications; primary, energy, goods, property, service and investment. Though only 79 firms were included, the sample will suffice in capturing aggregate leverage in the country because the listed firms can be used to represent the whole industry in New Zealand.

The dependent variable is firm performance, which is measured by Tobin’s Q and Return on Assets (ROA). Tobin’s Q mixes market value with accounting value in many studies (Himmelberg, Hubbard, & Palia, 1999; McConnel & Servaes, 1990; Zeitun & Tian, 2007). ROA is an accounting-based performance measure (Demsetz & Villalonga, 2001) and is included for robustness. The explanatory variables are the number of directors on the board, the number of non-executive directors on the boards, the number of female directors on the board, audit committee, nomination committee, remuneration committee, managerial ownership and block holders’ ownership. Leverage, firm size and industry level are used as control variables, as it is important to control for the possibility of spurious correlation between board structures, ownership structure and firm performance that stems from an industry effect.

To examine the effect of board size, this study uses the total number of board members (Bonn, 2004; Yermack, 1996). A non-executive director is measured as the proportion of non-executive directors on the board. Gender diversity is measured as the proportion of female directors on the board (Carter et al., 2003). Board committees are classified into three committees; audit committee, nomination committee and remuneration committee. These board committees are measured using a dummy variable; every committee takes value 1 if the firms have each committee otherwise it is 0. Managerial ownership is measured as the percentage of managers as equity shareholders (Demsetz & Villalonga, 2001). Further, the managerial ownership is classified into three groups; inside ownership concentration 1, inside ownership concentration 2 and inside ownership concentration 3. The average inside ownership is 16.4%. To determine the group classification, the lower bound and upper bound 10% is used, thus the inside ownership concentration 1 is less than 15.4%, the ownership concentration 2 is a range of 15.4% to 17.4% and the ownership concentration 3 is greater than 17.4%. This classification is arbitrary and is justified based on the average insider ownership finding. Blockholders’ ownership is measured as the percentage of the top twenty ownerships.

Method

This study uses panel data, which allows the unobservable heterogeneity for each observation in the sample to be eliminated and multicollinearity among variables to be alleviated. Maddala and Lahiri (2009) specify problems that might be present in the regression model, such as heteroskedasticity, multicollinearity and endogeneity problems. Those problems cause inconsistency in the Ordinary Least Square (OLS) estimates.

As can be seen in Table 1, most cross-correlations for the independent variables are fairly small, therefore giving less cause for concern about the multicollinearity problem. Furthermore, the Breusch-Pagan test for heteroskedasticity results in 176.81 (p-value 0.000), indicating that variances among the explanatory variables are not constant. In addition, the skewness and kurtosis result indicates that the data has non-normal distribution.


Table 1Heteroskedasticy and normality tests



	Source
	Chi2
	df
	p



	Heteroskedasticity
	176.81
	20
	0.0000



	Skewness
	62.07
	5
	0.0000



	Kurtosis
	5.20
	1
	0.0226



	Total
	244.08
	26
	0.0000



While endogeneity is prevalent across many aspects of corporate finance, the relationship between corporate governance and firm performance is likely to be infiltrated with the endogeneity problem (Bhagat & Black, 1999; Denis & Sarin, 1999; Coles et al., 2008, Wintoki, Linck, & Netter, 2009). It is important that endogeneity is taken into account as the presence of unobserved influences is likely to generate a degree of correlation between regressors and the error terms, which leads to biased estimates of the regressors’ coefficients. Theory and empirical work suggest that corporate governance is dynamically endogenous with respect to firm performance. Furthermore, in previous work in the New Zealand context done by Hossain et al. (2001), the endogeneity problem is not addressed as they state that endogeneity in corporate governance is unclear as to which variables are endogenous/exogenous, hence they affirm that ordinary least square is a more appropriate method. Moreover, though Reddy et al. (2010) address the endogeneity problem in their New Zealand study, which they explained that the endogeneity is caused by an inverse relationship; however, justifications provided are inadequate. Wintoki et al. (2009) assert that any type of endogeneity, such as past performance, simultaneity and unobservable heterogeneity, is likely to be present between board structure and firm performance. In contrast to Wintoki et al. (2009), using the Durbin-Wu-Hausman test for endogeneity, this study confirms no endogeneity. The different results of the endogeneity test in this study and previous studies may be due to different observation/data characteristics, different corporate governance practices and different institutional factors; most of those previous studies were based on U.S. firms. Thus the result of the endogeneity test in this study cannot reject the null hypothesis.

Though the majority of studies only tested the linear relationship between variables, a number of studies have found a non-linear relationship between board composition, ownership and performance (McConnell & Servaes, 1990; Hermalin & Weisbach, 1991; Holderness, Kroszner, & Sheehan, 1999; Morck et al., 1988), and this study confirms the non-linearity, using a non-linearity test, with results of 8.45 with p-value 0.4896, which means the null hypothesis of non-linearity cannot be rejected. Therefore, to address the non-linearity problem in the data, this study uses a non-linear model, Generalised Linear Models (GLM), as they may yield a more efficient and unbiased estimator (Cameron & Trivedi, 2010). According to Cameron and Trivedi (2010), GLM are essentially generalisations of non-least square, hence it is optimal for a non-linear regression model with homoskedastic additive errors, but also appropriate for other types of data where there is not only intrinsic heteroskedasticity but also a natural starting point for modelling the intrinsic heteroskedasticity. The GLM estimator maximises the linear-exponential-family (LEF) log likelihood
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where m(x, β) = e(y|x) is the conditional mean of y, different specified forms of the functions a(.) and c(.) correspond to different members of the LEF, and b(.) is a normalising constant.

The regression model is specified as:
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where:

FV = Firm performance

BS = Directors on the board

NED = Non-executive directors on the board

FD = Female directors on the board

Aud = Audit committee

Nom = Nomination committee

Rem = Remuneration committee

BOWNPS = Blockholder ownership

IOWNPS = Inside ownership

IOWNPS1 = Inside ownership concentration 1

IOWNPS2 = Inside ownership concentration 2

OWNPS3 = Inside ownership concentration 3

CV = Control variables (leverage, firm size and industry dummy)

RESULTS

Table 2 presents the descriptive statistics of all variables. The mean value of firm performance is 0.1293 with a range from 0.0001 to 8.4280, suggesting that the majority of firms have low performance. A Tobins’ Q value from 0 to 1 is considered as a low performance, and it may indicate that the stock is undervalued. Board size in New Zealand listed firms’ ranges from 3 to 12 directors, with 6 being the average, suggesting that most New Zealand listed firms have sufficient directors. The range of non-executive directors sitting on boards is from three to nine, with an average of four. When compared to the average board size of six, the number of non-executive directors appears to be adequate at 50%. The number of female directors sitting on boards is one or two; the average is one, or 17% of board composition. This lower representation of female directors suggests that the involvement of women is still rare in New Zealand listed firms. The figure is lower than the proportion in the U.S. (Adams & Ferreira, 2009; Simpson, Carter, & D’Souza, 2010). The mean value for blockholder ownership is 50.04%, suggesting that the blockholder owernship in New Zealand is moderate. The presence of blockholders has similar benefits to those of ownership concentration in providing supervision and monitoring, however, a problem arises when blockholders extract personal benefit at the expense of minority shareholders and other stakeholders. Thus, the moderate proportion of blockholder ownership in New Zealand listed firms is beneficial to the firm as it can overcome the agency problem and increase firm performance. The mean value for managerial ownership is 17.86%, suggesting that the managerial ownership in New Zealand is moderately high as other studies classify the managerial ownership at 5% to 20% as moderate, while below 5% is classified as low and above 20% as high managerial ownership.


Table 2Descriptive statistics
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The mean value of leverage is 0.47, with a range of 0 to 0.99, suggesting that all firms have leverage close to the average leverage of industry. According to Statistics New Zealand (2004), New Zealand’s firms utilised debt rather than equity financing, which accounts for 72% total debt compared to Australian firms which utilised only 25% of debt financing in 2003 (Welch, 2003). In addition, the average total debt utilised by New Zealand’s firm accounts for 45%, which is close to the range of the average total debt for most developed countries in the 1990s, being 50% to 60% (Rajan & Zingales, 1995). Comparing two different periods might be unproductive or unreliable, therefore, based on recent studies by Bessler, Drobetz and Gruninger (2011), the average total debt for all firms in the world is 25%, for non-U.S. firms it is 26%, for U.S. firms 23%, for common law countries 25% and for civil law countries 27%; based on this, it seems New Zealand firms use of debt financing is above the average.

Table 3 presents the correlation between Tobin’s Q and independent variables and Table 4 presents the correlation between ROA and independent variables. Apart from non-executive directors, female directors and blockholder ownership, all independent variables exhibits a positive correlation with Tobin’s Q, indicating that a higher proportion of non-executive directors, a higher the proportion of female directors and higher proportion of blockholder ownership effect a decrease in firm performance in N.Z. firms. Furthermore, apart from female directors and blockholder ownership, all independent variables exhibits a positive correlation with ROA, indicating the higher the proportion of female directors and a higher proportion of blockholder ownership effect a decrease in firm performance amongst New Zealand firms. From all variables, only audit committee and remuneration committee yield the highest correlation, which is close to 0.6000. None of the remaining variables are correlated to an extent that merits noting. Further, low correlation among explanatory variables indicates no dependency among them, thus indicating low likelihood of multicollinearity in the OLS regressions.

Table 5 presents the regression results for Tobin’s Q and ROA. For Tobin’s Q, the board size coefficient exhibits a significant and positive relationship with firm performance, which supports the agency and resource dependency theory that larger board size creates greater firm value and hence supports the testable hypotheses. This result contrasts with those studies done by Hossain et al. (2001) for the N.Z. context, and Yermack (1996), Bhagat and Black (2002) for the U.S. context. The contradictory results are caused by the data characteristics and different methods employed. The result indicates that large boards improve N.Z. firm performance, as large boards provide greater monitoring, increase the independence of the board and counteract the managerial entrenchment, hence increasing firm performance (Coles et al., 2008). Furthermore, the positive coefficient of board size suggests that large boards are an effective mechanism for monitoring manager performance and achieving long-term strategic goals in New Zealand firms. Similar to the result for Tobin’s Q, the board size coefficient for ROA yields a significant and positive relationship with firm performance, suggesting that the greater the board size, the higher the firm performance. Overall, the board size coefficients for Tobin’s Q and ROA are closely similar.

Table 3Correlation matrix
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Table 4Correlation matrix

[image: art]


Table 5Regression results



	Variables
	Tobins’ Q
	ROA



	Constant
	-1.3877** (0.6620)
	0.0019* (0.1928)



	Board Size
	0.2443** (0.3329)
	0.0380** (0.0177)



	Non-Executive Directors
	-0.4568** (0.1989)
	0.0492*** (0.0086)



	Female Directors
	-0.3521* (0.3993)
	-0.0159* (0.0207)



	Audit Committee
	0.8361*** (0.1660)
	0.0323*** (0.0101)



	Nomination Committee
	0.1439 (0.0990)
	0.0154*** (0.0048)



	Remuneration Committee
	0.7270*** (0.1277)
	0.0269*** (0.0057)



	Blockholder Ownership
	-0.3130*** (0.1026)
	-0.0049* (0.0042)



	Inside Ownership
	0.0255** (0.3241)
	0.0029* (0.0172)



	Inside Ownership_Concentration 1
	0.0245** (0.2387)
	0.0110* (0.0095)



	Inside Ownership_Concentration 2
	(Omitted)
	(Omitted)



	Inside Ownership_Concentration 3
	-0.0148** (0.2461)
	-0.0087* (0.0091)



	Leverage
	0.0921 (0.1563)
	0.0021 (0.0070)



	Firm Size
	0.2241*** (0.0445)
	0.0081* (0.0020)



	Industry_Primary
	0.3286 (0.4753)
	0.0096 (0.1973)



	Industry_Energy
	0.0400 (0.4911)
	0.1764 (0.2047)



	Industry_Goods
	0.4478 (0.4739)
	0.0166 (0.1962)



	Industry_Property
	1.2522*** (0.5031)
	0.0178 (0.2076)



	Industry_Service
	0.3127 (0.4628)
	0.0311 (0.1924)



	Industry_Investment
	0.4591 (0.4918)
	0.0104 (0.2012)



	 
	 
	 



	Groups
	79
	79



	Wald-Chi2
	186.84
	105.10



	Prob.Chi2
	0.0000
	0.0000



Note: Standard errors in parentheses are for coefficients. *sig. at 10% level, **sig. at 5% level, and ***sig. at 1% level

The coefficient for non-executive directors for Tobin’s Q is negative and significant, suggesting that the greater the number of non-executive directors on the board the lower the firm performance. The result for this study is similar to one done by Bhagat and Bolton (2008) for a U.S. context but is in contrast with studies done by Hossain et al. (2001) and Reddy et al. (2010) for a New Zealand context. They find a non-significant effect of non-executive directors on firm performance. However, though the result found by Reddy is not significant, it has negative coefficient which is similar to the coefficient yielded in this study. The negative coefficient of non-executive directors shows that compliance with NZSC recommendations has increased costs which have a negative effect on firms’ financial performance. In contrast with the result for Tobin’s Q, the non-executive directors’ coefficient for ROA is positive and significant. The different result is likely due to the different measurement; the market-based measure and accounting-based measure. The negative relationship between non-executive directors and firm performance may be caused by the very high blockholders ownership concentration which can interfere with effective corporate governance of the firm, and as a consequence, the non-executive directors may not play a pivotal role in effective governance of the firm.

Generally, greater female representation on boards not only increases the size of the human capital pool from which directors can be drawn, but also provides some additional skills and perspectives that may not be possible with all-male boards. However, the female director coefficient exhibits a significant and negative relationship with firm performance both for Tobin’s Q and ROA, which does not support agency and resource dependency theories that an increase in diversity mitigates domination of decision making processes and encourages diversity of viewpoint, and hence this study rejects the testable hypotheses. The result indicates that there appears to be no New Zealand evidence of the effectiveness of female directors’ impact on firm performance. Furthermore, there is a regular stream of media commentary suggesting that New Zealand firms are laggards when it comes to appointing females.

Using Tobin’s Q, the audit committee and remuneration committee yield a significant and positive relationship with firm performance; the nomination committee form does not. Meanwhile, for ROA, all committees exhibit a positive and significant relationship with firm performance. Overall, the board committees show a positive and significant relationship with firm performance, suggesting the existence of the board committee increases firm performance. Board committees are seen to be an important mechanism for reducing agency costs, hence improving firm performance, and the results also support the view that compliance with NZSC requirements improved firm financial performance.

The blockholder ownership coefficient yields a significant and negative relationship with firm performance (Tobin’s Q and ROA), indicating that the higher the blockholder ownership the lower the firm performance. This result is similar to the work of Fitzsimons (1997) and Hossain et al. (2001) and might be caused by the nature of ownership in New Zealand, where the higher the ownership level, the more potential there is for agency problems, and the excessive ownership concentration in the New Zealand corporate environment may be detrimental to firm performance. The managerial ownership coefficient exhibits a significant and positive relationship with firm performance (Tobin’s Q and ROA), suggesting that the higher the managerial ownership, the higher the firm performance. Furthermore, this result is similar to the work of Hossain et al. (2001). The result supports the agency model theory that higher managerial ownership should reduce agency costs and hence increases firm performance, and therefore it can be regarded as one of the effective mechanisms for mitigating agency problems in New Zealand firms Furthermore, apart from the coefficient for managerial ownership concentration group 1, the coefficients for managerial ownership concentration group 2 and group 3 are negative, suggesting that at some point higher managerial ownership may be detrimental to New Zealand firms’ performance.

Overall, the findings indicated that New Zealand firms have good governance practices, such as the number of directors and board committees (audit, remuneration and nomination committee). Results show that apart from non-executive directors, female directors, and blockholder ownership, all variables have a significant effect on firms’ financial performance across two financial measures (Tobin’s Q and ROA). The reason could be that non-executive directors and female directors on board are appointed solely to fulfil the NZSC recommendations and they may lack knowledge about the company/industry and therefore add little or no value to the firm.

CONCLUSIONS

In order to improve boards’ performance, the Institute of Directors in New Zealand has released a code of practice for directors to guide them in performing their duties in accordance with New Zealand’s legal requirements and the Institute of Directors’ standards. In addition, the New Zealand Securities Commission has proposed a set of nine principles and guidelines on best corporate governance practices (New Zealand Securities Commission, 2004). Though these principles are used by many firms, they are non-binding in nature and the impact of these principles on New Zealand firms is yet to be examined. Thus, this paper is an attempt to empirically test the impact of board composition and ownership structures on firm performance in the New Zealand context, by examining a recent dataset of New Zealand-listed firms. Endogeneity is expected to be present between corporate governance and firm performance. Using the Durbin-Wu-Hausman test for endogeneity, this study confirms no endogeneity. Results suggest that the endogeneity problem documented in the U.S. context is unlikely to be present in New Zealand during the period of study. Furthermore, most of the previous New Zealand studies address no endogeneity; for example, the study done by Hossain et al. (2001). Finally, this study confirms a non-linear relationship among variables by fitting a GLM that nests models advanced in previous research by Morck et al. (1988), Hermalin and Weisbach (1991), and Holderness et al. (1999). The GLM regression reveals that the board of directors, female directors on the board, managerial ownership, leverage and firm size exhibit a significant impact on N.Z. firms’ performance.

Overall, large boards improve N.Z. firms’ performance, as large boards provide greater monitoring, increase the independence of the board and counteract the managerial entrenchment, hence increasing firm performance. The board committees and managerial ownership exhibit a positive and significant relationship with firm performance, suggesting the existence of the board committee and higher managerial ownership increase firm performance. The results support the view that compliance with NZSC requirements improves firm financial performance. The board committees and managerial ownership exhibit a positive and significant relationship with firm performance, suggesting the existence of the board committee and higher managerial ownership increase firm performance. The results support the view that compliance with NZSC requirements improves firm financial performance. A higher proportion of non-executive directors, female directors on N.Z. boards and a higher proportion of blockholder ownership decrease firm performance. This result might be caused by the nature of ownership in New Zealand, in which the higher the blockholder ownership level, the more potential for agency problem to arise as consequence of more power to interfere with any decision made by the board.

It should be noted that this study has only covered the period from 2007 to 2011, with a sample of 79 firms out of New Zealand listed firms; hence, the validity of the findings interpreted in this study is limited to the scope of the data and the condition of economics for the period of the data.
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ABSTRACT

After the adoption of AASB 138 in 2005, it is argued that information on intangibles is less visible in Australian companies’ financial reports. In view of this limitation, this study examines the nature, extent and intensity of intangibles disclosure by listed companies in Australia. We establish, explore and demonstrate the concept of information intensity which indicates the strength of intangibles information presented by firms. We analyse the narrative sections in annual reports and prospectuses of 30 companies from the Top 200 Australian companies. The overall findings suggest that capital-raising companies make intangibles information visible in both annual reports and prospectuses by signalling information through pictures and repetition of intangibles information which indicates more intense signal. However, we find that the level of disclosure in prospectuses is much lower than the disclosure in the narrative sections in the annual reports. We argue that disclosure in prospectuses is subject to more stringent reporting and disclosure obligations as compared to narrative sections in annual reports. As a result, more intangibles information is observed in annual reports.
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INTRODUCTION

Rapid changes in technology and the nature of business have resulted in a significant amount of investments in intangible resources by companies. Intangible resources have been recognised as the most important value drivers in the current economy in ensuring a firm’s survival, its competitive position and its future growth (Bontis, Chong, & Richardson, 2000; Canibano, Garcia-Ayuso, & Sanchez, 2000; Firer & Williams, 2003; Yongvanich & Guthrie, 2005; Sonnier, Carson, & Carson, 2008). Much of the accounting literature focuses on the disclosure of intangibles or intellectual capital and there is extensive literature on the terms and meanings of intangibles. Lev (2001, p. 5) argues that the terms intangibles, knowledge assets and intellectual capital can be used interchangeably as they all refer to the same thing, which is a non-physical claim to future benefits. Abeysekera (2003), Abeysekera and Guthrie (2005) and Garcia-Meca, Parra, Larran and Martinez (2005) claim that intangibles refer to intangibles not recognised in the financial statements as assets, which include information on customers, human resources, business processes, innovation, leadership, technological systems, financial relations, training and development and corporate image building. For the purpose of this study, the term ‘intangibles’ is defined following (Lev, 2001, p. 5) as “claims to future benefits that do not have physical or financial embodiment”. Intangibles are “non-physical sources of value generated by innovation, unique organisational designs or human resources practices” (Lev, 2001, p. 189).

In Australia, prior to 2005, under the Australian Generally Accepted Accounting Principles (AGAAP), intangibles such as research and development (R&D), goodwill and exploration and evaluation costs for extractive industries were regulated, while other identifiable intangibles were not (Bradbury, 2009). There was no prohibition for the recognition of other identifiable intangibles. There were also no restrictions placed on the estimation of the residual value of intangibles and they were subject to impairment tests as were other non-current assets. Prior to the adoption of Australian Accounting Standards Board (AASB) 138, Wyatt, Matolcsy and Stokes (2001) report that almost half of their sample recognised identifiable intangible assets other than deferred R&D costs and other deferred expenditures. They also indicate that this particular behaviour shows how significant identifiable intangible assets are. However, as part of the harmonisation of Australian Accounting Standards (AAS) with International Accounting Standards (IAS), many internally generated intangibles can no longer be capitalised, many recognised internally generated identifiable intangibles must be derecognised and research expenditure must be expensed as incurred. Specifically, the Australian equivalent of International Financial Reporting Standards (AIFRS), AASB 138 Intangible Assets, prescribes that an intangible asset shall be recognised only if it is probable that the expected future economic benefits that are attributable to the asset will flow to the entity; and if the cost of the asset can be measured reliably. The standard specifically prohibits the recognition of internally generated intangibles such as brands, mastheads, publishing titles, customer lists and intangibles arising from research.

Reflecting on the significant impact of the AIFRS on Australian firms, Ritter and Wells (2006) argue that recognised identifiable intangible assets are value relevant because there is a positive association between stock prices and voluntarily recognised and disclosed intangibles such as brand names, licences, trademarks and intellectual property. However, as AASB 138 is more restrictive with respect to intangibles recognition and measurement, the disclosure of intangibles will be greatly diminished (Ritter & Wells, 2006).

Lack of information on intangibles on the balance sheet has, therefore, tended to reduce, rather than improve the usefulness of the financial statements (Wyatt, 2005; Cheung, Evans, & Wright, 2008). Among other reasons that contribute to the decline of the usefulness of financial statements are claims that the current financial reporting framework is insufficient to keep pace with changes in the business world, particularly in capturing intangibles information (Amir & Lev, 1996; Stewart, 1997; Lev & Zarowin, 1999; Bontis et al., 2000; Canibano et al., 2000; Jenkins & Upton, 2001; Firer & Williams, 2003; Sonnier et al., 2008).

It can be argued that firms run the risk of exposing themselves to serious problems since they have less opportunity to signal important intangibles information. Lack of information may lead to serious problems such as additional cost of capital, deterioration of share liquidity and lower analyst following (Diamond & Verrecchia, 1991; Botosan, 1997; Holland, 2003; Petersen & Plenborg, 2006). It has also been argued that it is unlikely that intangibles other than those prescribed by the standard will be incorporated into traditional financial reporting in the near future (Mouritsen, Bukh, & Marr, 2004; Yongvanich & Guthrie, 2005), which, therefore, positions reporting intangibles as a supplementary disclosure issue (Bradbury, 2009; Walker, 2009).

The present study is motivated by the assumption that a strategy of voluntary disclosure of information has considerable potential for changing investors’ perceptions of a firm. In view of the limitations of the existing financial reporting framework, this study examines the nature, extent and intensity of corporate intangibles disclosure by public-listed companies in Australia and then explores how the differential disclosure may be explained by the intention to raise additional capital.

The remainder of the paper is structured as follows: the next section discusses prior literature relating to voluntary disclosure, impression management and capital-raising. The following section focuses on variety, extent and intensity of disclosure of information in annual reports and prospectuses. Then, the methodology adopted for the study, together with the sample selection and data are presented. Based on the analyses, the following section discusses the findings in the context of how capital-raising activity reflects the disclosure behaviour of firms. Last section presents a conclusion and suggestions for future research.

VOLUNTARY DISCLOSURE, IMPRESSION MANAGEMENT AND CAPITAL-RAISING

The literature in intangibles disclosure is expanding from a mere description of the disclosure practices of intangibles in various regions over time to the association between the level of disclosure and a firm’s specific factors and capital market consequences. Empirical work examines company data in the public domain, such as annual reports and prospectuses, and employs methods such as content analysis, case studies, experiments and interviews. Even though there is no unanimous definition of intangibles, numerous intangibles disclosure studies adopted Sveiby’s (1997) classification of intangibles: internal structure, external structure and employee competence. Examples of studies that have contributed to the intangibles disclosure literature are Australia (see Guthrie & Petty, 2000; Sujan & Abeysekera, 2007), Ireland (see Brennan, 2001), Malaysia (see Goh & Lim, 2004; Foong, Loo, & Balawaman, 2009), the Netherlands, France and Germany (see Vergauwen & Alem, 2005) and New Zealand (see Whiting & Miller, 2008). Despite the prior studies being conducted in different countries, their results suggest that the incidence of reporting is not great enough to be considered systematic. More importantly, the development of a theory and framework underlying voluntary disclosure of intangibles is in its infancy and a conclusion cannot be easily drawn (Abeysekera & Bounfour, 2006).

Prior studies in intangibles disclosure that provide theoretical explanations widely adopt legitimacy theory or stakeholder theory to explain the disclosure behaviour of a firm (Guthrie, Petty, Yongvanich, & Ricceri, 2004); in which case Steenkamp (2007) and Kang (2007) argue that companies report intangibles to create social images or to improve their reputation and seek to meet explicit and implicit social expectations. It is argued in this study that legitimacy and stakeholder theories, even though relevant, are insufficient to explain the disclosure behaviour of firms, because managers might also signal important and powerful information to emphasise their strong position in the market to enhance the perceived value of a firm (Abeysekera & Guthrie, 2005). Signalling theory can therefore, explain voluntary disclosure of intangibles information (Whiting & Miller, 2008).

According to Murray, Sinclair, Power and Gray (2006), information released voluntarily can be a powerful indicator of performance and be more likely to represent a signal to the market and, therefore, this paper argues that firms are likely to disclose more information such as on employee competence, company reputation, business processes and organisational infrastructure to highlight certain aspects of their investments in intangibles. However, voluntary disclosures can either: (1) contribute to useful decision-making; or (2) constitute opportunistic behaviour through biased reporting or impression management (Merkl-Davies & Brennan, 2007). Impression management, as defined by Hooghiemstra (2000, p. 60) is “a field of study within social psychology studying how individuals present themselves to others to be perceived favourably by others” and this phenomenon has been extensively documented in the psychology literature, human behaviour and also politics (Clatworthy & Jones, 2003). It is a concept that underpins the idea that people actively form impressions of others (Schneider, 1981). Most impression management studies present evidence that some impression management tools give a favourable impression of a firm’s performance and suggest that managers utilise impression management tools when engaging in opportunistic behavior.

In a corporate reporting context, firms may manipulate the content and presentation of information in corporate documents with the purpose of distorting readers’ perceptions of corporate achievements (Godfrey, Mather, & Ramsay, 2003). Companies seek to find ways of capturing the attention of their corporate report readers and impression management predominantly occurs in less regulated narrative disclosures (Brennan, Guillamon-Saorin, & Pierce, 2009). For example, Campbell, McPhail and Slack (2010) find that annual reports have moved from simple accounting numbers to narrative, graphical, pictorial and broader aesthetic content. In this regard, a range of impression management tools are utilised by managers such as selectivity in graph choice (Beattie & Jones, 1992; Courtis, 1997), presentation emphasis (Bowen, Davis, & Matsumoto, 2005) and thematic manipulation (Lang & Lundholm, 2000; Smith & Taffler, 2000; Rutherford, 2005) to draw a reader’s attention to the content of the documents. However, it is argued in this paper that managers might also use impression management tools to overcome information asymmetry problem by facilitating investors to make better-informed decisions. Thus, some impression management tools might be selected responsibly by managers in disseminating information to improve readers’ understanding of the corporate reports by providing stronger signals.

Among other motives that lead managers to increase their voluntary disclosure is the intention to issue equity (Myers & Majluf, 1984; Lang & Lundholm, 2000; Healy & Palepu, 2001). This is evidenced by a positive correlation between the need to access the capital market and the disclosure output. Research has examined the frequency of management forecasts (Ruland, Tung, & George, 1990; Frankel, McNichols, & Wilson, 1995); analyst ratings of disclosure quality (Lang & Lundholm, 1993); the level of information asymmetry (Dierkens, 1991; Petersen & Plenborg, 2006); the quality of Management Discussion and Analysis section in annual reports (Clarkson, Kao, & Richardson, 1994); and the use of conference calls (Frankel et al., 1995) to indicate the disclosure behaviour of firms having capital-raising activity. Secondary equity capital-raising is one of the most important activities of companies listed on the stock exchange because these companies have a mechanism for pooling of funds from many investors who wish to participate in a particular business venture (Lipton, Herzberg, & Welsh, 2010).

VARIETY, EXTENT AND INTENSITY OF INTANGIBLES DISCLOSURE IN ANNUAL REPORTS AND PROSPECTUSES

Guthrie and Petty (2000) argue that annual reports are regarded as highly useful sources of information because managers of companies commonly signal what is important through this reporting mechanism. The annual report is a vital instrument designed to tell the story of a company, its objectives, where the company succeeded or failed and what the company intends to do in the future (Simpson, 1997). Annual reports generally comprise quantitative information, narratives, photographs and graphs (Stanton & Stanton, 2002). In Australia, Section 299A of the Corporations Act 2001 requires firms to disclose a review of operations, details of significant changes to the company’s business and any developments in the operations relevant to future years, which can also include information about intangibles. As regularly practised, the statutorily required financial statements are usually placed in a rear section, and a larger up-front section normally contains non-statutory matters (Stanton & Stanton, 2002) and firms generally utilise narrative or unaudited sections such as the Chairman’s statement, CEO review and other additional sections to disclose voluntary information (Meek, Roberts, & Gray, 1995).

The fund-raising provisions of the Corporations Act 2001 aim to balance the need for investor protection against the need to facilitate an efficient and credible capital market by requiring full and accurate disclosure of relevant information by the company issuing securities (Lipton et al., 2010). As a general rule, a prospectus requires disclosure of all information that investors and their professional advisers would reasonably require to make an informed investment decision. This general requirement affords managers wide discretion in featuring information relevant to investment decisions. A prospectus is generally more forward-orientated than an annual report and it gives companies opportunities to include current information. Despite the broad latitude enjoyed by firms, the Corporations Act also requires that information is presented in a clear, concise manner and that a prospectus does not contain misleading or deceptive information because criminal and personal liability are imposed on the various people involved in preparing the document should the requirements be breached.

Examining the content of prospectuses, Bukh, Nielsen, Gormsen, and Mouritsen (2005) report that a prospectus contains intangibles information regarding market development and earnings, strategic direction and intentions of a firm such as patents, project developments and information on employees. Cordazzo (2007) also reports that prospectuses contain intangibles information such as mission and strategy, human resources, customer and supplier relationships. Despite wide acknowledgement that the level of information asymmetry is high between issuing firms and potential investors (Jones, 2007; Gerpott, Thomas, & Hoffman, 2008), very few studies have addressed the intangibles disclosure practices of listed firms during capital-raising.

With regard to criticisms relating to current financial reporting framework, the use of annual reports in this study allows for further investigation on how listed companies signal intangibles information to overcome the limitations of the financial statements. It is also expected that firms will signal intangibles information in prospectuses.


Prior research indicates that there is a ‘variety’ of intangibles information disclosed by companies to signal important information and it has been captured and measured through various intangibles items (Guthrie & Petty, 2000; Bukh et al., 2005). The ‘extent’ of disclosure refers to the total number of disclosures obtained by counting the frequency of each occurrence of each intangible item that appears in annual reports and prospectuses.

For the purpose of this study, the intensity of disclosure is developed to measure the degree of intensity or strength of intangibles information. Intensity of disclosure is concerned with the way firms emphasise information in order to capture a reader’s attention, particularly to notice the intangibles information featured in the documents. Consistent with Beattie and Jones (1992), Unerman (2000) and Davison and Skerrat (2007), visual representations are regarded as more intense communication tools compared to textual disclosures. For example, Unerman (2000) claims that pictures are sometimes a more influential tool than narrative for stakeholders who do not have time or inclination to read every word because they sometimes just flick through the annual reports, looking only at the pictures. Thus, any disclosures in visual forms such as graphs, diagrams, tables, pictures and photographs are regarded as superior to information presented in textual form and, therefore, considered to convey stronger and more intense signals. Further, quantitative disclosures represent more intense signals compared to qualitative disclosures because they are more objective and informative (Al-Tuwaijri, Christensen, & Hughes, 2004). Firms may also emphasise certain information provided by prominent location/positioning of information, use of special characters and/or more emphatic types of font (Brennan et al., 2009). Repetition of information is also considered as presentation emphasis to aid the memory of readers (Davison, 2008). These techniques, when combined, indicate the strength of intangibles information conveyed by firms. Stronger signals are presumably better at informing readers and ensuring that the readers are more engaged with the information.

METHODOLOGY

Content Analysis and Intangibles Classification Index

Content analysis is used to collect and analyse data on the voluntary disclosure in the annual reports and the prospectuses. It is a research technique for making replicable and valid inferences from texts (or other meaningful matter) to the contexts of their use. As a technique, this methodology seeks to determine the patterns in the presentation of data and their meanings in a systematic, objective and reliable analysis (Krippendorf, 2004). According to Gray, Kouhy, and Lavers (1995), the use of content analysis either demands or, at a minimum, implies strongly, that the categories of analysis are derived by reference to shared meanings.

A disclosure index is used to capture the variety, extent and intensity of disclosure as this tool has been used to quantify the amount of intangibles information included in the annual reports and the prospectuses (Guthrie & Petty, 2000; Bozzolan, Favotto, & Ricceri, 2003; Bukh et al., 2005). To bring analytical rigour to the index, a review of relevant literature is conducted to ensure that the categories selected for the study are able to capture intangibles information that the present study intended to capture. This allows for a greater variation and understanding of intangibles disclosure (Li, Pike, & Haniffa, 2008). Prior studies generally utilised 22–25 items in the intangibles classification index (Guthrie & Petty, 2000) and some studies constructed as much as 78 items (Bukh et al., 2005). Milne and Adler (1999) argue that too few coding categories might increase the likelihood of random agreement in coding decision. This might result in an over-estimation of the measures, which might also increase coding errors. Similarly, too many items might also increase coding complexity (Beattie & Thomson, 2007). As a result of the review, frameworks based on Lev’s (2001) Value Chain Scoreboard and Guthrie and Petty’s (2000) were utilised and modified to capture intangibles information, which resulted in 24-items disclosure index across three categories (see Table 1).

Coding and Scoring Procedures

Each sentence and visual that contains intangibles information is identified in annual reports and prospectuses of the sample companies. Each identified item is coded and scored using a dichotomous scale, which means a company receives a score of ‘1’ if it voluntarily disclosed intangibles information based on the 24-items classification and ‘0’ if the item is not disclosed. The overall score indicates the variety of items mentioned in the reports and the maximum possible score for each company is 24.

The extent of disclosure is measured by counting the number of sentences for textual disclosures and captions/titles/rows for visual disclosures for each intangibles disclosure found in the annual reports and prospectuses. To arrive at the extent or amount of disclosure for each company, the frequencies of occurrence are aggregated. Therefore, a higher number of disclosures mean a higher extent of disclosure.

For each coded disclosure, the intensity of information is assessed based on four dimensions: (1) type of disclosure; (2) nature of disclosure; (3) emphasis through presentation effects and (4) emphasis through repetition. First, for type of disclosure, disclosures presented in visual format such as charts, graphs, diagrams and pictures are considered more intense than textual disclosure. Therefore, textual disclosures are coded and scored 0 and visual disclosures are scored 1. Second, quantitative disclosures are regarded as more intense than qualitative disclosures. For each intangibles information identified, qualitative disclosures are scored 0 and quantitative disclosures (both financial and non-financial) are scored 1. Third, information placed in the headline and special characters such as bullet points, numbered lists and bold text indicate more intense information compared to information in the plain text. Therefore, intangibles information presented in bullet points/numbered lists/italic is given the same score of 1 and information presented in plain text is scored 0. Finally, repeated information is regarded as more intense signal than information that is featured once. Intangibles information that appears once is scored 0 and each consecutive repetition is scored 1.

Since visuals do not have natural grammatical sentences like written text, the information is captured based on captions/titles of the visual images. Therefore, for charts, graphs, figures and diagrams; their titles, per sentence, are chosen as the basis for coding and counting. For tables, one row is regarded as one sentence and is chosen as the basis for coding and counting. For pictures and photographs, the caption adjacent to the pictures and its surroundings is regarded as the basis for coding and counting; one caption is equivalent to one sentence. No weight is attached to graphs, tables figures and pictures because one cannot be certain that graphs are better than other types of visual or otherwise. For each coded disclosure, the nature of information is assessed, whether it is qualitative, non-financial quantitative or financial quantitative. The placement of information is also assessed whether it is featured in plain text, in special characters such as bullet points or in the headline. Even there is a slight variation in one or two words, a disclosure was considered to be repeated. The scores for the individual intensity dimension for each company are then totalled to arrive at the overall intensity scores. Thus, the total intensity scores for each company are: visual scores + quantitative scores + headlines and special characters + repetition scores.


To ensure reliability and consistency, a test-retest of the coding was done by the primary author from randomly selected ten annual reports and two prospectuses at a considerable time interval. To ensure consistency, an independent coder was also appointed to code ten percent sample of each group (six annual reports and three prospectuses) (Bozzolan et al., 2003). The discrepancies in the recoding process were resolved by reanalysing the data which resulted in the addition of one sentence to one annual report (0.83% of 119) and a reclassification of one category.

Data

The data consist of the annual reports and prospectuses of the top 200 companies in Australia which had secondary equity capital-raising activities in 2007–2009. The final sample for the study consists of 30 fund-raiser firms with 12 companies in 2007; 7 companies in 2008 and 11 companies in 2009. The annual reports and prospectuses of these firms were downloaded from Aspect Huntley DatAnalysis database.

With regards to annual reports, this study limits the analysis only to narrative sections that are most likely to contain voluntary intangibles information such as: cover and back pages; company highlights; chairman’s statement; CEO review or similar; and community and other social responsibility sections. For prospectuses, only voluntary information is considered and information that is subject to regulation is excluded from the analysis. Therefore, the analysis of the prospectuses covers information about: the company; investment highlights; effects of the offerings; operating and financial review; management discussion and analysis and chairman’s letter.

FINDINGS

Table 1 presents the number of disclosures found in annual reports and prospectuses for the three-year period where annual reports recorded a higher frequency score compared to prospectuses. As indicated in Table 1, the most reported category for both reports is the discovery and learning phase with employees dominating the category. Information about management philosophy and corporate culture is also among the most reported items in annual reports. The second most reported intangible in prospectuses was brand values and reputation. One possible explanation of the high level of reporting of this item is that firms like to remind their investors of the performance and reputation of the firm. Another reason could be that corporate brand and favourable reputation is one of the important factors in influencing investors when making investment decisions.

Table 1 also shows the total disclosures over the number of pages surveyed in both documents which indicates that disclosure (per page) in annual report is higher compared to disclosure (per page) in prospectus. An independent sample Mann-Whitney U Test was conducted to assess whether this difference is significant and the result is reported in Table 2.

Table 1Number of disclosures (extent) of intangibles item in annual reports and prospectuses (n = 30)

[image: art]


Table 2 indicates the results concerning the variety and extent of disclosure. As expected, Table 2 shows that there is a difference in the means for the variety of disclosure. To assess the significance of this difference, an independent sample Mann-Whitney U Test was performed and the statistical test indicated that at 5% level, the difference between the two documents is significant. Similarly an independent sample Mann-Whitney U test indicates that the difference in the means for the extent of disclosure is also statistically significant. For annual reports, only narrative sections were surveyed. For prospectuses, even though the analysis only covered voluntary information, the number of pages surveyed was higher. An independent sample Mann-Whitney U Test indicates that the difference in the number of pages surveyed and number of disclosures between both reports is statistically significant at 5% level. This indicates that intangibles disclosure in annual reports were more prevalent in than disclosure in prospectuses.


Table 2Number of intangible items disclosed (variety), number of disclosures (extent) per annual report and prospectus and number of disclosures per page surveyed (prevalence)
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As previously discussed, intensity of disclosure was measured on four dimensions: visual disclosure, quantitative disclosure, emphasis through presentation effects and emphasis through repetition of information. Table 3 presents a summary of the intensity measures for annual reports and prospectus disclosures, both in absolute and relative frequency to total disclosure.

A Mann-Whitney U test indicates that the difference in terms of intensity of disclosure between annual reports and prospectuses of capital-raiser firms based on their absolute scores is statistically significant (Table 4).


To ascertain which intensity measure contributes to the difference between the two documents, a further analysis was conducted. For the intensity measures, absolute scores alone do not necessarily give a true picture of the strength of the signals provided by firms. To attend to this issue, the intensity score for each company was measured in proportion to its extent of disclosure to control for differences in the amount of disclosures each company has to obtain the relative score. This is because two companies with the same absolute intensity score may have vastly different amount of disclosure. For example, a company that recorded 40 counts in the extent of disclosure and scored 10 for its intensity may have its relative intensity score of 0.25. In contrast, a company that recorded 10 counts in the extent of disclosure and also scored 10 for its intensity may receive a relative score of 1, which is higher. Therefore, two set of tests were conducted based on both absolute and relative intensity scores.


Table 3Number of disclosures in annual reports and prospectuses based on intensity measures



	Intensity of information
	Number of disclosures



	Annual reports
	Prospectuses



	 
	Frequency (number of disclosure)
	Relative frequency to total disclosure
	Frequency (number of disclosure)
	Relative frequency to total disclosure



	Visuals



	Titles in graphs/charts
	11
	0.92%
	1
	0.2%



	Number of rows in tables
	73
	6.13%
	22
	5%



	Titles in figures/diagrams
	5
	0.42%
	6
	1%



	Captions in pictures/photographs
	204
	17%
	62
	14%



	Quantitative



	Quantitative disclosures (non-financial and financial)
	276
	23%
	117
	27%



	Emphasis through presentation effects



	Positioning, special characters and type of font
	296
	25%
	146
	34%



	Emphasis though repetition
	38
	3.19%
	24
	6%



Table 4Intensity of intangibles disclosure in annual reports and prospectuses: Absolute and relative scores (Total for all four measures)



	
	Absolute score
	Relative score



	
	Annual report
	Prospectus
	Annual report
	Prospectus



	Mean
	33.60
	12.60*
	0.81
	0.72



	Std. Deviation
	31.27
	16.04
	0.28
	0.61



	Min
	5
	0
	0.37
	0.00



	Max
	165
	58
	1.66
	3.00




*p = 0.000, two-tailed

Tables 5(a), 5(b), 5(c) and 5(d) present the descriptive statistic for each intensity criteria. As indicated in these tables, the differences in some intensity measures are significant while others are insignificant. For visual disclosures and emphasis through repetition, the difference between prospectuses and annual reports remain significant.


Table 5(a)Intensity scores per annual report and prospectus (visual)



	
	Absolute scores
	Relative scores



	
	Annual report
	Prospectus
	Annual report
	Prospectus



	Mean
	9.77
	3.00*
	0.21
	0.14***



	Std. deviation
	13.03
	6.28
	0.16
	0.20



	Min
	0
	0
	0.00
	0.00



	Max
	70
	31
	0.61
	0.63



* p = 0.000; ***p < 0.05


Table 5(b)Intensity scores per annual report and prospectus (quantitative)



	
	Absolute scores
	Relative scores



	
	Annual report
	Prospectus
	Annual report
	Prospectus



	Mean
	11.30
	3.77*
	0.26
	0.26



	Std. deviation
	13.64
	4.59
	0.20
	0.23



	Min
	0
	0
	0.00
	0.00



	Max
	67
	16
	1.00
	1.00



*p = 0.000


Table 5(c)Intensity scores per annual report and prospectus (emphasis through positioning)



	
	Absolute scores
	Relative scores



	
	Annual report
	Prospectus
	Annual report
	Prospectus



	Mean
	9.86
	4.8**
	0.25
	0.24



	Std. deviation
	9.43
	6.85
	0.15
	0.28



	Min
	0
	0
	0.00
	0.00



	Max
	38
	21
	0.68
	1.00



*p = 0.01


Table 5(d)Intensity scores per annual report and prospectus (emphasis through repetition)



	
	Absolute scores
	Relative scores



	
	Annual report
	Prospectus
	Annual report
	Prospectus



	Mean
	1.50
	0.80**
	0.04
	0.03***



	Std. deviation
	1.48
	1.67
	0.04
	0.07



	Min
	0
	0
	0.00
	0.00



	Max
	4
	6
	0.14
	0.24



**p < 0.01; ***p < 0.05

Further analysis of prospectuses also revealed that firms tend to repeat similar intangibles information that was previously disclosed in prior year’s annual report. For example, Amcor Limited disclosed the same information about market share in both annual report and prospectus:


Amcor Flexibles is a market leader and one of the world’s largest

Suppliers of flexible and tobacco packaging.

(Amcor Limited Annual Report, 2008, p. 9)

Flexibles is one of the world’s largest suppliers of flexible packaging.

(Amcor Limited Prospectus, 2009, p. 33)



Consistent with signalling theory, not only firms have signalled intangibles information in their annual reports prior to capital-raising but also during the registration of the capital-raising. Also, the study provides an understanding of how the information is disclosed by analysing its intensity. In order to make intangibles visible, firms approach the task of producing annual reports and prospectuses by emphasising the existence and potential of intangibles through pictures and repeated information presumably to ensure that investors are better informed and more engaged with the information.


CONCLUSION AND IMPLICATIONS

As far as the present study is concerned, there appears to be no published literature that compares the disclosure of information of fund-raiser firms’ annual reports and their prospectuses. From the analysis, in general, the disclosure in narrative sections of annual reports contains pictures, images and information in special characters besides information in plain text. One interesting observation is that even though the variety and extent of disclosure is lower in the prospectuses, some firms disclose voluntary intangibles information by featuring the information in visual forms, full of coloured images and presented in special characters such as numbered lists and bullet points, resembling the narrative sections in annual reports. Besides, only a few firms prepare the prospectuses featuring only mandatory information, in just plain text.

The disclosure in prospectuses was compared with the disclosure in the narrative sections in annual reports. We found that the level of disclosure in prospectuses is much lower than the disclosure in the narrative sections of the annual reports. This result suggests that since the prospectus is a regulated document, perhaps fund-raiser firms are limiting the amount of disclosure to prevent the disclosure of misleading information. That is, firms would have taken extra care in deciding what information should be disclosed in their prospectuses. We argued that disclosure in prospectuses is subject to more stringent reporting and disclosure obligations as compared to narrative sections in annual reports. With respect to narrative sections in annual reports, managers enjoy wider discretion in disclosing voluntary information because narrative sections in annual reports are largely unregulated and unaudited. As a result, more intangibles information could be observed in annual reports than in the prospectuses and this could explain the significant difference of intangibles disclosure in both reports.

Even though prior studies claim that prospectuses seem to address more directly the role of intangibles as a basis for competitive advantage because it contains more current information, we observed less disclosure in prospectuses as compared to annual reports. Perhaps one important implication for policy makers is to adopt and regulate at least how and what intangibles information to be disclosed in corporate reports such as prospectuses and annual reports in order to address the issue of inconsistencies in reporting.

There are several limitations inherent in this study that have been identified. First, the reliability of the coder was only assessed using a test-retest procedure and any discrepancies between the coders were resolved by analysing the documents further. Therefore, future research could incorporate the Krippendorff’s (2004) alpha test to ensure a high order of reproducibility. Next, this research is also restricted to only disclosures in annual reports and prospectuses, ignoring other ways of information releases such as press release and websites. Thus, future studies could explore the use of corporate websites in disclosing voluntary information.
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ABSTRACT

Most of the previous studies on dividends in Malaysia focus on dividend signalling; there is hardly any published evidence relating dividend changes to firms’ profitability. Using a total of 2,396 dividend changes of companies listed on Bursa Malaysia over the period 1998-2007, this study investigates the relationship between dividend changes and future profitability of firms. We find that dividend changes are strongly related with contemporaneous earnings changes, weakly related with one year ahead of earnings changes and largely unrelated with earnings changes beyond one year. Further, we find weak evidence that the size of dividend changes is related to future profitability. We also find that dividend increases in the recovery years of the Asian 1997 financial crisis are related with one year ahead of earnings increases. Our results also suggest that dividend stability may be directly related with information content on future earnings.

Keywords: dividend changes, future profitability, information content of dividend, financial crisis, dividend stability

INTRODUCTION

The classic study of Lintner (1956) on dividend policy concludes that a firm’s earnings are the key determinant of dividend changes. Lintner notes that dividend changes can convey important information about future prospects of firms. He also finds that managers appear to be reluctant to increase dividends unless they are confident it is sustainable in the foreseeable future. This suggests that dividend changes follow shifts in long-run levels of earnings rather than short-run changes in earnings. Firm managers try to “smooth” dividends from year to year, thus the transitory changes in earnings are unlikely to affect dividend payouts. Miller and Modigliani (1961) state that when a firm practices a stable dividend policy and then change its dividends, investors will interpret the dividend change as a change in management’s views on the firm’s future profitability. The empirical implication of this is that management’s decision on dividend changes may be related to their expectation on the future profitability of the firm.

Early empirical studies linking dividend changes to market prices were conducted by Asquith and Mullins (1983) and Miller and Rock (1985). These studies show that dividend increases result in positive abnormal returns in the share prices. Studies carried out in non-US markets also seem to indicate strong presence of the dividend signalling hypothesis. See for example, Lonie, Abeyratna, Power and Sinclair (1996) in the U.K. market; How, Teo, and Izan (1992) in Australia; McCluskey, Burton, Power and Sinclair (2006) in Ireland; Ariff and Finn (1986) in Singapore. In the local context, Isa and Subramaniam (1992); Nassir and Mohamad (1993); Sinnakkannnu and Nassir (2007); Hussin, Ahmad and Teoh (2010) and Yip, Isa, Kester and Lee (2010) examine market reaction to dividend announcement. In general, these studies find evidence in support of the signalling hypothesis. None of these studies, however, address the relationship between dividend changes and future profitability of firms. The current study may be considered as an important addition to the existing dividend literature.

Studies on the relationship between dividends and future profitability are usually referred as the information content of dividend studies. The results of previous studies are quite inconsistent; some studies indicate the existence of a relationship between dividend changes and future earnings, while others do not find such a relationship. The most important controversies were the two studies by Nissim and Ziv (2001) and Grullon, Michaely, Benartzi and Thaler (2005) that show contrasting results. Nissim and Ziv (2001) find significant support on the information content hypothesis, while Grullon et al. (2005) find results that dividend changes are unrelated to future profitability. This situation leaves the issue unsettled. Hence more studies are needed to provide additional evidence on this topic, including studies in a developing market such as Malaysia.

This study examines the relationship between current dividend changes and future earning of firms listed on the Malaysian stock exchange over the period 1998–2007. OLS regressions are used to assess whether current dividend changes are related to future earnings changes. The results show that current dividend changes are significantly related with contemporaneous earnings changes. As for current dividends and future earnings, there is a weak relationship with first year earnings changes but mostly unrelated with earnings in the second and third year. We also find weak evidence that future earnings are related to the size of dividend changes and dividend stability. Overall our results show weak and limited support on the information content of dividend hypothesis. The contributions of this study can be summarised into three aspects. First, it may be worthwhile to examine this hypothesis in a developing market to provide an out of sample evidence to the issue. Second, this study adds to the local dividend literature by providing evidence on the information content of dividend that has not been studied before. Third, this study also has important implications to the local managers in making their dividend decisions, and to investors, especially those making investment decisions based on dividends.

The rest of the paper is structured as follows: the next section presents a discussion on previous studies on dividends and future earnings relationship. This is followed by a description of data and methodology used in this study. We then present and discuss our findings. The last section concludes the paper.

LITERATURE REVIEW

The information content of dividends is attributed to investors who interpret a change in the dividend as reflecting the management’s view of future profitability of the firm. This position can be rationalized by the situation in the real world where investors have little verifiable information on the performance of firms or its growth prospects. Audited financial statements are records of firms’ past performances and not expectations of their future performances. Further, arising from the flexibility of accounting principles, a firm’s financial reports can become a management’s tool in its efforts to portray good picture of the firm. Investors, in their efforts in finding clues to the management’s beliefs on firms’ future, are always on the lookout for “signals” from the management regarding its expectation of future earnings. One such signal is dividend changes.

Based on the premises laid by Lintner (1956), Miller and Modigliani (1961) develop the idea on the information content of dividend hypothesis – that dividend changes convey information about the firm’s future earnings. This has been extensively studied in the developed markets, particularly in the U.S. Watts (1973) was among the first to test the hypothesis in the U.S. market. Watts regresses the next year’s earnings on this year’s dividends. He finds that on average the relationship between dividend changes and future earnings is positive, and is consistent with the hypothesis. Subsequently, Brickley (1983) finds that both specially designated dividends and increases of regular dividends are associated with higher dividends and earnings in the following year. Healy and Palepu (1988) studying dividend initiations and omissions over the years 1969 to 1980 conclude that dividend initiations and omissions may be regarded as managements’ forecast of future earnings changes. The role of dividend changes in signaling the direction of future earnings changes is also shown by Aharony and Dotan (1994) who find that firms that increased (decreased) dividends experienced greater (smaller) unexpected changes in earnings in the subsequent years as compared with firms that did not change their dividends.

While early studies as discussed above seem to be providing empirical support to the information content of dividend hypothesis, subsequent studies seem to be taking an about turn. For example, DeAngelo, DeAngelo and Skinner (1996) study the signalling content of managers’ dividend decisions for 145 NYSE firms over the years 1980 to 1987, find virtually no support for the notion that dividend decisions help identify firms with superior future earnings. In a subsequent study, using a more comprehensive data over the years 1979 to 1991, Benartzi, Michaely and Thaler (1997) examine the predictive content of dividends with respect to earnings and find that dividend increases are not associated with earnings increases in subsequent years; but surprisingly, dividend decreases are associated with subsequent increases in earnings. They conclude that dividend changes do not signal future earnings.

Nissim and Ziv (2001) argue that the lack of support to the information content of dividend hypothesis in some of the previous studies is due to omitted variables in their regression models. In their study, Nissim and Ziv assume that earnings follow a uniform mean reversion process with linear autocorrelation. Their regression models include variables on return on equity and past changes in earnings to control for the mean reversion and autocorrelation in earnings. With these changes in model specifications, they find evidence of highly positive relationships between changes in current dividend and changes in earnings in the years following the dividend changes. Nissim and Ziv find that dividend increases are related to future profit increases for at least four years, while dividend decreases are not related to future profits.

However, in a subsequent study, Grullon et al. (2005) criticize Nissim and Ziv’s (2001) study, saying that the assumption of linear mean reversion in earnings is inappropriate. Grullon et al. argue that studies by Elgers and Lo (1994) and Fama and French (2000) have shown that the mean reversion process and the level of autocorrelation in earnings are nonlinear. Using the nonlinearity assumption Grullon et al. find that dividend increase does not signal better future earnings. They conclude that dividend changes contain no information about future earning changes; they even suggest that investor may be better off not using dividend changes when they forecast earnings changes.

The information content of dividend hypothesis has been empirically tested in non-U.S. markets as well, and the findings are quite mixed. In U.K., Goddard, McMillan and Wilson (2006) find a contemporaneous relationship between earnings and dividends but not on the predictive quality of dividend on earnings. Similar findings are found in India by Lukose and Rao (2010); the authors find strong positive relationship between dividend changes and profitability during the year of dividend change, but dividend changes contain no information about future earnings in the subsequent years. In the Korean market, Choi, Ju and Park (2011) adopt the respective methodologies of Nissim and Ziv (2001) and Grullon et al. (2005) and find results that are consistent with both of the previous studies. They find that dividend changes can predict future earnings changes for the following one year in simple and cross-sectional regression analyses, which supports Nissim and Ziv (2001). However, using Grullon et al.’s (2005) nonlinear cross-sectional regression method, they find that dividend changes are not predictive of future changes in earnings. With these evidences, a general statement may be made that the controversy on the information content of dividend is far from over. This situation creates an opportunity for researchers to continue to investigate this topic.

DATA AND METHODOLOGY

Data Selection

The data used in this study is composed of firms that were continuously listed on Bursa Malaysia for the years between 1998 and 2007. Data on dividend and earnings changes were collected from the Stock Performance Guide of Malaysia for the year 2008 and 2009. This publication contains historical financial and stock performance data of listed companies, and published yearly by Dynaquest, a private investment and financial research firm. To be included in the sample we require that the firm must have at least two consecutive years of dividend payments to enable calculation of dividend changes. The firm must also have earnings information for the current and the following five years after the year of dividend change. We excluded firms that had capital changes such as rights issue, bonus issue, stock dividends and stock splits. We also excluded financial companies and financially distressed companies as classified by the exchange.

Table 1 shows the distribution of our sample over the years of our study, with additional information on dividend per share and dividend yield, earnings per share and payout ratio. The earlier years of the study, from 1998 to 2001, may be considered as recovery years from the 1997 financial crisis; hence it is not surprising that for these years, the number of dividend decreases were greater than dividend increases. However things began to change from year 2002 to 2007, during which time the local economy picked up, and more firms begin to pay or to increase dividends. During these years, incidence of dividend increases was on average more than triple that of dividend decreases. Over the entire study period, total number of dividend increases at 1,666 outnumbered dividend decreases at 730 by 2.28 times, giving a total of dividend changes of 2,396 used in our analysis.

Table 1 also shows that dividend per share ranges from a low of RM0.060 on 2003 to a high of RM0.088 in 2007, with an overall average of RM0.073. The dividend yield, as shown in the last column, ranges from a low of 1.87% to a high of 3.70% in 2006, with an overall annual average of 2.74%. The earnings per share seem to be quite stable over the study period fluctuating tightly between a low of RM0.184 to RM0.218, with an overall average of RM0.200. The dividend payout ratio ranges from a low of 30.3% in 1999 to a high of 45.1% in 2006. These numbers are quite consistent with those found in Isa (2008).

Table 1Distribution of dividend changes sample by year of study, 1998–2007
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Methodology

The objective of this paper is to test the information content of dividend, that is, whether current dividend changes contain information on future earnings. We define a dividend changes as the difference between year t annual dividend and year t – 1 annual dividend. The changes in dividends are calculated as follows:
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where,



	ΔDivi,0
	=
	Changes in dividend per share of firm i in year 0;



	Di,0
	=
	Dividend per share of firm i in year 0; and



	Di,-1
	=
	Dividend per share of firm i in the previous year



The earnings before extraordinary items are used to calculate the earnings changes. In this study we use changes in earning per share changes (ΔEPS) instead of changes in total earnings. Following the method used by Bernatzi et al. (1997), the change in EPS is divided by the stock price at the beginning of the year of dividend change. We use the following formula to calculate earnings changes:
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where,



	ΔEPSi,t
	=
	Changes in earnings per share of firm i in year t;



	EPSi,t
	=
	Earnings per share of firm i in year t;



	EPSi,t-1
	=
	Earnings per share of firm i in year t-1; and



	Pi,t
	=
	Share price of firm at the beginning of year t.



We then run OLS regression to test the relationship between current dividend changes as defined in Equation (1) and changes in current and future earnings as defined in Equation (2). The dependent variable of the regression is the changes in earnings per share (ΔEPSi,t) in year 0, 1, 2 or 3 relative to the year of the dividend announcement, respectively. Dividend changes are used as explanatory variable. The regression model in our study follows that of Benartzi et al. (1997). The equation is as follows:
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where,



	ΔEPSi,t
	=
	earnings per share change for firm i in year t as defined in Equation (2), t = 0, 1, 2 and 3;



	ΔDivi,0
	=
	year 0 dividend change for firm i as defined in Equation (1); and



	DIdumi,0
	=
	dividend increase dummy that takes the value of 1 if firm increase dividend and zero otherwise in year 0.



Hypothesis for the Study

Based on the discussion of previous studies, it can be concluded that there is no general consensus on the empirical evidence on the information content of dividend hypothesis. This study investigates the general hypothesis of whether or not current dividend changes are related to future profitability of firms that is represented by changes in firms’ earnings. Our hypothesis statement in the alternative form may be stated as follows:

H1: Current dividend changes are positively related with future earnings changes.

In addition to investigating the above hypothesis, we also analyse whether or not the dividend-earnings relationships are influenced by other related factors. Specifically we focus the three factors: (i) size of dividend changes, (ii) economic condition; and (iii) dividend stability.

Size of dividend changes

We divide the dividend changes into large and small changes. We hypothesise that large dividend changes (increase/decrease) would have a greater impact on the information content hypothesis and would show a stronger dividend-earnings relationship than would small dividend changes.

H2: The size of dividend changes is directly related to future earnings changes.

Economic condition

Our period of study, running from 1998–2007 may be divided into two sub-periods: (i) 1998–2001 and (ii) 2002–2007. The first sub-period, 1998–2001 are considered as recovery years from the 1997 financial crisis, while the second sub-period, 2002–2007 may be considered a period of economic expansion. We expect dividend increases that take place during the recovery years to have a stronger impact on the hypothesis compared to those taking place during the expansionary years.

H3: Dividend changes during recovery years have a larger impact than dividend changes in expansionary years on future earnings changes.


Dividend stability

In this analysis we hypothesise that firms practicing a stable dividend policy and then make dividend changes, would impart a stronger impact on the dividend-earnings relationship compared to firms that do not demonstrate a stable dividend policy. Dividend stability is defined as number of years of stable dividend before a dividend change is made.

H4: Dividend stability has a direct influence on the relationship between dividend changes and changes in firms’ future earnings.

RESULTS

Results for the Whole Sample

To begin our investigation on the information content of dividend, we first run an OLS regression (Equation 3) on the whole sample with earnings changes as the dependent variable and current dividend changes as independent variable. To analyse if the current and future earnings respond differently to the direction of dividend changes, we include a dividend increase dummy as an additional explanatory variable that takes a value of 1 for positive dividend changes and 0 otherwise. A dividend increase is expected to impart positive information whereas a dividend decrease would do the opposite. We run separate regression for current earnings changes and for each subsequent year earnings changes, up to year 3, giving us a total of four sets of regressions results. These are presented in Table 2.

Table 2 shows a strong positive relation between current dividend changes and current earnings changes. For year 0, the coefficients for dividend changes and dividend increase dummy variable are both positive and significant. For earnings changes in Year 1, our results show a weaker relationship; the dividend change coefficient is significant only at the 10% level, with a much smaller magnitude compared to the contemporaneous relation; and the coefficient for dividend increase dummy is insignificant. The results for Years 2 and 3 show that there is no significant relationship between changes in earnings and in current dividend, regardless of direction of the changes. It should also be noted that the adjusted R-squared for all regressions are very small, except for the contemporaneous regression. Similarly, the F-statistic shows that only the contemporaneous regression seems to be significant.


Table 2Regression of current and future earnings changes on the current dividend changes, 1998–2007
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Table 2 highlight the strong relationship between current earnings and current dividend changes. Our result is consistent with the previous findings by Grullon et al. (2005) and Benartzi et al. (1997) that current dividend changes contain no information about firm future earnings.

Hypothesis 1 expects current dividend changes to be positively related with future earnings changes and this does not seem to be consistent by our results. Our evidence in Table 2 shows little support, if any, to the dividend information content hypothesis. This implies that firms do not use dividend to signal about their future earnings. One possible implication of this result is that Malaysian managers may not be thinking about future earnings in determining their current dividend policy. Other factors may be more relevant in their dividend policy decision as documented by Isa (2008), who finds that Malaysian managers rank the factors of availability of cash, current year’s earnings and shareholders’ expectation factors as very important considerations in their dividend decisions.

Size of Dividend Change

It is logical to assume that management decision involving a large dividend change would require a more serious consideration on firms’ ability to maintain the new level, compared to decision on a small change. A large dividend increase would therefore more likely to reflect management’s confidence on future profitability of the firm. Accordingly in this analysis we conjecture that a large dividend change would have a greater impact of informational content than would a small dividend. To investigate this issue, we run the following regression:
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where,



	LDIdum
	=
	large dividend increase dummy that carries a value of 1 for large increase and 0 otherwise;



	SDIdum
	=
	small dividend increase dummy that carries a value of 1 for small increase and 0 otherwise; and



	LDDdum
	=
	large dividend decrease dummy that carries a value of 1 for large decrease and 0 otherwise.



For this analysis, we define a large dividend increase as an increase of 50% or more compared to the previous year dividend, while a small increase is less than 50% of the previous year’s dividend. Similarly a large decrease means a decrease of 50% or more of the previous year dividend. If large dividend changes impart a greater signaling effect, its coefficient should be greater than the coefficient for small dividend changes.

Table 3 shows the results of estimating equation (4). The regression results for year 0 earnings changes show that the coefficients α1, α2, α3 and α4 are all significant at the 1% level. The coefficient for large dividend increase is 0.021 which is greater than the small increase coefficient of 0.019, which means the size of the coefficients is going in the direction we predicted. As for large dividend decrease, its coefficient is negative and significant. Therefore, as far as the contemporary relationships are concern, they are as predicted. However, for information content effect, we need to look at the subsequent years’ earnings changes. Table 3 shows that for year 1 earnings changes, the regression coefficients deteriorate very quickly. Only the coefficients for the large dividend increase and large dividend decrease are significant. This means there are elements of information content effects with respect to large dividend changes. However, the R-squared is rather small and the F-statistic is barely significant. For years 2 and 3, none of the coefficients is significant; the R-squares are almost zero and the F-statistics are insignificant.


Table 3Regression of current and future earnings changes on the current dividend changes and size of dividend changes, 1998–2007

[image: art]

The results in this section suggest that dividend increases/decreases have to be of substantial size in order to have some effect on the information content, but this is limited just to the first year earnings changes. Hence, there is a weak support for H2 hypothesis that the size of dividend changes is directly related to future earnings changes. Our results is consistent with Brickley (1983) who finds that firms that increase their dividends by more than 20% experience a significant earnings increase in both year zero and year one. The significant coefficients for large dividend changes may be also resulting from the fact that dividend yields in the local market are rather small, as shown in Table 1, ranging between 2% to 3% over the study period.

Economic Condition

Our period of study may be divided into two sub-periods that have different economic conditions: first is the economic recovery period, running for four years from 1998 to 2001, and economic expansion years, from 2002 to 2007. During the recovery years, firms were still reeling from the 1997 financial crisis, and our data also show that more firms are reducing dividends than increasing dividends. We may conjecture that firms that increased their dividends during these difficult years are more confident of their future than those that did not. Therefore we expect the dividend increase to have a greater information content effect compared to a similar increase during the expansionary years. Since dividend decreases are to be expected during this period, it may not impart a significant impact on future earnings. To test this proposition, we run the following regression:
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where,



	RDIdum
	=
	dummy variable that takes the value 1 for dividend increase during recovery years (1998 to 2001) and 0 otherwise;



	RDDdum
	=
	dummy variable that takes the value 1 for dividend decrease during recovery years (1998 to 2001) and 0 otherwise; and



	EDIdum
	=
	dummy variable that takes the value 1 for dividend increase during expansionary years (2002 to 2007) and 0 otherwise.



The results are shown in Table 4. Our results for contemporaneous relationships, that is, for year 0 earnings changes are as expected; that is all coefficients are significant with the expected signs. However, for year 1 earnings changes, only α1 and α2 are significant. This means that there exists a positive relationship between dividend increase during the recovery years and earnings changes one year ahead. This is what we expected; there is an information content effect of a dividend increase during the recovery years, which means managers will only increase dividend if they strongly believed future earnings will increase. Unfortunately, it is limited to only year 1 earnings; for years 2 and 3, none of the coefficients is significant. Our results also show that dividend decreases are not significantly associated with future earnings decreases, although the signs of the coefficients are negative. The results do not support the proposition that dividend decreases during recovery years reflect management’s pessimism on the future of the firm. Rather, our results suggest that dividend decreases are made due to declines in current earnings and not because of managements’ expectation of future earnings declines. On the whole we may conclude that Hypothesis H3 is weakly supported by our data.

We expect a weaker dividend signalling effect after the financial crisis period because most companies would have recovered from the financial crisis and therefore both dividend and earnings would be on an increasing trend. However, our result shows that there is no hint of a positive relation between dividend increase dummy and future earnings during the expansionary years.


Table 4Regression of current and future earnings changes on the current dividend changes and sub periods, 1998–2007
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Dividend Stability

One of the conclusions of Linter (1956) was that managers prefer a stable dividend policy in the long-run and they are reluctant to make dividend changes that might have to be reversed within a short time. We take this to mean that managers will only increase dividend that can be sustained in the long-run based on their confidence of a positive shift in firm’s profitability. We therefore proposed that for a firm that pays a constant dividend over a period of years, to increase dividend is an important decision and reflect their confidence of the future. Therefore, dividend stability is an important variable that determines the “ability” of dividend changes to carry the information on future earnings. We expect firms that change dividend after a long period of dividend stability, the dividend changes would have a greater impact in signalling future earnings. To test this proposition, we run the following regression:
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where,



	SD2dum
	=
	dummy variable that takes the value of 1 in the case the firm has a 2-year stable dividend before the dividend change and 0 otherwise;



	SD3dum
	=
	dummy variable that takes the value of 1 in the case the firm has a 3-year stable dividend before the dividend change and 0 otherwise; and



	SD4dum
	=
	dummy variable that takes the value of 1 in the case the firm has a 4-year stable dividend before the dividend change and 0 otherwise.



Table 5 shows the results of this regression. The results show that for contemporaneous variables, all coefficients are significant, showing strong relationships between current earnings changes and dividend changes and dividend stability variables. The size of the stability coefficients shows that it is highest for the longer stability period compared to that for a shorter stability period. We also find that the coefficient for the 4-year stable dividend coefficient is significant for year 1 and year 2 earnings changes. These results are quite encouraging as it is consistent with our proposition on dividend stability as a determining factor for information content of dividend, supporting our H4 hypothesis. One implication of our results is that a firm with a stable dividend policy is more likely to carry information on future earnings in their dividend changes decisions. In the case of dividend increase, it reflects a shift in dividend policy due to management’s confidence of its ability to sustain the new level.


Table 5Regression of current and future earnings changes on the current dividend changes and dividend stability, 1998–2007
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CONCLUSION

This study tests the validity of the information contents of dividend hypothesis in the Malaysian market over the years 1998–2007. OLS regressions are used to examine whether there exist a meaningful relationship between current dividend changes and future earnings changes of firms. Our results indicate that current dividend changes are strongly related to current earnings changes. This relationship is robust, regardless of different dividend changes attributes being tested. We also find limited support for the information content of dividend hypothesis. When subsequent years’ earnings changes are regressed against current dividend changes, only first year earnings show signs of significant relationship. The relationships are weakly significant for the dividend changes, direction of dividend changes, size of dividend changers, economic situation and dividend stability. For years 2 and 3 earnings changes, almost all coefficients are insignificant. Our results are consistent with the findings of Benartzi et al. (1997) and Grullon et al. (2005), but inconsistent with the findings of Nissim and Ziv (2001).

Our findings have at least three important implications. First, our results may be reflecting dividend policy practices among the local companies. As alluded to by earlier studies, local managers do not place great importance in using dividend as a signaling device of future earnings. In other words, expectation of future earnings is not a factor determining current dividend policy of firms. Rather, given the contemporaneous relationships between earnings and dividends, the most logical conclusion is that firms’ dividend policies are based on affordability rather than earnings expectations. Secondly, our results have important implication to investors, especially those who depend on dividend information as a basis of investment decisions. Although previous studies in the local market find support for dividend signaling hypothesis, this study indicates that the market reaction is not due to expectations of future earnings. Long-term local investors are therefore well advised to look for other signaling devices to obtain clues on management perception on the future of the firms.

Thirdly, this study adds to the much needed evidence on this topic in the local market. Since our results in general are not in support of the information content hypothesis, more studies are clearly needed. Future studies in this topic should take note of two main limitations in this study: first, is regarding possible use of a more sophisticated earnings expectation model as addressed by Nissim and Ziv (2001) and Grullon et al. (2005); second, our results may be influenced by the study period, which is immediately after the financial crisis, hence extending the data to a longer period may lead to a more reliable and stable findings.
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ABSTRACT

Earnings management is found to be driven by different managerial incentives. Previous studies have identified that executive compensation contracts create incentives for earnings management. The agency theory and the positive accounting theory provide explanations for contract-driven earnings management. This study links the agency theory and the positive accounting theory and reviews the early executive compensation studies, bonus plan maximisation hypothesis and equity-based compensation. The aim of this study is to shed light in explaining contractual incentives and provide useful information in understanding the executive compensation contract-driven earnings management behaviour.
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INTRODUCTION

In the literature, the executive compensation contract has been found to create strong incentives for earnings management. Two theories explain this behaviour. The agency theory predicts that there is potential conflict of interest between managers and owners/shareholders, owners/shareholders design management compensation contracts in order to constrain management to act in their best interest (Jensen & Meckling, 1976). Theoretically, management compensation contracts are viewed as devices to reduce the conflict of interest between managers and shareholders and, thereby, maximise a firm’s value. However, these compensation contracts may induce earnings management simply because managers’ compensation is either tied to accounting earnings (for example, bonus) or stock prices (for example, stock options). There is a possibility that rewarding managers on the basis of reported earnings or stock performance may induce them to manipulate earnings figures to improve their apparent performance and, ultimately, their related compensations. Watts and Zimmerman (1978) propose the positive accounting theory to explain contract-driven earnings management.

They argue that a firm can be viewed as a nexus of contracts and is inclined to minimise contracting costs associated with various contracted parties. The firms’ accounting choice should be chosen to minimise the contracting costs and to attain efficient corporate governance. They examined three contractual agreements: the compensation contract between managers and firms; the debt contract between firms and lenders; and the political contract between firms and regulators. However, they found that managers try to influence contractual outcomes of the compensation plan, the debt covenant and the political costs by exercising judgment over financial reporting. Both the agency theory and the positive accounting theory are consistent in arguing that firms should use the compensation contract as a device to motivate managers to act in the best interest of shareholders. However, managers may myopically distort firm’s true performance to obtain gain on their performance contracts. Later, Scott (1997) refers the positive accounting theory as “contracting theory” and suggests that the compensation contract provides the major insight explanation for the opportunistic earnings management behaviour. The previous findings are mixed and inconsistent. On one hand, some researchers claim that they have detected earnings management behaviour that is driven by compensation incentives. The existence of a compensation agreement induces management choice of accounting policies that will increase reported earnings (Watts & Zimmerman, 1978; Hagerman & Zmijewski, 1979; Zmijewski & Hagerman, 1981). On the other hand, some researchers argue that empirical evidence linking compensation and accounting policy choices are not conclusive (Holthausen, 1981; Bowen, Noreen, & Lacey, 1981). The inconsistency of the evidences across studies therefore casts doubt on the impact of compensation on earnings management.

This paper links the agency theory and the positive accounting theory and reviews the early executive compensation studies, bonus plan maximisation hypothesis and equity-based compensation. The aim of this study is to shed light in explaining contractual incentives and provide useful information in understanding the contract-driven earnings management behaviour. The remainder of the paper is organized as follows. Section 2 reviews the early executive compensation studies; Section 3 discusses the bonus plan maximisation hypothesis; Section 4 discusses the equity-based compensation; Section 5 concludes the paper.


THE EARLY EXECUTIVE COMPENSATION STUDIES

Jensen and Meckling (1976) pointed out the separation of ownership and control creates a conflict between managers and shareholders. This is the agency theory that implies that managers have the intent to maximise their person utility at the expense of shareholders. In order to align the interest of managers with that of shareholders, a firm designs management compensation contracts to constrain management to act in the best interest of shareholders. Watts and Zimmerman (1978) extended the agency theory and developed a proposition that managers attempt to maximise their utility through the choice of accounting policies. This is the positive accounting theory and the early compensation hypothesis stems from this theory. They argued that there are several factors that can increase management wealth: (1) decreased (delayed) tax payments, (2) favourable regulations, (3) reduced political costs, (4) reduced information production costs, and (5) increases in reported earnings that are used as a base measure in incentive bonus plans. The first four factors would, ceteris paribus, increase firm cash flows and thus lead to higher stock prices, while the last factor would directly increase management compensation. Using a sample of 52 firms which made submissions to the FASB (Financial Accounting Standards Board) about the proposed GPLA (General Price Level Adjustment) standard in 1974, they also found that managers will to choose accounting standards to report lower earnings that will result in lower tax, regulatory and political costs.

Although Watts and Zimmerman (1978) developed a theory hypothesising the economic incentives managers have in selecting accounting policies, they did not provide direct evidence on the association between management compensation and earnings manipulation. Hagerman and Zmijewski (1979) later examined whether the existence of incentive compensation plans in addition to size, industry concentration, risk, and capital intensity effected management discretions. In this study, management discretions are measured as four accounting choices of inventory method (LIFO versus FIFO), depreciation method (accelerated versus straight-line), the treatment of the investment tax credit (deferral versus flow-through), and pension costs amortization (less than 30 years versus more than 30 years). Using a random sample of 300 non-regulated industrial firms in 1975, they found that the existence of incentive compensation plans induced a management choice of accounting methods that would increase reported earnings.

Zmijewski and Hagerman (1981) extended Hagerman and Zmijewski (1979)’s finding that a management accounting choice is driven by incentive compensation and argued that management would adopt a multi-dimensional income strategy with each accounting policy choice being one dimension of that optimal strategy. An optimal strategy means management faces the trade-offs between income-increasing policies and income-decreasing policies. For instance, management compensation plans induce managers to inflate earnings while firm size encourages managers to deflate earnings. Using the same sample of Hagerman and Zmijewski (1979), Zmijewski and Hagerman (1981) found the existence of a profit-sharing plan, size, degree of concentration and debt to total assets ratio all influence a firm’s accounting strategy. Based on the assumption that accounting policy decisions are made jointly, Zmijewski and Hagerman (1981) tested positive accounting theory using an overall model and individual factors that were hypothesised to be important in a manager’s decision of accounting choices.

Using a sample of 96 firms which voluntarily switched depreciation method from an accelerated method to a straight-line method covering the period from 1955 to 1978, Holthausen (1981) modelled abnormal stock returns as a function of the existence of a management compensation plan, the impact of the depreciation change on reported earnings, the firm’s deviation from its dividend constraint and the size of the firm. The function addresses two issues. First, there should be an impact of an unanticipated change of depreciation policy on the market value of the equity at the time of announcement. Second, abnormal stock returns should have a negative association with the existence of a management compensation plan if managers use income-increasing depreciation techniques to inflate their bonus. However, the evidence is not consistent with the hypothesis that management compensation contracts are important determinants of the decision to change depreciation techniques.

Skinner (1993) related management compensation agreements with a firm’s investment opportunity set. First, firms using incentive bonus plans are found to have higher mean and median gross property, plant and equipment to firm value ratios (more assets-in-place) but smaller Tobin’s Q and R&D ratios (fewer growth opportunities). Second, firms with bonus plans are more likely to select income-increasing depreciation and goodwill procedures. Based on these two findings, Skinner (1993) suggested that investment opportunity set affects accounting choice indirectly through its effect on the nature of a firm’s compensation contracts. However, this study has two limitations. First, the sub-sample Skinner (1993) used in testing the relation between the investment opportunity set and compensation contracts consists of the 100 largest firms from an estimation sample. Such a self-selection problem could result in a bias test as large firms have relatively more assets-in-place. Second, simultaneity problem could arise when investment opportunity, compensation and accounting choice determines each other. In this case, the error terms in the logit regression will be correlated with some of the independent variables, leading to inconsistent estimates of the coefficients. These studies focus on one-time events such as changes in a specific accounting method and ignore all other accounting choices. They typically use a single 0-1 dummy variable to estimate the impact of a short-term bonus plan and use a dichotomous variable or a categorical variable to capture income-increasing or income-decreasing earnings management through the choice of accounting policies.

BONUS PLAN MAXIMISATION HYPOTHESIS

Rather than using a single dummy variable to estimate the impact of a short-term bonus plan, there is another line of research that focuses on detailed bonus plans. Moreover, it uses discretionary accruals to capture earnings management through aggregate accounting choice. This line of research forms a more complete theory of earnings management and management compensation.

One of the most widely cited papers in this line of research is Healy (1985). Using a sample of 1,527 firm-year observations covering the period from 1930 to 1980, this study discovered that bonuses were not simple linear functions of accounting earnings. Instead, they are piecewise linear functions with lower and upper bounds defined in the funding formula for use in bonus computations.1 That is; (1) managers decrease income when earnings before discretionary accruals is below the lower bound of the bonus plan; (2) managers increase income when earnings before discretionary accruals fall between the upper and lower bounds of the bonus plan; (3) managers decrease income when earnings before discretionary accruals is above the upper bound of the bonus plan. Such a piecewise linear bonus function contradicts the conventional wisdom that managers with a bonus plan will always choose income-increasing accounting choices. In fact, when earnings are far below the lower bound, managers are more likely to adopt a “bath taking” strategy to further reduce current earnings in order to increase the probability of meeting future earnings’ targets. Later researchers refer Healy’s theory of managers using discretionary accruals to maximise short-term bonus compensation as the bonus-maximisation hypothesis.


Nevertheless, this study has three limitations. First, errors in measuring earnings before discretionary accruals are perfectly negatively correlated with measurement errors in discretionary accruals.2 This implies a number of firm-years observations with positive measurement error in earnings before discretionary accruals are more likely to present negative measurement errors in discretionary accruals. Such relation increases the probability of incorrectly rejecting the null hypothesis. Second, Healy (1985) used the chi-square test of independence in the contingency table. This method is useful in determining whether a relationship exists between two variables, for example accruals and bonus plan parameters. However, it does not enable researchers to estimate or predict the value of one variable based on the value of the other (Kenkel, 1989). Finally, Healy (1985) introduced discretionary accruals as a new proxy for earnings management which later was widely applied in measuring earnings management. However, the expected level of non-discretionary accruals is assumed to be zero and total accruals are used as a substitute of discretionary accruals. Kaplan (1985) pointed out those non-discretionary accruals are unlikely to be zero as working capital accounts fluctuate with the changing economic conditions of the firm. The substitution of total accruals for discretionary accruals makes the results of Healy’s empirical tests difficult to interpret.

Gaver, Gaver and Austin (1995) extended Healy’s work. The principle difference between the two studies is that Healy (1985) used total accruals while Gaver et al. used Modified Jones Model and Industry Index Model to estimate discretionary accruals. Using updated data with 837 firm-years covering the period from 1980 to 1990, Gaver et al. found that when earnings before discretionary accruals fall below the lower bound, managers appear to exercise positive discretionary accruals. Hence, Gaver et al. believed that their results were more consistent with the income smoothing hypothesis than with Healy’s bonus hypothesis.

Holthausen, Larcker and Sloan (1995) also extended Healy’s work. These two studies have two essential differences. First, Healy (1985) made inferences about CEO incentives based on funding formulas while Holthausen et al. used a budget-based compensation scheme. Unlike funding formulas, a budget-based compensation scheme clearly defines minimum, target, and maximum bonus payments at the beginning of the year and thus allows authors to directly determine whether CEOs are below the lower bound, above the upper bound, or in between the lower and upper bound. This budget-based compensation scheme hence provides a direct linkage between the financial performance of the firm and the annual bonus earned by an executive. Second, Healy made predictions about earnings management based on ex ante earnings before discretionary accruals.


In contrast, Holthausen et al. (1995) replaced earnings before discretionary accruals with an ex post actual bonus. They predicted that managers have an incentive to select income-decreasing discretionary accruals if the actual bonus is below (above) the lower (upper) bound; while managers have an incentive to select income-increasing accruals if the actual bonus is between the lower and upper bounds. Their approach is ex post and called as fixed-target hypothesis. Using confidential compensation data with 443 firm-year observations provided by two different human resources consulting firms that covered periods of 1982 to 1984 and 1987 to 1991, Holthausen et al. estimated discretionary accruals from the Modified Jones Model. The results from t-tests and chi-square tests show a downward earnings manipulation at the upper bound relative to those between the lower and upper bound. However, results do not support that managers manipulate earnings downwards when compensations are below the lower bound of their contract.

Guidry, Leone and Rock (1999) tested the bonus maximisation hypothesis at the business unit level for a multinational conglomerate. Using 117 different U.S. business units and 179 business-unit-years observations over the 1994–1995 time periods, they documented that business-unit managers manipulated earnings in order to maximise their short-term bonus plans. Given that incentives of individual managers may differ from one business unit to the other, income-increasing discretionary accruals in one business unit can offset income-decreasing discretionary accruals in another business unit. The investigation of business-unit level increases the probability for earnings management behaviour to be detected. Thus, this examination of earnings management at business-unit level was innovative. In all, the focus of above studies is on whether discretionary accruals are consistent with the incentive provided by bonus plans. In the examination, they used discretionary accruals but not accounting choices as proxies for earnings management; they used bonus plan but not the actual compensation paid.

ACTUAL CASH COMPENSATION AND BONUS

Recently studies began to investigate the effect of discretionary accruals on actual compensation paid. Using 3,439 firm-years observations from Compustat between 1980 and 1993, Balsam (1998) found that cash flows, discretionary accruals, and non-discretionary accruals are all significant determinants of CEO cash compensation; discretionary accruals receive less weight than other earnings components in the compensation function since they are subject to management manipulation. Furthermore, managers use income-increasing discretionary accruals to increase compensation. The significant positive coefficient on this variable reveals that positive discretionary accruals are given more emphasis in compensation decisions than negative discretionary accruals. In addition, the association between discretionary accruals and CEO cash compensation varies depending on the circumstance of the firm. The circumstance is defined as whether positive discretionary accruals are used to achieve earnings benchmarks: (1) report profits; (2) report income increases; (3) report income increases plus a drift factor.3 The compensation committees can distinguish between the components of earning and reward managers when their discretionary behaviour achieves the firms’ goals.

Shuto (2007) examined the effects of discretionary accruals and extraordinary items on Japanese executive compensation. In Japan, executive compensation is not publicly available and only the total amount of compensation paid to all directors is disclosed. Shuto used the total cash compensation data (the sum of salary and bonus) of the board of directors as a proxy for executive compensation and discretionary accruals were estimated from the Cash Flow Modified Jones model (Kasznik, 1999). Using a large sample of 16,368 firm-year observations from the period between 1991 and 2000, Shuto first analysed the relation between earnings components and executive compensation and found that non-discretionary earnings components are more value-relevant than discretionary components and shareholders are in favour of these more value-relevant earnings components in evaluating executive compensation. Moreover, this study found that managers who do not receive any bonus are more likely to exercise income-decreasing discretionary accruals and extraordinary items. Shuto interpreted this finding as evidence that managers engage in “big bath” earnings management when there is no bonus rewarded. Both Balsam (1998) and Shuto (2007) argued that the association between discretionary accruals and executive compensation varies depending on the circumstances of a firm; the latter study examined two other circumstances: (1) when firm managers use unusually high (low) discretionary accruals to increase (decrease) income; (2) when firm managers use discretionary accruals to smooth income. The results from the Vuong (1989) test4 suggested that shareholders should distinguish between the components of earnings and rewards managers when they smooth income to beat earnings target.

While beating relevant earnings benchmarks is found to be a circumstance under which managers will exercise positive discretionary accruals to maximize their compensation, neither study further explored the effects of missing earnings benchmarks on the CEO’s compensation. Matsunaga and Park (2001) filled this gap by pointing out that CEO compensation would be reduced when a firm misses an earnings benchmark because the compensation committee may view this as a signal of poor management performance. Three earnings benchmarks were tested: (1) quarterly consensus analyst forecast; (2) the earnings for the same quarter of the previous year; and (3) zero profit. Using 3,651 firm-year observations from 1993 to 1997, results showed significantly negative associations between the change in CEO cash bonuses and earnings below consensus analysts’ forecasts and prior year earnings. Moreover, the Wald tests report the negative coefficient is significantly stronger when a firm misses the prior year’s earnings more frequently, suggesting an incremental penalty on executives’ compensation if the firm misses earnings benchmark more frequently. Although Matsunaga and Park’s study did not involve the estimation of discretionary accruals, it has implications for studies of earnings management and executive compensation. Earnings benchmarks create incentives for managers to engage in earnings management as managers are penalised for lower bonuses when they missed earnings benchmarks.

EQUITY-BASED COMPENSATION INCENTIVES

Modern corporations adopt various mechanisms to align managers’ incentives with those of shareholders. A contemporary executive compensation package mainly contains five components, base salary, annual bonus, stock options, stock grants, and long-term incentive plans (Murphy, 1999). As different form of compensation may have different risk and incentive profiles (Anderson, Banker, & Ravindran, 2000), recent compensation related earnings management studies considered the interplay between the compensation components and their different incentives that may cause earnings management. Further, there has been a large increase in the level of CEO pay since 1980 and this growth has been driven drastically by the substantial increase in stock-option grants (Hall & Liebman, 2000). By tying executive pay to stock price outcomes, equity-based compensation encourages managers to make operating and investing decisions that maximise shareholder wealth. However, researchers suggest that tying management compensation to the stock price may bring a new set of problems. For example, CEOs who have high levels of option and stock holdings are found to manipulate earnings in order to increase their own utility at the expense of shareholders, which contrary to the designed incentive effects of equity compensation.

Gao and Shrieves (2002) investigated whether the five separate compensation—salary, bonus, options, restricted stock, and long-term incentive plans—embody different incentives for earnings management. They suggested that the non-linear payoffs from the stock options and bonus component of compensation create managerial incentives to exploit earnings manipulation to the large extent. Compared to options, restricted stocks create less incentive for earnings management because restricted stocks have linear payoffs based on stock price movements. With base salary, a manager who receives a fixed salary would have an incentive to reduce earnings management behaviour since earnings management behaviour is costly, with the costs of losing reputation, losing job, and increasing litigation risk. Finally, long-term incentive plans are compensated at a firm’s long term performance, usually three to five years. Given the mean-reverting property of accruals, managers are likely to mitigate incentives to manage earnings. Results from empirical analysis are generally consistent with the predication. Bonus and option compensation are positively and significantly related to discretionary accruals while salary is significantly negatively associated with discretionary accruals. Restricted stocks are weakly associated with discretionary accruals with a positive sign. Long-term incentive plans are not associated with discretionary accruals. Moreover, they show that the relationship between compensation components and earnings management is conditional on proximity of pre-managed earnings to an earnings benchmark, the closer the level of pre-managed earnings to earnings benchmarks (zero earnings and prior year’s earnings), the more likely that managers engage in earnings management.

Cheng and Warfield (2005) investigated five elements of executive equity incentives: option grants, unexercisable options, exercisable options, restricted stock grants, and stock ownership. They found that CEOs are more likely to sell shares in the year after earnings announcements when they have high unexercisable options or stock ownership. Moreover, the probability of earnings management is also higher for CEOs with high unexercisable options and ownership, and they tend to increase stock sales after earnings management. The underlying logic is that CEOs who are compensated heavily by equities tend to sell their shares in the future in order to reduce the risk exposure for holding them. Such trading behaviour induces earnings management to take place in an attempt to increase the price of the shares to be sold. Without estimating discretionary accruals, Cheng and Warfield used the probability of meeting or just beating analyst’s forecasts as proxy for earnings management and quantified that earnings management will be increased by 16.3% for every one standard deviation increase in unexercisable options. Likewise, for every one standard deviation increase in managerial ownership, earnings management will increase by 30.5%.

Ke (2001) linked beating profits and last year’s earnings behaviour with CEOs’ compensation and pointed out that CEO compensation incentives formed one set of economic determinants of benchmark beating behaviour. Using a sample of ExecuComp 1,311 publicly traded firms with 18,623 quarterly data during 1992 to 1998, the study showed that the probability of reporting small earnings increases is higher for CEOs with high equity-based compensation (measured by stock options and direct stock ownership), low future growth opportunities, low analysts pressure and low debt covenant constraints. Moreover, the duration of consecutive earnings increases is longer for CEOs with high equity-based compensation and bonus, low future growth opportunities, and low debt covenant constraints. Hence, Ke (2001) suggested that CEO compensation incentives, especially equity incentive, are important determinants of benchmark beating behaviour. Baker, Collins and Austin (2003) suggested if managers are rewarded with large portion of options relative to other forms of compensation, one way they could increase the value of the options would be to take actions to reduce the exercise price. This lower exercise price increases the likelihood that options would be “in the money” in the future. They found firms that compensate their executive with greater shares of options relative to other forms of pay manage earnings downwards through negative discretionary accruals before the award date to reduce reported earnings and thus reduce the exercise price.

Bergstresser and Philippon (2006) found that option holdings, option exercises and other insiders sell stocks that are associated with discretionary accruals. They suggested that stock and option holdings create strong incentives for CEOs to manipulate earnings upward. McAnally, Srivastava and Weaver (2008) reported that managers with larger option grants are more likely to miss earnings benchmarks by reporting small losses and small year-over-year earnings declines. As missing an earnings benchmark can lead to stock price decline which gives CEOs a lower strike price on option grants, they suggested that option grants create strong incentives for CEOs to miss earnings benchmarks via downward earnings management. The executive compensation incentives have not yet been well examined in the Australian context. Balachandran, Chalmers and Haman (2008) found that Australian managers with option holdings use two mechanisms (discretionary current accruals and on-market buyback announcements) to drive up share prices. However, other forms of executive compensation, such as salary, bonus, and shares are not examined. Also, they focus on on-market share buyback firms only with a small sample size of 138 firms. This may limit the generalisability of the findings.


CONCLUDING REMARKS

In theory, a link between a CEO’s compensation and a firm performance will promote better incentive alignment and higher firm values (Jensen & Meckling, 1976). However, executive compensation contract is an incentive where opportunistic earnings management behaviour is likely to be detected since CEOs are expected to have incentives to manipulate earnings if executive compensation is strongly linked to performance. A substantial literature has emerged to test the relationship between executive compensation and earnings management and has documented that compensation contracts create strong incentives for earnings management. This study takes a comprehensive view of the compensation contract and provides insight summary on executive compensation and earnings management. When earnings management is driven by opportunistic management incentives, firms will ultimately pay a price and its negative impact on shareholders is economically significant. This study will contribute to investors since rational investors make investment decision primarily based on the prediction of firms’ future performance and such prediction is largely influenced by current reported earnings.

NOTES

1.    The lower bound, usually defined as invested capital, is the threshold that net income must exceed before a bonus can be earned. The upper bound, often defined as a percentage of cash dividend paid out or a maximum percentage of invested capital, limits the maximum bonus that can be rewarded.

2.    The sum of the proxy variables (earnings before discretionary accruals and discretionary accruals) are constrained to equal the sum of the measured variables (cash flows and total accruals) by the accounting earnings identity where accounting earnings = cash flows + total accruals; also, accounting earnings = earnings before discretionary accruals + discretionary accruals.

3.    Two drift factors are used, the first being the change in the consumer price index, and the second being the average growth in income over the previous five years

4.    Vuong (1989) test is designed to compare the explanatory power of the two competing models by computing the ratio of adjusted R-square of two competing models. Shuto (2007) used this test to imply that Net Income explains significantly more of the variation in Bonus than Non-discretionary Earnings.
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APPENDIX
Review of Empirical Studies on Executive Compensation and Earnings Management
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