
[image: Cover Image]



 

 

 

 

 

 

 

Governance Structure, Ownership Structure, and Earnings Predictability: Malaysian Evidence

Redhwan Ahmed al-Dhamari and Ku Nor Izah Ku Ismail

Time-Varying Market, Interest Rate, and Exchange Rate Risks of Thai Commercial Banks

Pariyada Sukcharoensin

Internet Technologies Usage By Audit Firms in Malaysia

Phua Lian Kee, Siti Nabiha Abd. Khalid, Chee Hong Kok, Adeline Lau and Cheng Chai Yu

Agency Costs and The Long-Run Performance of Debt Issuers

Yusnidah Ibrahim, Md Mohan Uddin, Kamarun Nisham Taufil Mohd and Mohd Sobri Minai

The Impact of Risk Report Formats on Investment Analyst Decisions: An Experimental Case from Indonesia

Negina Kencono Putri and Triani Arofah

Flipping Activity and Subsequent Aftermarket Trading in Malaysian Initial Public Offerings (ipos)

Ruzita Abdul Rahim, Ros Zam Zam Sapian, Othman Yong and Noor Azryani Auzairy

Family Ownership, Related-Party Transactions and Earnings Quality

Sa’adiah Munir, Norman Mohd Saleh, Romlah Jaffar and Puan Yatim






ASIAN ACADEMY of MANAGEMENT JOURNAL of ACCOUNTING and FINANCE



GOVERNANCE STRUCTURE, OWNERSHIP STRUCTURE AND EARNINGS PREDICTABILITY: MALAYSIAN EVIDENCE

Redhwan Ahmed al-Dhamari* and Ku Nor Izah Ku Ismail

College of Business, Universiti Utara Malaysia, 06010 UUM Sintok, Kedah

*Corresponding author: redwan_damari@yahoo.com

© Asian Academy of Management and Penerbit Universiti Sains Malaysia, 2013

ABSTRACT

This study is distinct from prior research focusing mainly on the relationship of corporate governance mechanisms to earnings management or earnings informativeness because it examines the associations between governance structure, ownership structure, and earnings predictability. Using a sample of 330 firms for the period of 2008 through 2009, the findings reveal that the predictive ability of earnings is high when firms have small boards, an independent chairperson, and high shareholding by institutions. However, in contradiction to our expectation is the significant but negative effect of board independence on earnings predictability. The results also demonstrate that investors do not perceive independent audit committees, more active audit committees, competent audit committees, and a high shareholding of management as good indicators of earnings numbers with a high predictive value.
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INTRODUCTION

One of the main objectives of financial reporting systems is to provide investors, creditors, and all interested parties with relevant information to assist them in valuing a firm and evaluating managerial performance (Yuan & Jiang, 2010). As part of accounting information, earnings numbers should have qualitative characteristics to assist investors and other users of earnings information in their decision making processes (Financial Accounting Standard Board (FASB), 1980). Relevance and reliability are viewed as the two principle qualitative characteristics of earnings numbers. To be relevant, among other things, earnings numbers must have predictive value (FASB, 1980).


In agency theory, strong governance mechanisms are expected to increase the veracity of financial reports and, hence, enhance the quality of reported earnings to financial information users (Jensen & Meckling, 1976). However, the occurrence of financial reporting scandals has contributed to the loss of investors’ confidence in the ability of governance mechanisms to improve the quality of earnings information (Hashim & Devi, 2007). Because investors need unbiased earnings information to estimate future cash flows, the scandals have made corporate governance reforms more essential and highlighted the crucial need for firms to enhance the quality of reported earnings.

The purpose of this study is to examine the possible effect of governance and ownership structures on earnings predictability in Malaysia after the amended listing requirements were made effective in 2008. Since the year 2008, the institutional environment in Malaysia has witnessed two important requirements: Malaysian publicly listed firms are required to have an audit committee whose members are non-executives and at least two-thirds of whom are independent. Moreover, the members should be financially literate and at least one of them should be a member of an accounting association or body (Revised Malaysian Code on Corporate Governance (MCCG), 2007).

Several aspects distinguish this study. First, this study provides empirical evidence consistent with agency theory predictions with regard to board size, board leadership, and institutional ownership in a legal and regulatory environment that is different from those in the US and Western countries. Second, most extant research employs either earnings management or earnings informativeness as a proxy for earnings quality to investigate the relationship between corporate governance and the reporting quality of earnings numbers. The authors extend such research by linking the corporate governance mechanisms of Malaysian listed firms to the predictive nature of earnings numbers. Third, related studies only examine the effect of institutional ownership (Velury & Jenkins, 2006), corporate citizenship (Laksmana & Yang, 2009), board characteristics (Mashayekhi & Bazaz, 2010), or gender diversity (Ye, Zhang, & Rezaee, 2010) on earnings predictability. Given the importance of corporate governance mechanisms in enhancing earnings quality, the authors extend these empirical works by regressing several governance and ownership variables on earnings predictability to provide a better understanding of the predictive nature of earnings under different governance and ownership structures. Finally, most prior research conducted in Malaysia has focused mainly on whether the board chairman is also the CEO when measuring the relationship between board leadership and the quality of financial reports. The authors try to take the research a step forward by using chairman independence as a proxy for board leadership.


The rest of this paper is organised as follows. The next section reviews the literature and develops the hypotheses. Then, this paper explains the research design and sample selection procedure. The next section describes the variables tested in the analysis and presents the empirical results of the paper, and this is followed by a brief summary and conclusion the last section.

LITERATURE REVIEW AND HYPOTHESES DEVELOPMENT

Previous Research

Earnings quality is an unobservable variable. As a result, different proxies have been used by academic researchers to infer earnings quality. These proxies include persistence, accrual quality, predictability, smoothness, timeliness, informativeness, and conservatism (Francis, LaFond, Olsson, & Schipper, 2004). As one of these proxies, earnings predictability refers to the extent to which investors can predict the future earnings and/or future cash flows of a firm. Financial reports are designed to provide relevant information for all users of accounting information, including investors. Investors use earnings information to analyse a particular firm’s current performance and estimate its future prospects. Therefore, earnings numbers are viewed as high quality when they enable investors to better estimate a firm’s future prospects (Hussainey, 2009). Moreover, the importance of the predictive nature of accounting earnings is manifested when taking into consideration, for instance, the use of accounting earnings in valuating a firm’s equity, which requires investors to anticipate the firm’s expected future cash flows (Velury & Jenkins, 2006).

It is believed that corporate governance mechanisms help align the interests of managers with those of shareholders, reduce agency costs, increase the veracity of accounting and financial information, and ensure the integrity of the financial reporting process (Cohen, Dey, & Lys, 2005; Hashim & Devi, 2007). These mechanisms are broadly categorised by researchers into internal and external mechanisms. Whereas the internal mechanisms include the board of directors, executive compensation, and managerial ownership, the external mechanisms are the threat of takeover, shareholding by outside blockholders, shareholding by institutions, and the legal system (Rahman, 2009).

As one of the internal mechanisms, the board of directors is expected to monitor and control the behaviour of managers to ensure they act on the shareholders’ behalf and protect shareholder investments (Hendry & Kiel, 2004). To be effective, the Cadbury Committee Report (1992) recommends the board be comprised of a majority of independent directors, who are likely to bring independent judgments. Furthermore, Bursa Malaysia requires listed firms to have at least two directors or one-third of their board size be independent directors. Independent directors effectively monitor firm activities, constrain managerial self-interest behaviour, and reduce agency costs stemming from divergence in the interests of managers and shareholders (Fama & Jensen, 1983; Jensen & Meckling, 1976). Aligning the interests of the two parties and reducing agency costs should have many desirable consequences. One of these consequences is the enhancement in the ability of earnings to predict future cash flow.

Considerable attention has been given to the role of independent directors in curbing earnings management activities and increasing the usefulness of earnings to interested parties. For example, by using earnings management as a proxy for earnings quality, Firth, Fung and Rui (2007), Johari, Saleh, Jaffar and Hassan (2008), Kang and Kim (2012), Sahlan (2011), and Wang and Campbell (2012) document a lesser likelihood of earnings management when the proportion of independent directors is high. Moreover, Anderson, Gillan and Deli (2003), Cho and Rui (2009), Dimitropoulos and Asteriou (2010), Niu (2006), and Petra (2007) find that the informativeness of earnings improves as the proportion of independent directors increases.

In addition to independence, board size is another factor that influences the effectiveness of board oversight duties. Small boards are favoured due to them being easier to ordinate, quicker in making decisions, less likely to have free-rider problems, and less likely to oppose innovation (Dimitropoulos & Asteriou, 2010; Gulzar & Wang, 2011; Mohamad, Rashid, & Shawtari, 2012). They also facilitate the influential exchange of ideas between a firm and its directors and mitigate the coalition costs among board members (Vafeas, 2000). Kang and Kim (2012) and Rahman and Ali (2006) note that large boards, relative to small boards, are less effective in reducing managerial manipulation of earnings numbers and enhancing earnings quality. Moreover, Cho and Rui (2009) and Vafeas (2000) find that the earnings numbers of firms with small boards are more informative.

The Chief Executive Officer (CEO) arguably increases his personal utilities in lieu of shareholders’ wealth and dominates other directors in the decision-making process when he holds the board chairman position, which is called CEO duality (Jensen, 1993; Liu, 2012; Ponnu, 2008). In the earnings informativeness literature, academic researchers empirically document a deterioration in the usefulness of earnings numbers when vesting the two powers of chairperson and CEO to one individual (e.g., Anderson et al., 2003; Firth et al., 2007; Gul & Lai, 2002). Moreover, Gulzar and Wang (2011); Prencipe and Bar-Yosef (2011); and Saleh, Iskandar, and Rahmat (2005) conclude that combining the two roles (i.e., chairperson and CEO) exacerbates the potential for earnings management by firm managers, thus impairing the quality of reported earnings. The Malaysian Financial Committee on Corporate Governance (FCCG) recommends that the role of chairman be separated from that of CEO. If the two roles are combined, strong independent elements must be presented. Given that the majority of publicly listed firms in Malaysia complied with the recommendation of the role separation, rather than CEO duality, the authors examine whether the presence of an independent chairman will lead to earnings numbers with high predictive value.1

In addition to the board of directors, the Cadbury Report (Cadbury Committee Report, 1992) recommends that all listed firms establish an audit committee comprised solely of non-executive members. To increase the veracity of the external audit process and hence improve the accuracy of a firm’s financial reports, Anderson et al. (2003) assert that audit committee members must be completely independent from the firm management. In contrast to non-independent members, it is believed that independent members have greater incentive to pursue good corporate governance and behave in a way consistent with shareholders’ interests (Mohamad et al., 2012; Sori, Hamid, Nasir, Yusoff, Hashim, & Said, 2008). These assertions are in agreement with the stream of research that documents that firms with a greater number of independent members serving on the audit committee produce informative earnings numbers (Anderson et al., 2003; Bryan, Liu, & Tiras, 2004; Chang & Sun, 2009; Siagian & Tresnaningsih, 2011). They are also in line with the literature that finds fewer earnings management activities when there is a high percentage of independent audit committee members (Bradbury, Mak, & Tan, 2006; Chtourou, Bédard, & Courteau, 2001).

It is postulated that the independence of the audit committee will not lead to high quality earnings unless the committee is active (Chtourou et al., 2001; Lin, Hutchinson, & Percy, 2009). Furthermore, to be effective in overseeing the financial reporting process and internal control, the Blue Ribbon Committee (1999) suggests that audit committees hold frequent meetings for their members. Consistent with this notion, Anderson et al. (2003) and Firth et al. (2007) provide evidence that firms whose audit committees hold frequent meetings report informative earnings numbers. Additionally, Chtourou et al. (2001) find that audit committees whose members meet regularly reduce the management’s ability to manipulate earnings and therefore enhance earnings quality.

In addition to promoting independence and activity, an audit committee whose members are competent and qualified is expected to be more active in overseeing the process of financial reporting and internal controls (Blue Ribbon Committee, 1999). It is believed that audit committee members with extensive accounting backgrounds are the most likely to understand accounting figures
, effectively communicate with managers and external auditors, and enhance the ability of the audit committee to constrain the opportunistic propensity of the management with regard to earnings information (Chang & Sun, 2010, Mohamad et al., 2012). Bryan et al. (2004); Chang and Sun (2010); and Hossain, Mitra, Rezaee, and Sarath (2011) find that audit committee members with financial expertise and accounting experience are more likely to detect the opportunistic behaviour of earnings management and improve the quality of financial reporting. Davidson, Xie, and Xu (2004) note a stock price increase for firms whose audit committees have financial expertise and accounting experience.

It is argued that in addition to being sophisticated, institutional investors are capable monitors as well (Velury & Jenkins, 2006). In the active monitoring hypothesis, institutional investors with large shareholdings are viewed as long-term investors who have an incentive and motivation to closely monitor and control management activities (Jung & Kwon, 2002). In addition, these investors are capable of gathering and interpreting financial statements and detecting deliberate misstatements by top managers (Chung, Firth, & Kim, 2005; Velury & Jenkins, 2006). In tandem with this notion, earnings informativeness studies provide evidence of an association between informative earnings numbers and a high equity ownership by institutional investors (Jung & Kown, 2002; Korczak & Korczak, 2009; Sarikhani & Ebrahimi, 2011; Velury & Jenkins, 2006). Park and Shin (2004) note that the presence of financial intermediaries and active institutional shareholders on the board of directors reduce the probability of engaging in income-increasing discretionary accruals by controlling shareholders when unmanaged earnings are below the target. Similarly, Koh (2007) find that long-term institutions monitor the opportunistic actions of managers in firms with the motivation of manipulating earnings to meet or beat earnings benchmarks.

In addition to institutional ownership, managerial ownership is considered an important device of ownership structures for mitigating the conflict between managers and shareholders (Gulzar & Wang, 2011; Liu, 2012). Moreover, having firm managers have a large stake of shares would diminish the managers-shareholders moral hazard problem and reduce the probability of managers engaging in non-optimal activities (Jensen & Meckling, 1976). As the conflict between the two parties is removed, information asymmetry would decline and the quality of financial statements would improve (Warfield, Wild, & Wild, 1995). Consistent with these assertions, academic researchers provide evidence of less earnings management activities when managers hold more shares in a firm (Bradbury et al., 2006; Saleh et al., 2005). Vafeas (2000) concludes that firms whose insiders own a large stake of shares exhibit a high quality of earnings information. Correspondingly, Zhao, Davis, and Zhou (2008) note that the likelihood of reporting informative earnings numbers increases with high managerial ownership of equity.


Hypotheses Development

On the basis of the previous research discussed above, the authors test the following hypotheses to answer the question of whether the presence of an effective governance structure and ownership structure will lead to earnings numbers with high predictability:



	H1:
	Board independence is positively related to earnings predictability.



	H2:
	Board size is negatively related to earnings predictability.



	H3:
	Board leadership is positively related to earnings predictability.



	H4:
	Audit committee independence is positively related to earnings predictability.



	H5:
	The frequency of audit committee meetings is positively related to earnings predictability.



	H6:
	The competency of the audit committee is positively related to earnings predictability.



	H7:
	Institutional ownership is positively related to earnings predictability.



	H8:
	Managerial ownership is positively related to earnings predictability.




RESEARCH DESIGN

Sample Selection

This study consists of all firms listed on the Main and Second Board of Bursa Malaysia with information available on all corporate governance and financial variables of interest for the two years 2008 and 2009. Following earnings quality studies, financial and unit trusts firms are excluded from our sample due their different financial reports and being more regulated. Moreover, this study eliminates companies with other than 31 December fiscal year end to increase the homogeneity of the sample. This leaves us with a final sample of 660 observations for 330 companies across two years. The authors transform variables with extreme values to mitigate the possible influence of outliers on the estimate of coefficients (Tabachnick & Fidell, 1996)2. Table 1 summarises and presents the sample selection procedure whilst Table 2 shows the distribution of sample firms according to industrial classification.


Table 1

Sample selection procedure



	Criteria

	No. of firm-years




	All companies listed on the Main and Second Board of Bursa Malaysia at 31 December 2010.
	1854




	Less
	



	Financial companies.
	(392)




	Companies with no 31 December fiscal year end.
	(702)




	Companies with insufficient financial data.
	(50)




	Companies with insufficient corporate governance data.
	(50)




	Final sample
	660






Table 2

Distribution of the sample firms



	No.

	Sector

	No.of companies

	Percentage (%)




	1

	Consumer product
	120

	18




	2

	Industrial products
	254

	38




	3

	Construction
	32

	5




	4

	Trading/services
	154

	24




	5

	Properties
	12

	2




	6

	Plantation
	40

	6




	7

	Technology
	20

	3




	8

	Hotels
	19

	3




	9

	Mining
	9

	1




	
	Total
	660

	100





Model Specification and Estimation

The predictability of earnings reflects the ability of investors to estimate future cash flows. The significance of the predictive value of earnings figures appears in the use of accounting numbers in equity valuation, which requires the anticipation of expected future cash flows (Velury & Jenkins, 2006). Moreover, because the discounted present value of future cash flows is used by investors to value a particular firm, a strong future cash flows-current earnings relation can help investors assess the valuation of a firm via current earnings numbers (Ye et al., 2010). Recently, a number of studies have introduced earnings predictability as a proxy for earnings quality (e.g., Atwood, Drake, & Myers; 2010; Velury & Jenkins, 2006; Ye et al., 2010). In the studies, earnings numbers are considered high quality if they enable investors to anticipate the firm’s future prospects. Earnings predictability is tested using the slope coefficient from a baseline regression between future cash flows and current earnings that captures the ability of earnings numbers to predict future cash flows. The baseline earnings predictability model is presented as follows:

[image: art]

where CFOit + 1 is cash flows from operation for firm i in year t + 1 divided by the beginning of total assets. EARNit is net income before extraordinary items for firm i in year t divided by the beginning of total assets. A positive and significant sign for β1 implies more predictive earnings, whereas a negative and significant sign for β1 implies less predictive earnings.

To test whether governance and ownership structures influence earnings predictability, this study extends the baseline regression by adding six governance variables (i.e., board independence, board size, board leadership, audit committee independence, audit committee meetings, and audit committee competency) and two ownership variables (i.e., institutional and managerial ownership) to Equation 1. The authors interact each one of these variables with current earnings to empirically examine the incremental effect of the variables on the relationship between current earnings and future cash flows. The pooled cross-sectional model is presented as follows:
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where for each firm (i) and each year (t), BDIND is board independence, BDSIZE is board size, CHIND is board leadership, ACIND is audit committee independence, ACMEETING is audit committee meetings, ACQLFD is audit committee competency, IOWN is institutional ownership, MOWN is managerial ownership, SIZE is firm size, DEBT is firm debt, LOSS is firm loss, YEAR is year fixed effect, and other variables are previously defined.

With respect to the above model, one-year-ahead operating cash flows (CFOit+1) is the dependent variable, and the experimental variables are the interaction of current earnings (EARNit) with characteristics of the board of directors, characteristics of the audit committee, and the ownership structure. Given that earnings predictability is not only influenced by governance and ownership structures, three control variables, namely, debt, size, and loss, are introduced into the model to isolate the possible effect of corporate governance variables on the predictive ability of earnings. Based on research on earnings quality (see among others Boubaker & Sami, 2011; Chang & Sun, 2010; Ghosh & Moon, 2010; Korczak & Korczak, 2009), the authors combine these control variables with current earnings to assess whether the coefficient of current earnings is higher or lower due to a control variable effect.3

With the exception of β3, which is estimated to have a significant and negative value, the estimated coefficients on β2, β4, β5, β6, β7, β8, and β9 are expected to be significant and positive. The positive and significant coefficients indicate that firms with independent boards, independent chairmen, independent audit committees, active audit committees, competent audit committees, high shareholding by institutions, and high shareholding by executive directors are more likely to report highly predictive earnings. By contrast, the negative coefficient implies that the earnings numbers of firms with large boards are not expected to have the ability to predict future cash flows. The authors test for heteroskedasticity using the White Test. The results of the test indicate a heteroskedasticity problem in our model. To address this problem, the authors adopt the Estimated Generalised Least Squares (EGLS) regression suggested by Wooldridge (2003).

Measurements of Variables

Earnings quality researchers have viewed earnings predictability as an imperative measure of earnings quality. Following Atwood et al. (2010), Velury and Jenkins (2006), and Ye et al. (2010), the authors measure earnings predictability as the slope coefficient from a regression of one-year-ahead operating cash flows (CFOit+1) on current earnings (EARNit). The authors also expect the estimated coefficient on β1 to be positive and significant (see Equation 1). The positive and significant coefficient implies earnings of high predictability.

There are three types of board compositions in Malaysia: independent non-executive directors, non-independent non-executive directors, and executive directors. Contrary to executives, independent directors are directors who are not officers of a firm and are independent of both the management and the controlling shareholders. Non-executive directors (gray directors) are directors who do not have any executive responsibilities in a firm but own stock in the firm or related firms (Malaysian Code on Corporate Governance, 2000). Because non-independent non-executive directors are not viewed completely as independent directors, the authors measure board independence (BDIND) as the proportion of independent directors to the total number of directors on a board.

In accordance with Anderson et al. (2003), Dimitropoulos and Asteriou (2010), Firth et al. (2007), and Vafeas (2000), the authors proxy board size (BDSIZE) as the total number of directors on the board. Unlike previous studies that were focused mainly on whether the CEO and board chairman positions are occupied by one person, the authors use the independency of the board chairman as a broader measurement of board leadership. Specifically, the authors use a binary variable, which takes the value of 1 when the board chairman is an independent director to represent board leadership (CHIND) (and 0 otherwise). This measurement is based on the premise that in addition to the ideal chairman not being a current or former CEO of the firm he must also be independent from the firm’s management (Carrott, 2008; Felton & Wong, 2004). Moreover, it is argued that the independence of the chairman enables the board to discharge its oversight duties, particularly with regard to the CEO (Jensen, 1993).

The new regulation requires Malaysian publicly listed firms to have an audit committee with members who are non-executives and at least two-thirds of whom are independent (Revised MCCG, 2007). Given that, under this amended listing requirement, all audit committee directors are non-executives, the authors measure audit committee independence (ACIND) as the proportion of independent directors to the total number of directors on an audit committee. In accordance with Bryan et al. (2004) and Rahman and Ali (2006), the authors use the number of audit committee meetings held annually as a proxy for audit committee meetings (ACMEETING). Under the new regulations, Malaysian firms are required to have at least one audit committee member who is a member of an accounting association or body (Revised MCCG, 2007). The authors, therefore, use the proportion of audit committee directors who are members of an accounting association or body to the total number of directors serving on the audit committee as a proxy for audit committee competence (ACQLFD).

Wahab, How and Verhouven (2007) argue that the equity ownership of the five largest institutional investors4 amounts to 70% of the total institutional shareholdings in public firms listed on the Main Board of Bursa Malaysia. As such, the authors measure institutional ownership (IOWN) as a continuous variable representing the proportion of the five largest institutional investors’ ownership of shares to the total number of shares issued. It is argued that executive directors have the power to control most decisions in their firms (Saleh, Rahman, & Hassan, 2009, Velury & Jenkins, 2006). Therefore, the authors use the proportion of direct equity ownership by executive directors to the total number of shares issued to represent managerial ownership (MOWN). This measurement has also been adopted by other recent Malaysian studies (e.g., Wahab, How, & Verhoeven, 2008; Wahab, Haron, Lok, & Yahya, 2011).

The earnings numbers of larger firms are expected to have the ability to predict future earnings and cash flows because large firms are usually subjected to scrutiny by financial analysts and to market views. The authors use the natural log of the book value of the total assets of the firm to measure the firm’s size (SIZE). The authors also expect a positive relationship between firm size and earnings predictability. Leverage is representative of debt riskiness or default risk, which might deteriorate the predictive ability of earnings numbers. In light of the debt covenant hypothesis, the managers in firms that are close to violating their debt covenants are the most likely to adopt an income-increasing discretionary accruals method to avoid debt covenant violation (Sweeney, 1994; Watts & Zimmerman, 1978). Accordingly, the authors expect debt (DEBT) to have a negative relationship with earnings predictability. The authors also measure debt by dividing the long-term debt by the total assets.

The managers of loss-making firms perceive that their compensation for running the firms depends on the earnings figures reported by them. Therefore, they are expected to manage earnings numbers opportunistically to avoid reporting negative earnings, which might affect their remuneration value. Involvement in non-ethical earnings management activities would definitely deteriorate investors’ ability to predict future cash flows. The authors use a binary variable that takes the value of 1 for loss-making firms and 0 for other firms as a proxy for loss (LOSS). In addition, the authors expect a negative relationship between loss and earnings predictability. Finally, a year dummy variable (YEAR) is used to capture the fixed year effect. A binary variable with a value of 1 for 2008 and 0 for 2009 is used to represent the year dummy variable. However, the authors make no predictions for this variable.

RESULTS

Descriptive Statistics

Table 3 presents the descriptive statistics of the continuous variables, whereas the distribution of companies with board leadership and LOSS is reported in Table 4. The means of one-year-ahead operating cash flows (CFOt+1) and current net income (EARNit) are found to be 6.7% and 3.4% of total assets, respectively. The minimum and maximum values of board independence (BDIND) are 16.7% and 85.7%, respectively. On average, most sample firms have approximately 44% independent directors. Although the one-third requirement is achieved, the mean of 44% indicates that insiders dominate the board composition of firms in Malaysia. The mean board size (BDSIZE) is eight directors, with a minimum of 4 and a maximum of 17. This average is within the range recommended by Jensen (1993) and Lipton and Lorsch (1992) for an effective board. On average, 34% of sample firms have independent chairmen (CHIND).


Table 3

Descriptive statistics for continuous variables
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Notes: CFOit+1: one-year-ahead operating cash flows scaled by the beginning of total assets; EARNit: current earnings scaled by the beginning of total assets; BDIND: the percentage of independent non-executives directors on the board; BDSIZE: total number of directors on the board; ACIND: the percentage of independent members on audit committee; ACMEETING: number of audit committee meetings; ACQLFD: the percentage of competent members on audit committee; IOWN: the percentage of the five largest institutional investors ownership; MOWN: the percentage of executives direct ownership; SIZE: total assets; DEBT: dept to total assets ratio; # Variables with skewness values more (less) than 1.96 and kurtosis values more (less) than 2 are transformed using either Van der Waerden or natural logarithm.


Table 4

Distribution of dummy variables



	Variables

	No

	Yes




	
	Frequency
	Mean
	Frequency
	Mean



	CHIND
	437
	66.212
	223
	33.788



	LOSS
	509
	77.12
	151
	22.88




Note: CHIND: dummy variable (1 if the board is headed by independent chairman; 0 otherwise), LOSS: dummy variable (1 for loss firms, 0 otherwise).

With regard to audit committee characteristics, the mean audit committee independence (ACIND) is approximately 84.9% and has a maximum of 100%, which could be attributed to the new regulations in the Malaysian Code of Corporate Governance (MCCG) 2007, which recommends that at least two-thirds of audit committee members be independent. On average, most of the sample firms hold four meetings even though the highest number of conducted audit committee meetings is 12. The mean audit committee competence (ACQLFD) is 34.2%, with a maximum of 100%, which implies that firms in Malaysia comply with the amended requirement of having at least one in three audit members be a member of an accounting association or body. As for ownership structures, on average, the five largest institutional investors hold approximately 5% of total outstanding shares of the sample firms. Executive directors, by contrast, have an average direct shareholding of 8.5% of total outstanding shares.


Table 5

Spearman correlation matrix
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**Correlation is significant at the 0.05 level (20-tailed)

*Correlation is significant at the 0.10 level (2-tailed)


As for the control variables, the maximum (minimum) firm size is 43,407 (22.9), with an average of 1,220.8. The mean long-term debt is approximately 9.8% of total assets. Finally, on average, 151 (23%) of sample firms are considered to be poorly performing firms, as shown by losses in Table 4. Table 5 presents the correlations of the coefficients for all variables used in this study. The coefficients in Table 5 indicate that the multicollinearity problem is not a major concern in the study.

Testing of Hypotheses

Table 6 presents the regression results for the effect of governance and ownership structure on earnings predictability. As shown in the table, the estimated coefficient on EARN is positive and significant, implying that Malaysian investors do make use of reported earnings to anticipate future cash flows. For our variables of interest, EARN*BDSIZE is negatively and significantly associated with one-year-ahead operating cash flows. The negative and significant relationship indicates that earnings’ ability to predict future cash flows is high when the number of directors serving on the board is small. Therefore, hypothesis H2 is supported. Furthermore, the estimated coefficients of EARN*CHIND and EARN*IOWN are positively and significantly related to the one-year-ahead operating cash flows. The results imply that the earnings numbers of firms with independent chairmen and high equity ownerships of institutional investors have predictive value. Thus, hypotheses H3 and H7 are substantiated.

Contrary to the expectation, Table 6 shows a negative and significant coefficient of EARN*BDIND, which means that earnings decrease by approximately -0.075 for each percentage point increase in the independency of the board of directors. Moreover, this finding is not consistent with Mashayekhi and Bazaz (2010), who found that Iranian firms with independent directors experience more predictable earnings. The negative and significant coefficient on EARN*BDIND is justified based on independent directors’ lack of expertise and knowledge of the firm’s affairs, which may result in the low performance of firms. This finding is further supported by Chen and Nowland (2010), who argue that the presence of strict independent boards in Asian family-owned firms hinders the ability of family groups to create wealth through political connection. With poor performance, the reported earnings will not fairly reflect future cash flows because the probability of managers engaging in opportunistic earnings management activities is high.

Furthermore, the results show that EARN*ACIND, EARN*ACMEETING, EARN*ACQLFD, and EARN*MOWN have no significant influence on one-year-ahead operating cash flows. One reason for the insignificant coefficients of EARN*ACIND, EARN*ACMEETINGS, and EARN* ACQLFD is that independent audit committee members are nominated and selected by family groups in Malaysia and, therefore, are less likely to take decisive action against a management that is roughly controlled by the family group. As for EARN*MOWN, the insignificant contribution is justified based on the fact that the majority of firms in Malaysia are family owned. For this reason, the expected positive contribution of managerial ownership is negated by the market’s negative reaction to high shareholding by top managers (i.e., family groups in Malaysia).


Table 6

Results of EGLS regression analysis for the association between governance structure, ownership structure, and earnings predictability
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	Explanatory variables
	Expected sign

	Coefficient

	T-statistic

	VIF before standardisation

	VIF after standardisation#




	Const
	?

	−0.200

	−3.855***

	
	



	EARN
	+

	0.511

	8.478***

	257.415

	3.749




	EARN*BDIND

	+

	−0.075

	−2.255**

	27.009

	1.693




	EARN*BDSIZE
	−

	−0.091

	−2.299**

	1.732

	1.732




	EARN*CHIND
	+

	0.130

	1.979**

	2.071

	2.071




	EARN*ACIND
	+

	0.032

	1.002

	41.739

	1.484




	EARN*ACMEETI NG
	+

	−0.031

	−0.941

	1.214

	1.214




	EARN*ACQLFD
	+

	0.034

	1.146

	1.204

	1.204




	EARN*IOWN
	+

	0.082

	2.034**

	1.577

	1.577




	EARN*MOWN
	+

	−0.001

	−0.043

	1.482

	1.482




	EARN*SIZE
	+

	−0.034

	−0.772

	197.229

	1.979




	EARN*DEBT
	−

	−0.084

	−2.925***

	1.194

	1.194




	EARN*LOSS
	−

	−0.188

	−2.320**

	3.019

	3.019




	YEAR008
	?

	0.298

	4.781***

	
	



	R2
	0.352

	
	
	
	



	Adjusted R2
	0.340

	
	
	
	



	F-statistic
	27.148***

	
	
	
	




Notes: CFOit+1: one-year-ahead operating cash flows scaled by the beginning of total assets; EARNit: current earnings scaled by the beginning of total assets; BDIND: the percentage of independent non-executives directors on the board; BDSIZE: total number of directors on the board; CHIND: chairman independence; ACIND: the percentage of independent members on audit committee; ACMEETING: number of audit committee meetings; ACQLFD: the percentage of competent members on audit committee; IOWN: the percentage of the five institutional investors ownership; MOWN: the percentage of executives direct ownership; ZISE: total assets; DEBT: dept to total assets ratio; LOSS: firm loss; YEAR: fixed year effects; T-statistics are in parentheses, while Standard Betas are out of parentheses; *, **, *** indicate significant at 0.10, 0.05, and 0.01 level respectively; # board independence, audit committee independence, and firm size are standardised using Z score to mitigate multicollinearity problem.


With regard to control variables, EARN*DEBT and EARN*LOSS are significantly associated with one-year-ahead operating cash flows with the expected direction. These results imply that the managers of leveraged and loss-making firms are more likely to engage in opportunistic earnings management activities to avoid violation of debt covenants and presenting negative earnings. Therefore, the ability of earnings to predict future cash flows in these firms is impaired. Finally, contrary to our expectation, EARN*SIZE has no significant influence on investors’ ability to anticipate future cash flows.

Sensitivity Test

Two sensitivity tests are performed to ensure the sensitivity and robustness of our basic analysis discussed earlier. The first sensitivity test re-runs the primary model using OLS regression with Robust Standard Errors to overcome the heteroskedasticity problem. The unreported results for the OLS regression are approximately the same as those for the EGLS regression except that both board leadership and institutional ownership become statistically insignificant. Furthermore, in the main analysis, the authors use the percentage of direct shareholding by executive directors to represent managerial ownership. As an alternative measure, the authors re-run the model using the proportion of executive directors’ direct and indirect shareholdings as a proxy for managerial ownership. For indirect ownership, the authors take into account shareholdings by executive directors in sample firms through another publicly or privately held company. The authors also consider shares owned by an executive director’s family members in a sample firm or any related firms under the control of the former. Finally, the direct and indirect shareholdings of executive directors are added together to find the total managerial ownership.6 The unreported findings for the new measurement are not very different from those for the basic analysis.

SUMMARY AND CONCLUSION

This study further empirically examines the relationships between governance structure, ownership structure, and earnings predictability. Extant research by Mashyekhi and Bazaz (2010) and Velury and Jenkins (2006), who found corporate governance practices to significantly influence earnings predictability, motivates this study. The findings of this study have useful and practical implications. First, investors use earnings information disclosed by firms with small boards, an independent chairman, and high shareholdings by institutional investors to estimate future cash flows. Second, investors perceive less predictive value of earnings numbers among firms with more independent directors. They do not react to earnings information released by firms with independent audit committees, active audit committees, competent audit committees, and high equity ownerships of managers. Based on the above, the findings of this study suggest that future policy initiatives in Malaysia should emphasise the need for more independent boards, more active audit committees, more competent audit committees, and active management compensation, which is likely to result in earnings numbers of high predictability.

The results of this study may be subject to several limitations that could be platforms for future research. First, due to the unavailability of data, the measurement of earnings predictability in this study is based on the pooled model for a two-year period (i.e., 2008 and 2009). A longitudinal study can be conducted to provide insight into the predictive ability of earnings numbers. Perhaps using longer time series observations to measure earnings predictability could yield better results. Second, due to an abundance of two-way interactions computed in the study, decomposing current earnings into components (i.e., cash flow from operations and total accruals) that may enhance the predictive ability of earnings numbers was not practical. The use of interaction terms requires a parsimonious set of variables to maintain the test power and interpretability. Third, this study used data from the years 2008 and 2009 to reflect the amended requirement in 2007. Because the capital market may need more time to digest the requirements and listed firms may need more time to adopt them, using data from only two years after the requirements may not fully reflect the real effect of the requirements. Finally, the endogeneity issue associated with corporate governance mechanisms is not addressed in this study. The characteristics of corporate governance variables are not necessarily independent of earnings quality. Firms with higher earnings quality might be more likely to have a good system of governance, which signals the reliability of their financial reporting process (Engle, 2005). However, the authors attempt to reduce the endogeneity problem by regressing one-year-ahead operating cash flows on lagged data of corporate governance.

Future research may use a number of years after the 2007 requirements to investigate in depth the impact of corporate governance mechanisms on earnings predictability. In addition, testing how earnings predictability is explained by the interaction of different earnings components with the governance mechanisms would be worth investigating.
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NOTES

1.       Approximately 93% of simple firm-years are found in this study to separate the positions of chairman and CEO.

2.       A normal score or natural logarithm is used to transform variables with extreme values.

3.       Likewise, based on the literature on earnings informativeness, there are two model specifications in earnings predictability research: (a) combining a control variable with earnings and (b) entering a control variable alone into the model without multiplying the control variable by earnings.

4.       The five largest institutional investors are Employee Provident Fund (EPF), Lembaga Tabung Angkatan Tentera (LTAT), Lembaga Tabung Haji (LTH), Social Security Organisation (SOCSO) and Permodalan Nasional Berhad (PNB).

5.       Baneng Holdings’ audit committee held only one meeting during the financial year that ended on 31 December 2009 due to an insufficient quorum as a result of the resignation of a member of the audit committee.

6.       The average executives’ direct and indirect ownership is approximately 27%.
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ABSTRACT

This study investigates the sensitivity of the stock returns of Thai commercial banks to market, interest rate, and foreign exchange rate risks in a time-varying framework employing the GARCH approach. The empirical evidence reveals that market risk is the major component of the sensitivity of bank stock returns, with large banks being more sensitive to changes in market conditions than medium and small banks. There is also evidence to support the influence of the interest rate on bank stock returns, indicating a decline in longer-term interest rate sensitivity. The results also reveal important information regarding the Thai banking industry: banks with high market power can take advantage of interest rate changes, leading to higher profitability, indicating a positive interest rate sensitivity, while banks with low market power and less efficient banks may not efficiently manage their risk exposures, resulting in negative effects of the interest rate risk from the maturity mismatching of their assets and liabilities. The exchange rate risk is relevant for small banks, whereas large and medium banks may have adequately hedged their foreign exchange rate exposure throughout the sample period. The time-varying estimation confirms that the bank stock-return-generating process follows the GARCH model and that volatility is time variant with a relatively high value of persistence measures.
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INTRODUCTION

The presence of commercial banks provides an important service to facilitate the flow of money through the economy. Commercial banks are responsible for allocating resources from savers to investors across economic sectors. In performing these functions, the bank faces a variety of risks, including market risk, interest rate risk and foreign exchange risk (Choi, Elyasiani, & Kopecky, 1992; Daugaard & Valentine, 1993; Wetmore & Brick, 1994; Madura & Zarruk, 1995; Prasad & Rajan, 1995; Adjaoud & Rahman, 1996; Chamberlain, Howe, & Popper, 1997; Choi, Hiraki, & Takezawa, 1998; Tai, 2000; Atindéhou & Gueyie, 2001; Rahman, 2010). These risk factors affect the efficiency in the provision of banking services, banks’ operations, and, thus, their stock returns. As a result, the stock price of a bank is partly determined by how effectively the bank manages its risk exposures.

The assessment of the sensitivity of stock returns of commercial banks has received a great deal of attention in developed markets including the U.S. (Grammatikos, Saunders, & Swary, 1986; Choi et al., 1992; Choi & Elyasiani, 1997; Martin & Mauer, 2003, 2005), Japan (Chamberlain et al., 1997) Canada (Atindéhou & Gueyie, 2001), and Australia (Tai, 2000; Shamsuddin, 2009). However, the results are mixed, and studies focusing on less developed banking markets are relatively limited.

Despite the clear importance of the influence of the market, interest rate, and foreign exchange risk in the banking sector, very little empirical evidence has been found concerning the Asian context. This study focuses on bank stock returns in Thailand, where the 1990s Asian financial crisis was originated. The Thai banking industry is of interest because it has experienced a significant change and has been transformed through several transitions in the last two decades. Two examples of massive transformations were the liberalisation of the banking industry in the 1980s and the relaxation of the interest rate ceiling in the 1990s to allow commercial banks to compete freely, which led to a more volatile interest rate in the economy.

Moreover, the exchange control relaxation in 1994 helped to create liquidity for the Thai baht and encourage capital inflows to Thailand, leading to the substantial volatility of the Thai baht. The Thai baht had been attacked by speculators several times, and finally on 2 July 1997, the Bank of Thailand announced the implementation of a floating exchange rate regime in Thailand, leading to one of the most serious financial crisis in the emerging markets.

Since 1997, the financial development of Thailand can be divided into two periods. From 1997 to 2004, when the crisis was severe, the government authorities were strictly monitoring financial institutions. In addition, there were several takeovers and merger activities, leading to changes in ownership structures and names among Thai banks. From 2005 to present, the financial and economic environment has become a less supervised competitive environment. Such a deregulated system leaves banks less protected and more vulnerable to market sensitivities.

In an attempt to bring in the supervisory and regulatory framework, whose deficiencies became obvious in the run-up to the 1997 financial crisis, the implementation of the International Accounting Standard (IAS) 39 began in Thailand at the end of 2006. IAS 39 concerns the classification and measurement of financial instruments, impairment of financial assets, recognition and de-recognition of financial assets and liabilities, derivatives accounting and hedge accounting (Bank of Thailand, 2006, p. 34). Later, Thai commercial banks adopted various measures aimed at strengthening risk management in line with international standard systems such as BASEL II in 2008.

This study adds to the scarce literature evaluating several risk exposures using the data from Thai banks in a time-varying framework by employing the GARCH model. I choose to study the Thai banking environment for several very important reasons. First, the size of the Thai banking industry is the largest relative to other Association of Southeast Asian Nations (ASEAN) countries (Nguyen, Sharma, & Roca, 2012). Further, although the competition in the Thai banking industry has increased over a decade, it is much less competitive compared to the banking industries in developed countries (Kubo, 2006; Roengpitya, 2010; Subhanij & Sawangngoenyuang, 2011). Therefore, banks who are price setters with high market power can use their competitiveness and market power to take advantage of interest rate changes, whereas banks with low market power and less efficient banks may not efficiently manage their risk exposures.

The rest of this paper is divided into five sections. First, this paper reviews the related literature. Next, this paper discusses the model specification and the hypotheses tested. Then, the descriptive statistics of the data employed in this study and the empirical results are presented. The final section offers conclusions.

LITERATURE REVIEW

The sensitivity of commercial bank stock returns has been the subject of significant attention from regulators, financial intermediaries, and academics for a long time. A large amount of previous research has focused on the market model of the capital asset pricing model (CAPM), which is a common specification of the return-generating process for bank stock returns. Beyond the CAPM, which is one-factor model, the arbitrage pricing theory (APT) model includes other factors that influence stock returns where the sensitivity to changes in each factor is represented by a factor-specific beta coefficient.

General economic theory suggests that the interest rate plays a major role in determining banks’ profits because both returns and costs of financial institutions are directly dependent on interest rates. Early empirical investigation on the sensitivity of stock returns to the interest rate has produced evidence in favour of the existence of such sensitivity. Fama and Schwert (1977), Fogler, Kose, & Tipton (1981), and Sweeney and Warga (1986) have shown that the inclusion of an interest rate factor adds substantially to the explanatory power of the single factor model. Further attempts to estimate the two-index model to measure market and interest rate risks of financial institutions are presented in Stone (1974) and also in Lloyd and Shick (1977), who perform a test on Stone’s model and find that bank stock betas are insignificant, while the interest rate sensitivity does add explanatory power. The significant effect of the interest rate sensitivity of commercial bank returns is confirmed by Martin and Keown (1977) and Lynge and Zumwalt (1980). The interest rate sensitivity of common stock returns of financial institutions is related to the maturity composition of the firms’ net nominal asset holdings, as indicated in Flannery and James (1984). This finding is consistent with the nominal contracting hypothesis.

Substantial evidence of a statistically significant negative relationship between bank stock returns and interest rate changes are also outlined in Martin and Keown (1977), Lynge and Zumwalt (1980), Flannery and James (1984), Brewer and Lee (1985), Scott and Peterson (1986), Kane and Unal (1988), Saunders and Yourougou (1990), Kwan (1991), Neuberger (1991), Akella and Greenbaum (1992), Choi et al. (1992), Madura and Zurruk (1995), Adjaoud and Rahman (1996), Allen and Jagtiani (1997), Flannery, Hameed and Harjes (1997), Elyasiani and Mansur (1998), and Faff and Howard (1999).

Further evidence on interest rate sensitivity is provided in Ho and Saunders (1981) who examine the determinants of net interest margins of banks and propose a model of banks as risk-averse dealers facilitating deposits and loans. The generalisation of their model implies that banks are able to manage net interest margins to their advantage in the face of interest rate changes if they have market power, particularly if the banking industry lacks adequate competition. As mentioned by Vaz, Ariff and Brooks (2008), an increase in interest rates may have positive effects if future income is likely to increase by more than the cost of securing the funds, namely, higher net interest margins that should increase returns. This phenomenon is consistent with Williams (2007) who states that an increase in the interest rate may enable banks to pass on these costs, leading to higher income. Therefore, banks that have competitive advantage over others are able to increase net interest margins and enjoy higher profitability as a consequence of increased market power. However, Choi, Elyasiani and Saunders (1996), Allen and Jagtiani (1997), and Benink and Wolff (2000) conclude that the interest rate sensitivity has decreased in the late 1980s and early 1990s due to the availability of interest rate derivatives contracts that can be used for hedging purposes.


As with the early work on interest rate sensitivity, empirical studies concentrate on augmenting the simple market model with a second factor for exchange rate risk. Adler and Dumas (1983) examine the international portfolio and also the purchasing power parity in the sense of international finance. The authors find that the firm’s exchange rate risk exposure can be measured by a coefficient in the regression of a firm’s stock returns on exchange rate changes. Further, Flood and Lessard (1986) discussed the differences between operating exposure and contracting exposure and related the firm’s foreign exchange exposure to the underlying market conditions for its outputs and inputs. Eun and Resnick (1988) demonstrate the significant effect of the systematic exchange rate risk on the performance of international portfolios.

Moreover, the high degree of openness of the economy coupled with the floating exchange rate system increases the exposure of commercial banks to foreign exchange rates. The elimination of government controls over the banking system and the change in the exchange rate regime may expose the banking industry to new risk factors. Hence, the exchange rate variable might be able to explain the bank stock returns.

The issue of foreign exchange risk in the banking sector has been explored by Aharony, Saunders and Swary (1985), and Grammatikos et al. (1986). The authors conclude that the effect of the foreign exchange rate risk on bank stock returns is statistically significant because banks have imperfectly hedged their overall asset position in individual foreign currencies and exposed themselves to exchange rate risks. Further, Hooy, Tan and Nassir (2004) examines the risk sensitivities of Malaysian bank stocks to interest rate and exchange rate changes during the Asian financial crisis. The authors reveal that the risk exposures of commercial banks are increased and that those risk factors affect both large and small Malaysian bank stocks. However, there are no significant differences prior to and during the Asian financial crisis.

Based on previous research in this area, the three factors commonly recognised to affect bank stock returns are market risk, interest rate risk, and foreign exchange rate risk. Choi et al. (1992) present and estimate a multi-factor model that measures the market risk, interest sensitivity, and exchange rate risk of commercial bank stock returns. Wetmore and Brick (1994) also find that the interest rate risk and foreign exchange rate risk have an influence on bank stock returns. Furthermore, these authors also provide evidence that the foreign exchange rate risk is explained by unhedged foreign loan exposure. In addition, Atindéhou and Gueyie (2001) examine the six largest Canadian chartered banks and observe that a depreciation of foreign currencies against the Canadian dollar reveals a positive effect on bank stock returns, which is consistent with the negative foreign currency position of Canadian banks over their sample period. Other studies that examine the joint interaction of market, interest rate, and foreign exchange rate risks are Daugaard and Valentine (1993), Madura and Zarruk (1995), Adjaoud and Rahman (1996), Prasad and Rajan (1995), Choi et al. (1998), Chamberlain et al. (1997), Tai (2000) and Rahman (2010).

Recently, there have been attempts to examine risk exposures of banks using models from the GARCH family. The first effort in this area is a study by Elyasiani and Mansur (1998) on interest risk exposures of U.S. banks. The authors find that both the interest rate and interest rate volatility have an impact on the mean and the conditional volatility of bank stock returns. Ryan and Worthington (2002, 2004) include the foreign exchange rate risk in the model applied with Australian data. However, these studies examined risk exposures at the portfolio level, not the individual bank level. Tai (2000) explores the sensitivity of Australian bank stock returns to market, interest rate and foreign exchange rate risks by the GARCH-M model and reveals that the market risk, short- and medium-term interest rates and their volatility are important factors determining bank stock returns but that long-term interest rates and the foreign exchange rate are insignificant. Shamsuddin (2009) also estimates the systematic risk exposure of publicly listed Australian banks with respect to the market, interest rate and foreign exchange rate risks using the GARCH-M model and finds that foreign exchange rate risk changes affect stock returns of small banks only.

This paper attempts to evaluate all three important factors revealed by previous literature in determining bank stock returns, namely market, interest rate, and foreign exchange rate risks, in one study. Furthermore, the risk exposures are explored for the commercial banks in Thailand, representing the case of emerging markets. This study also investigates the sensitivity of bank stock returns within the time-varying framework where there are a limited number of studies.

MODEL SPECIFICATION

The sensitivity of bank stock returns to market, interest rate, and foreign exchange risks are investigated in this paper through the estimation of the following multi-index model:
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Previous empirical studies have indicated that volatility should not be constant but rather varies over time (Pagan & Schwert, 1990; Bollerslev, Chou, & Kroner, 1992; Bollerslev, Engle, & Nelson, 1994; Bera & Higgins, 1993; Brailsford & Faff, 1996). To capture this time-varying behaviour, Engle (1982) proposes the autoregressive conditional heteroskedasticity (ARCH) process in which the past disturbances are used to model the time-varying conditional variance. In addition, Bollerslev (1986) has developed the generalised autoregressive conditional heteroskedasticity (GARCH) model, which is the generalised model of the ARCH process that can reduce the high ARCH orders. The ARCH/GARCH models are extensively used in previous studies dealing with financial returns data. Therefore, the GARCH technique is employed for empirical investigation as follows:
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In the mean equation (Equation 1), Ri,t is the return on stock i at time t; Rm,t is the return on market at time t; Rr,t is the change in the interest rate at time t; and Rf,t is the change in the foreign exchange rate at time t. The variance equation (Equation 2) shows that the conditional variance, hi,t, is linearly dependent on the past behaviour of the squared error terms, [image: art], and the last period conditional variance, hi,t–1. The parameter α1 represents the sensitivity of the conditional variance to the past values of the squared error whilst parameter α2 measures the variance responsiveness to its own past behaviour. The sum of and α1 and α2 measures the volatility persistence. The persistence will increase as α1 + α2 approaches one. εi,t is the error term that is normally distributed with zero mean and a variance of hi,t.

In the GARCH model, the conditional variance is specified as a function of the past shocks allowing volatility to evolve over time and permitting volatility shocks to persist. This method allows for a non-constant error variance where shocks may persist and have a continuing effect on the return-generating process. The GARCH model is employed in this study instead of the ARCH model because the ARCH technique allows for a limited number of lags in deriving the conditional variance while the GARCH model allows all lags to exert an influence, thereby constituting a long-term memory model. As a result, the model used in this study assumes that shocks to volatility are expected to continue to impact bank returns for a relatively long period.

Ryan and Worthington (2002) and Shamsuddin (2009) examine the sensitivity of bank stock returns to the risk exposures using the GARCH-M model and find that the parameter is insignificant. That is, the GARCH-M model collapses to the GARCH model. In this study, the GARCH technique is employed because previous studies revealed that the model is sufficient to address the issue.



	The null hypotheses tested in this study are as follows:



	Hypothesis 1: β1 = 0.

	(H1)




	The bank stock return is invariant to market conditions.




	Hypothesis 2: β2 = 0.

	(H2)




	The bank stock return is not affected by change in interest rate.




	Hypothesis 3: β3 = 0.

	(H3)




	The bank stock return is insensitive to the change in the foreign exchange rate.




	Hypothesis 4: α1 = α2 = 0.

	(H4)




	The volatility of the bank stock return is time invariant.





DATA

The null hypotheses are tested for the individual bank stocks. Ten commercial banks listed on the Stock Exchange of Thailand (SET) during the observation period are considered in this study. The banks are Bank of Ayudhya Public Company Limited (BAY), Bangkok Bank Public Company Limited (BBL), CIMB Thai Bank Public Company Limited (CIMBT), Kasikorn Bank Public Company Limited (KBANK), Kiatnakin Bank Public Company Limited (KK), Krung Thai Bank Public Company Limited (KTB), The Siam Commercial Bank Public Company Limited (SCB), Thanachart Capital Public Company Limited (TCAP), TISCO Financial Group Public Company Limited (TISCO), and TMB Bank Public Company Limited (TMB). The newly listed bank LH Financial Group Public Company Limited (LH) is excluded from this study because of limited data availability. This study employs daily returns on bank stocks from 4 January 2005 to 31 May 2012 obtained from Datastream.


Banks are separated into three groups based on bank size because previous literature reveals different impacts between groups (Neuberger, 1991). This study employs the same criteria as those applied by Neuberger (1991), which are different from Wetmore and Brick (1994), who based their criteria on common banking practices. Table 1 presents the descriptive statistics of the individual banks in each group.


Table 1

Descriptive statistics of bank returns
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This table reports the descriptive statistics of the returns of Thai commercial bank stocks. Banks are classified into three groups based on bank size. This study employs daily data from 4 January 2005 to 31 May 2012. The Jarque-Bera test of normality is performed. The p-values are given below in parentheses.

During the sample period, the mean returns of SCB and KBANK are the highest while TMB and CIMBT exhibit negative mean returns. However, the volatility is the highest for CIMBT while other banks exhibit the same level of standard deviation with BBL and KK having the lowest stock return volatility. Most of the samples exhibit negative skewness, except for three banks, TBANK, TMB, and CIMBT, which exhibit positive skewness. All sample kurtoses values exceed the normal value of three. Further, the Jarque-Bera test statistics also confirm that return samples are not normally distributed.

For the sensitivity of the bank-return-generating process to interest rates, this study focuses on the short-term rates as supported by Booth and Officer (1985), Choi et al. (1992), Bae (1990), Faff and Howard (1999), and Ryan and Worthington (2002).

In the past, commercial banks have had a substantial exposure to long-term interest rate risks as a result of the maturities mismatch between the major components of banks’ balance sheets in the form of deposits and loans (Adrian & Shin, 2008; Diamond & Rajan, 2009). As the importance of the traditional bank product mix has declined and the banking sector’s balance sheet has embraced shorter-term market-linked securities, the maturity length of the interest rate risk has declined. Further, banks generally hedge the long-term exposure compared to the shorter-term interest rate risk because they are more risk averse to the long-term interest rate risk and therefore engage in a more rigorous hedging action for this maturity. These are possible explanations for the insignificance of the long-term interest rate sensitivity that was found in previous literature. Therefore, in this study, I am concerned with the short-term interest risk when exploring various maturities of short-term rates regarding different impacts, including daily data of the 1-month, 3-month, 6-month, and 1-year T-bill yields, which are obtained from the Thai Bond Market Association.

Correlation coefficients presented in Table 2 indicate a high degree of correlation between the 3-month and 1-month T-bill yields as well as the 3-month and 6-month T-bill yields. The correlation between 1-month and 1-year T-bill yields is the lowest. Thus, the longer the term difference, the lower the degree of correlation among the T-bill yields in this study.


Table 2

Correlation between short-term interest rates



	
	1-month

	3-month

	6-month

	1-year




	1-month

	1.0000

	0.8519

	0.7145

	0.5395




	3-month

	0.8519

	1.0000

	0.8129

	0.6092




	6-month

	0.7145

	0.8129

	1.0000

	0.7033




	1-year

	0.5395

	0.6092

	0.7033

	1.0000






This table reports the correlation coefficients between the short-term interest rates for 1-month, 3-month, 6-month, and 1-year T-bill yields. This study employs daily data from 4 January 2005 to 31 May 2012.

The SET index is used as a proxy for the market portfolio, while the rate of change in the value of the Thai baht against the U.S. dollar is used as a proxy for the change in the foreign exchange rate. Thus, there are three main factors in the multi-index model explored in this study. The descriptive statistics of those exogenous variables are presented in Table 3.


Table 3

Descriptive statistics of market, interest rate, and foreign exchange variables
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This table reports the descriptive statistics of the exogenous variables explored in this study: returns on the SET index, changes in 1-month, 3-month, 6-month, and 1-year T-bill yields, and the rate of change in the value of the Thai baht against the US dollar. This study employs daily data from 4 January 2005 to 31 May 2012. The Jarque-Bera test of normality is performed. The p-values are given below in parentheses.

Among the exogenous variables employed in this study, the market return proxy, which is the return on the SET index, has the highest mean and also the highest standard deviation. Regarding the changes in the interest rates, the change in the 1-month T-bill yield has the highest mean while the change in the 1-year T-bill yield is the lowest. The volatilities of these interest rate variables are approximately the same. Negative skewness is found in the market and interest rate variables, with the exception of the change in the 1-year T-bill yield, whereas the distribution of the foreign exchange rate presents positive skewness. The sample kurtosis reveals the violation of normality because it exceeds the normal value of three. This result is consistent with the Jarque-Bera test statistics that confirm the non-normality in all variables.

EMPIRICAL RESULTS

The empirical results of the estimation of the GARCH(1,1) model for large, medium, and small banks are presented in Tables 4, 5 and 6, respectively. The tests on the standardised residuals of the GARCH(1,1) models, which are the correlograms and Q statistics, support the hypothesis that the standardised residuals are independent. Thus, these tests suggest that the GARCH(1,1) models are well specified.

This table gives the maximum likelihood estimates of the GARCH(1,1) model for large banks, namely Bangkok Bank Public Company Limited (BBL), Kasikorn Bank Public Company Limited (KBANK), Krung Thai Bank Public Company Limited (KTB), and The Siam Commercial Bank Public Company Limited (SCB). The p-values are given below in parentheses.
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This table gives the maximum likelihood estimates of the GARCH(1,1) model for medium banks, namely Bank of Ayudhya Public Company Limited (BAY), Thanachart Capital Public Company Limited (TCAP), and TMB Bank Public Company Limited (TMB). The p-values of the tests are given below in parentheses.
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Table 4

Estimation of the GARCH model for large banks
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* significant at the 10% level; ** significant at the 5% level; *** significant at the 1% level

This table gives the maximum likelihood estimates of the GARCH(1,1) model for small banks, namely CIMB Thai Bank Public Company Limited (CIMBT), Kiatnakin Bank Public Company Limited (KK), and TISCO Financial Group Public Company Limited (TISCO). The p-values of the tests are given below in parentheses.
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Table 5

Estimation of the GARCH model for medium banks
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* significant at the 10% level; ** significant at the 5% level; *** significant at the 1% level

The empirical results indicate that bank returns are highly sensitive to the return on the market. The beta coefficients are all statistically significant. Large banks, except for BBL, are more sensitive to change in market conditions than medium and small banks. This result is invariant to the specification of the interest rate. Considering Hypothesis 1, the null hypotheses are rejected in all cases.


Regarding the hypotheses concerned with the interest rate risk, the direction of the influence of interest rates on large bank returns shows that the short-term interest rates are significant with positive coefficients, except for KTB that exhibits negative coefficients. The magnitude of the positive effect is the lowest for the longest short-term interest rate, the 1-year T-bill yield. The result is consistent with Faff and Howard (1999) and Ryan and Worthington (2002), who find a decline in the longer-term interest rate sensitivity. Thus, large bank returns are more sensitive to the short-term interest rate. Significant positive coefficients are also found for medium banks; however, the magnitude tends to be larger when longer-term interest rates are employed. CIMBT, which is categorised as a small bank in this study, exhibits a significant positive interest rate sensitivity, whereas TISCO exhibits the opposite result.


Table 6

Estimation of the GARCH model for small banks
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* significant at the 10% level; ** significant at the 5% level; *** significant at the 1% level


The interest rate risk arises from the maturity mismatching of a bank’s assets and liabilities. The interest rate change has the potential to influence a bank’s net interest income as well as the market values of its assets and liabilities, which is reflected in the negative effect on bank stock returns found in the sample. Regarding the presence of positive sensitivity to the interest rate risk, this finding is consistent with the findings in Williams (2007). The positive effect reveals that some Thai commercial banks, namely BBL, KBANK, SCB, BAY, TMB and CIMBT, are able to increase net interest margins and thus profitability as a consequence of increased market power. Therefore, an increase in interest rates may enable banks to pass on these costs leading to higher income. For example, when interest rates increase, some Thai banks can benefit from the interest rate sensitivity by accelerating the lending rate, while the borrowing rate is sticky. In doing so, these banks can enjoy a higher net interest margin and thus a higher profitability as a consequence of high market power. In contrast, when interest rates decrease, the banks can benefit from the interest rate sensitivity by conducting the opposite operation.

The only two banks for which I cannot find any significant short-term interest rate effects, TBANK and KK, are medium and small banks, respectively. By observing these two banks, I found that the unexpected insignificant results arise from changes in the structure and business of their banks and related companies due to mergers and restructurings in 2011.

In conclusion, there is evidence to support the influence of the interest rate on the bank-stock-return-generating process, verified by the rejection of the null hypothesis of no interest rate effect outlined in Hypothesis 2, where both statistically significant positive and negative effects are found. Nevertheless, Choi et al. (1996), Allen and Jagtiani (1997), and Benink and Wolff (2000) discuss that the interest rate sensitivity has decreased in the late 1980s and early 1990s due to the availability of interest rate derivatives contracts for hedging purposes; thus, there is a tendency toward an insignificant influence of the interest rate change.

Next, regardless of the interest rate maturity under consideration, the empirical evidence reveals significant negative effects of the foreign exchange rate risk in small banks. The negative influence is consistent with the findings of Choi et al. (1992), Wetmore and Brick (1994), and Tai (2000). Nevertheless, there is no significant evidence for large and medium banks, except of BBL and TMB. A potential explanation for the insignificant result is that those banks are not exposed to a significant foreign exchange rate risk over the sample period. Only some banks do have a significant on-balance sheet foreign currency exposure. Furthermore, while exposed to adverse fluctuations in the foreign exchange rate, those banks may have adequately hedged their foreign exchange rate exposure throughout the sample period. Therefore, as outlined in Hypothesis 3, the null hypothesis of no foreign exchange rate sensitivity can be rejected for some banks.

All estimated GARCH(1,1) parameters are non-negative and statistically significant. This result confirms that the bank-stock-return-generating process follows the GARCH process and that the volatility is time variant. The magnitude of the parameter α1 is smaller than the parameter α2, except for TMB. This result is consistent with Elyasiani and Mansur (1998), who indicate that the effect of the last period’s shock on bank volatility is smaller than the effect of previous surprises. Further, the sums of α1 and α2, as a measure of volatility persistence, are all less than unity irrespective of interest rates, indicating second-order stationary, except for CIMBT. From the results, the relatively high value of the persistence measure provides evidence that shocks to the banking sector have highly persistent effects and that the response function of volatility decays slowly.

CONCLUSION

This paper examines the relationship between the market, interest rate, and foreign exchange rate risk and bank stock returns in Thailand. It is apparent that market risk is the major component, with large banks being more sensitive to the change in market conditions than medium and small banks. There is evidence to support the influence of the interest rate on the bank-stock-return-generating process, both positive and negative. The results reveal important information on the Thai banking industry; that is, some banks can use their competitiveness and high market power to take advantage of interest rate changes, leading to higher profitability and indicating a positive sensitivity to the interest rate risk, whereas banks with low market power and less efficient banks may not efficiently manage their risk exposures, resulting in negative effects of interest rate risk from the maturity mismatching of their assets and liabilities. The empirical results also indicate a decline in longer-term interest rate sensitivity. Furthermore, this study also confirms that the foreign exchange rate risk is the relevant risk for small banks. There is no significant evidence for most of the large and medium banks, which may arise from the fact that they were not exposed to significant foreign exchange rate risk over the sample period or that those banks may have adequately hedged their foreign exchange rate exposure throughout the sample period. The estimation under the GARCH(1,1) framework confirms that the bank-stock-return-generating process follows the GARCH process and that the volatility is time variant. Furthermore, there is evidence of the relatively high value of the persistence measures.
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ABSTRACT

This study provides insights into audit firms’ perceptions of facilitators and inhibitors of the usage of Internet technologies. Data were gathered from 14 in-depth semi-structured interviews conducted with audit partners/managers of audit firms located in northern Malaysia. Cross-case analysis shows that perceived Internet benefits, the need for online communication, lack of time in accessing and exploring Internet applications, and lack of internal information technology (IT) expertise are closely related to entry-level Internet technologies usage among small and medium-sized practices (SMPs) in Malaysia. This study highlights the importance of perceived benefits in influencing internet usage and suggests both limited-users and non-users to familiarise themselves with Internet applications. Findings indicate that lack of time and internal IT expertise are among the key inhibitors to the usage of these technologies. Top management should provide the necessary incentives to promote Internet usage. This study contributes to the advancement of knowledge in IT adoption and addresses the issue of low IT usage among SMPs in Malaysia.

Keywords: entry-level Internet technologies, small and medium-sized practices, audit, Malaysia, IT usage

INTRODUCTION

Advances in transportation, information technology (IT), and communications infrastructure have spurred remarkable growth of international business activities. As a result, cross-border trades in goods and services and investments have increased dramatically (The Malaysian Institute of Accountants [MIA], 2012). To remain competitive, many businesses have leveraged the advancements in information technology and web-based applications in developing their resources. The accounting industry has not escaped the significant challenges facing businesses worldwide. As the provider of audit, advisory/consulting, tax, accounting and compilation services to businesses, the accounting industry must closely follow the steps of their client’s efforts to internationalise to render effective services. Solomon and Trotman (2003, p. 409, as cited in Janvrin, Bierstaker, & Lowe, 2008) indicate that the audit profession is “rapidly advancing in response to changes in its environment.”

In addition, the convergence of International Financial Reporting Standards (IFRS) also exerts great pressure to keep pace with the development of international accounting standards for accounting practitioners. In a recent poll conducted by the International Federation of Accountants (IFAC) of small and medium-sized practices (SMPs), keeping up with accounting standards and regulations and attracting and retaining clients were named as the top challenges facing their practices (IFAC, 2012). Therefore, the capability to exploit mediums that enable accountants to reach international connections and network is critical for audit firms to be competitive.

As noted by Hamill (1997), the Internet represents an efficient medium for accessing, organising, and communicating information. Public accounting firms engage in providing timely advice to their clients and are often forced into rapid IT adoption to remain competitive (Ellis, Casey, & Fleherty, 2000). Yet, much of the academic research into Internet adoption and usage has focused on small and medium-sized enterprises (SMEs), (Alam, 2009; Pontikakis, Lin, & Demirbas, 2006; Walczuch, Braven, & Lundgren, 2000). We have found little, if any, systematic research into the extent of Internet technology usage by accounting practitioners.

In general, the audit profession is facing increasing challenges from growing complexities in the business environment, evolving accounting standards and a more stringent regulatory landscape. According to data from the Malaysian Institute of Accountants (MIA) web site, there are more than 1,000 audit firms in Malaysia, ranging from the smallest one-man-show to the largest with more than 1,000 employees. The considerable number of audit firms in Malaysia denotes the fierce and dynamic competition within the industry.

To create and sustain their competitive advantage, large audit firms have made significant IT investments (Banker, Chang, & Kao, 2002; O’Donnell, & Schultz, 2003). In effect, IT has dramatically changed the audit process, and audit firms are encouraged to adopt IT and use IT specialists when necessary (American Institute of Certified Public Accountants [AICPA], 2001; 2002; 2005; 2006; Public Company Accounting Oversight Board [PCAOB], 2004, as cited in Janvrin, et al., 2008). While the impact of IT in businesses has grown exponentially over the last two decades, few studies examine the use of IT, particularly outside of the largest audit firms (Banker et al., 2002; Janvrin et al., 2008).

It is argued that the inability of smaller audit firms to compete with larger firms regarding IT investments may have caused potential entry barriers and given rise to audit effectiveness and efficiency issues (Janvrin et al., 2008). SMPs are also facing challenges such as growing and changing expectations from their small and medium-sized enterprises (SMEs) clients, challenges in capacity and capabilities building including talent attraction amidst competition from larger firms and other industries (The Association of Chartered Certified Accountants [ACCA], 2011). In recognition of the importance of SMPs in supporting SMEs, IFAC has implemented various initiatives to address the needs of SMPs. Blackburn and Jarvis (2010) suggest that research focusing on SMPs is very limited, and thus, much research is needed to enhance a steady accumulation of knowledge about SMPs.

OBJECTIVES

In response to the calls by the IFAC to enrich the knowledge base about SMPs to address their needs, this study contributes to the extant literature by exploring factors and reasons that influence the usage of entry-level Internet technologies. The perceptions of large audit firms are also examined to identify the gap between large audit firms and SMPs regarding the usage of Internet technology in rendering their professional services.

The first objective of this paper is to study the perceptions of Internet technology usage by collecting and analysing the views and opinions of a sample of audit firms to identify possible explanations for different levels of Internet usage. It provides data on how audit firms of different sizes use the Internet, as well as their perceptions about factors affecting its usage. To achieve this core objective, an in-depth, contextually rich analysis of the perspectives of 14 large and small and medium practices among Malaysian audit firms are documented and presented.

Second, to bridge the research gap about SMPs, this study attempts to examine the status quo of Malaysia’s SMPs in leveraging Internet technology and to benchmark it against Big 4 firms. Examining entry-level web technologies usage among audit firms is important because this sheds some light on identifying issues concerning basic Internet adoption that will have a significant impact on the utilisation of advanced web technologies in the future.


Anecdotal evidence suggests that most of the SMPs in Malaysia have not progressed beyond the basic usage of web technologies, such as e-mail, web browsing, and web presence. Data about factors influencing entry-level Internet usage among SMPs are lacking, and this has restricted the understanding of the issues and challenges encountered by SMPs. Hence, there is a strong argument in favour of conducting studies on the usage of entry-level technologies (Akkeren & Cavaye, 1999) in Malaysia.

Unlike the Big 4 firms whose international affiliations require them to adopt similar IT practices, SMPs are expected to face more constraints in terms of their resources. Among the biggest challenges faced by SMPs is the ability to cope with the pace of regulatory and standards changes. The ability to leverage opportunities offered by the Internet is inevitably of high relevance to SMPs. Data collected from this study thus intend to present more evidence about the status quo of SMPs from the Malaysian perspective and to enhance global understanding about SMPs.

LITERATURE REVIEW

Internet technologies range from entry-level (web browsing, web sites, and email) to sophisticated (e-commerce and video-conferencing) (Akkeren, & Cavaye, 1999). To date, most researchers have tended to focus on studies examining advanced Internet technology adoption, with an emphasis on countries or industries with high Internet penetration. For example, e-commerce adoption among SMEs is a popular topic that has attracted considerable attention from information technology (IT) researchers. Although studies on adoption of entry-level technologies have appeared to be less critical in developed countries, such studies are still highly relevant in other parts of the world, particularly among developing countries that are lacking behind developed nations in terms of resources.

Basic Internet technologies such as e-mail, web browsing and web sites are among the most widely used Internet applications and provide numerous user benefits. Mehrtens, Cragg and Mills (2001) suggest in their study of Internet adoption that three key benefits can be identified:


	E-mail provides efficiency benefits over traditional methods of communicating with customers and others.

	Web browsing serves as an effective tool for employees to gather information, for example, about competitors and government regulations.

	Web sites provide an avenue to build the firm’s image and to promote it nationally and internationally.


Critical Factors Affecting Organisational Internet Usage

Because there is little literature available on Internet usage by audit firms, earlier research on Internet adoption among organisations is reviewed. Various models are suggested by different researchers regarding the adoption and usage of Internet-based technology (for examples, Alam, 2009; Dholakia, & Kshetri, 2004; Kula & Tatoglu, 2003; Lynn, Lipp, Akgun, & Cortez, 2002; Nguyen & Barrett, 2006; Riquelme, 2002; Walczuch, Braven, & Lundgren, 2000). Each researcher suggests different factors affecting Internet usage, although certain similarities can be found among some of these models.

A study by Walczuch et al. (2000) finds that the main barrier to Internet adoption and developing a web presence is the concern that the Internet or the web site will not lead to greater efficiency or lower cost. Another key barrier identified is the feeling that the Internet or a web site is not suitable for a particular business. In other words, firms would be passive in using Internet technologies should they fail to observe the value of having a web site or Internet connection. In addition, certain industries are not suited to having a web site or using the Internet simply because of the nature of their business.

Lynn et al. (2002), in their study of World Wide Web adoption, suggest that the adoption of the web is positively influenced by its perceived usefulness. This finding is in line with the study by Walczuch et al. (2000) in which the more a firm perceives the benefits of the Internet, the more likely it is to adopt web-based technology.

Similar research conducted by Riquelme (2002) also concludes that the main reason for establishing an Internet connection is to gain a competitive advantage, regardless of the firm’s size. Competitive advantage is one of the key benefits to web usage. As such, this study further concludes that perceived benefits drive Internet usage.

An alternative is suggested by Kula and Tatoglu (2003) who focus on relevant firm- and industry-specific factors that influence the extent of Internet usage. They find that the international experience of the SMEs is positively related to the usage of Internet. Firms that serve the international market tend to benefit from the increasing pace of Internet technologies that offer economical ways of serving those markets.

More recently, Dholakia and Kshetri (2004) suggest that two specific factors contribute to SME’s involvement with the Internet: prior technology use and perceived competitive pressure. They find that technologies already existing in an organisation influence the future adoption of new technology. For instance, the incremental cost and knowledge required to use the Internet will be much less if a firm already owns a computer and a modem. Perceived competitive pressure, an external factor, is also found to exert a positive influence on Internet adoption.

Technical compatibility and cost of adoption are two other factors addressed by Alam (2009) in his study of Internet adoption among Malaysian SMEs. When companies have adequate infrastructure for adoption and it is compatible, the adoption and utilisation of the web is usually high because the companies are not required to invest a large sum in the infrastructure (Bazar & Boalch, 1997). The cost of adoption can be divided into two types: Internet access fees and company income (Gattiker, Janz, & Schollmeyer, 1996). The lower the cost of adoption and the higher the income of the company, the more likely it is to adopt a new innovation.

Another characteristic frequently found to significantly affect Internet adoption among organisations is firm size (Dholakia, Jean, Bitta, & Dholakia, 1993; Ramdani, & Kawalek, 2007). Larger firms tend to have the necessary skills, resources and experience (Damanpour, 1996) to initiate deployment of new technology much more easily than can their smaller counterparts. In addition, it is reasonable to assume that large firms need to stay at the technological forefront because of their larger scale of operations.

Based on the relevant literature regarding Internet adoption and usage, it is observed that the critical factors that could possibly affect the usage of entry-level Internet technologies among audit firms can be categorised into two groups: facilitators and inhibitors. The widely examined factors for facilitators are perceived benefits, prior technology use, technical compatibility, international experience, competitive pressure, and firm size. The critical influence factor for inhibitors is cost of adoption.

METHODOLOGY

Because there is no large body of literature to draw from for the study of entry-level Internet technologies adoption and usage among the audit profession, an in-depth investigation in the form of a field survey was justified (Yin, 1994). This approach was particularly appropriate for this study because it provided a means to review theory and practice iteratively (Levy & Powell, 2003). To maximise robustness, we chose cases that varied in terms of several characteristics relevant to the research question (Eisenhardt, 1989).

The data were gathered from 14 in-depth semi-structured interviews conducted with audit partners/managers of audit firms located in northern Malaysia. The interviews were based on a list of questions prepared by the researchers. To ensure consistency and reliability, standard interview guidelines were used (Iacovou, Benbasat, & Dexter, 1995). The interviewees were guided and encouraged to think through issues and to provide new factors/additional constructs deemed relevant to the firm throughout the interviews.

Audit firms in the northern region of Malaysia (Perlis, Kedah, Penang, and Northern Perak) were used in the case selection. This region housed approximately 150 audit firms, including the Big 4 and SMPs. Conventionally, audit firms were identified as Big 4 or non-Big 4. Audit firms from both groups were chosen for this study. As the market leader in the audit profession, the Big 4’s Internet usage were used as the reference point for comparison.

The list of audit firms and branches operating in northern Malaysia was requested from the Malaysian Institute of Accountants. All the Big 4 audit firms and three second-tier auditors in the region were invited to participate in this field survey. Another ten small and medium-sized audit firms were also invited to participate. In total, 17 audit firms of different sizes were contacted via telephone and sent letters requesting an interview (via postal mail or fax). The research background and research objectives together with the expected outcomes of this study were also attached to the interview request letters in the hopes it would lead to more insightful responses. A total of 14 audit firms agreed to an interview with the researchers. The unit of analysis was the audit firm.

The field survey was administered between June and September 2009, and all the interviews took place at the offices of the interviewees. Each interview lasted one to two hours. Only four interviews were tape-recorded because the other ten respondents expressed a wish not to be tape-recorded. Hence, the evidence collected from those firms was in the form of detailed notes taken during and immediately after each interview. The tape recordings were transcribed as soon as possible after each interview.

The interviewees were audit managers or partners because they were the top management personnel making important decisions regarding Internet adoption. Because of their daily involvement in the operation of the firms, these interviewees were able to provide insightful explanations as to why they chose whether to use each of the basic Internet technologies. In addition, information from secondary sources such as the firms’ web sites was also gathered.

The interviews initially gathered demographic profiles of the audit firms: organisational structure, number of staff, and years in operation. The interviews then probed the entry-level Internet technologies used by the particular firm. First, we asked about the types of IT hardware and software available in the firm, how the maintenance was performed, annual investment in IT, etc. At the same time, we investigated whether each firm had an Internet connection, the extent of email usage for communication, the use of web browsing to look for information, and if they had a web site. The interviewees were asked to think about how frequently they used all these entry-level Internet technologies and the situations under which they used these Internet applications. Finally, the core of our interview was exploring the perceptions of auditors regarding factors affecting the usage of these fundamental Internet tools. The interviewees were encouraged to think about what factors facilitated or hindered the adoption of Internet technologies in their firms.

ANALYSIS AND DISCUSSION OF FINDINGS

The 14 audit firms interviewed have been categorised into three main groups based on how much they use basic Internet technologies: Group A firms use entry-level Internet technologies extensively; Group B firms have moderate Internet technologies usage; and Group C firms have minimal or limited usage of Internet technologies.

Each group is presented separately in detail in the following section. It encompasses the manager/partner’s perceptions regarding the factors that facilitate or inhibit the usage of entry-level Internet technologies in their respective firms. The analysis then proceeds with a cross-case comparison that addresses the research objectives.

Group A (Extensive Users)

Table 1

Group A (Extensive users)



	Case

	Type of firms

	Number of staff in each office

	International affiliation

	Number of offices in Malaysia




	A1

	Big 4
	200
	Yes

	17




	A2

	Big 4
	More than 100
	Yes

	10




	A3

	Non-Big 4
	50
	Yes

	4




	A4

	Big 4
	140
	Yes

	7




	A5

	Big 4
	More than 100
	Yes

	8





Profiles: This group consists of five large audit firms that are internationally affiliated with offices throughout the world. The number of staff in most of the firms exceeds 100 (except the non-Big 4 audit firms with approximately 50). All have a meaningful proportion of revenue derived from multi-national corporations (MNCs) and listed companies. There is at least one full-time IT staff to take care of the computer and Internet applications in each firm. All the staff members in each firm have free access to the Internet. They use intra-firm e-mail extensively because all their policy matters are sent through e-mails. All staff, irrespective of their job position, have their own intra-firm e-mail accounts. The staff in each firm relies on web browsing for the latest updates regarding accounting and auditing standards and, in some circumstances, utilise it for e-learning. The staff can access their own firm’s resources, as well as search the Malaysian Institute of Accountants or Malaysian Accounting Standards Board (MASB) web site for additional information pertaining to their work. Instead of using facsimile machines as a medium to exchange documents, firms in this group transfer files via e-mails or GROOVE. All the firms in this group have their own corporate web sites that were established at least 10 years ago by their own internal IT expertise. Each firm has a team responsible for updating its own web site and posting the latest developments regarding the firm on the site.

Facilitators: All the firms in this group have a marketing and development department in their respective Kuala Lumpur main offices that develops and contributes to the contents of the Malaysian web site. All the firms are sizeable enough to have an internal IT department (internal expertise) to maintain and update the web sites. All the managers/partners are of the opinion that their brand names (international experience) and large size is an important factor in facilitating their web adoption. Because all the larger audit firms have a web presence, one of the audit partners is of the opinion that “since everyone is having a web site, then we should also adopt one” (A2). Specifically, only this group perceives web sites as a medium for marketing. The firms find that web sites can be a means to advertise their specialised services tailored to specific industries. Furthermore, the annual commitment to IT applications can be much higher than in the other two groups. As one of the audit partners mentions, “our annual investment in IT could be easily 20% of our annual revenue to always keep ourselves abreast with the latest developments” (A2). Most of the audit managers/partners consider web sites an important medium to replace the traditional method of recruiting prospective employees. Now, job seekers need not submit hard copies of their applications but instead apply through their respective web sites. The Internet is also seen as a medium for knowledge sharing among member firms.

Inhibitors: The main concern raised by this group regarding the use of e-mails, web browsing, and web sites is that most of the clients do not browse the audit firm’s web site, and the use of e-mails as a means of communication is minimal. The e-mails are mainly for internal use, while the web site is mainly for prospective employees. This restricts the opportunity for the audit firms to expand and enhance the features available on the web site.


Group B (Moderate users)

Table 2

Group B (moderate users)



	Case

	Type of firms

	Number of staff in each office

	International affiliation

	Number of offices in Malaysia




	B1

	Non-Big 4
	15

	Yes

	6




	B2

	Non-Big 4
	10

	No

	3




	B3

	Non-Big 4
	10

	Yes

	3




	B4

	Non-Big 4
	10

	Yes

	5




	B5

	Non-Big 4
	50

	Yes

	3




	B6

	Non-Big 4
	40

	Yes

	9





Profiles: This group consists of second-tier and internationally affiliated medium-sized audit firms with several branches throughout Malaysia. Firms in this group have a workforce size ranging from 10 to 50. None of the firms employ permanent full-time IT staff to manage the Internet applications. The clientele consists of mainly SMEs and co-operatives, although some of them do have clients from listed companies and MNCs. Each of the staff members in these firms has access to the Internet, but not all of them have their own internal e-mail accounts. The employees use e-mail to communicate with and send files to certain IT savvy clients. “Files are e-mailed, while queries are asked and answered through Yahoo Messenger” (B2). The staff occasionally use the Internet to search for work-related information and resources, for example, the Inland Revenue Board (IRB) web site. All the firms have a web site, but some of these web sites are still in the process of development. The development of the web sites is mostly outsourced to web designing firms because the firms do not have internal expertise to undertake such work. It is worth noting that most of these web sites are not maintained regularly, and some are never updated after their establishment. As one of the audit partners mentions, “to develop a web site is not difficult, but to maintain is of difficulty” (B1).

Facilitators: The purpose of having a web site is simply to let people know about their firm. To portray themselves as international firms, they would need to set up their own web site as an ancillary medium to allow clients to obtain additional information pertaining to their firms. This group feels that the cost of having a web site is not too burdensome, but sometimes it feels that the benefits derived from web presence are not apparent and tangible. As such, some of those web sites are left ignored and are not updated on a regular basis. This group feels that the staffs are technically capable of using e-mails and searching the Internet and that the cost of having Internet access is justifiable given the up-to-date information contained on the Internet and the opportunity for efficient communication with others.

Inhibitors: Most of the interviewees are not very happy about the experience during and after the web site development. One audit manager became animated when speaking of the attitude of the web site designing company. The audit firm had to push the web site development company to update the information on the web site. The web site development firm is regarded as passive in this instance. Furthermore, sometimes the web site development firm does not respond to the firm’s needs immediately, with the reason given that they have many other clients to serve. E-mail is not perceived as useful by employees who tend to rely on the telephone to make contact with others. Another inhibitor of web sites, e-mails, and web browsing is lack of time. Employees are busy with daily audit engagement and have no time to explore and use each of the Internet applications to the fullest potential.

Group C (Limited users)

Table 3

Group C (Limited users)



	Case

	Type of firms

	Number of staff in each office

	International affiliation

	Number of offices in Malaysia




	C1

	Non-Big 4
	4-5

	No

	1




	C2

	Non-Big 4
	20

	No

	1




	C3

	Non-Big 4
	10

	No

	4





Profiles: This group consists of three audit firms. None is internationally affiliated, and the staff number ranges from 4 to 20. The clientele consists solely of SMEs and co-operatives, with no exposure to listed companies or MNCs. No full-time employee is designated to manage the computer or Internet applications in any of these firms. One of the firms has neither established a web site nor intends to do so in the near future. The other two firms that have web sites do not maintain them properly. Consequently, they remain the same as when they were initially developed. Not all staff can access the Internet, and only certain computers have an Internet connection. Internet access is only for file transfer, and the firms rarely rely on online MIA or MASB resources for accounting-related information.

Facilitators: The pressure from certain clients to communicate via e-mail prompted Internet connection within these firms. There are clients who requested the firms to send drafted financial statements to them via e-mail. The firms acknowledge that e-mail is an efficient means of sending files electronically, especially when the recipient is at a remote location, but they restrict the use of email to file transfer only. They prefer to use facsimile if the documents are not lengthy. Contacting clients through the telephone is preferred over e-mails because the firms can obtain instantaneous replies from the clients. The audit partner will attend professional seminars to obtain updates in accounting and auditing and will brief the staff. As such, the staff does not perceive web browsing as necessary for job function updates.

Inhibitors: The firms find themselves struggling to keep updated with Internet applications because there is no internal IT expertise available within the firms. These firms see no value in having a web site other than to introduce the firm to Internet users. They opined that a web site could not bring new customers to the firm and, hence, that web absence or presence makes no difference to the firm. As such, they either lack a web site or are not interested in maintaining the established web sites. Furthermore, they find they have less scope to update (not many things to post on the web site) and, thus, lack the passion to regularly update the web site. Lack of formal IT training for the staff is also identified by these firms as an important inhibitor to the further utilisation of Internet technologies. All staff are too busy with their tasks, and there is actually too little time left for them to acquire any further knowledge about the technology. Furthermore, the small scale of business and of the workforce does not necessitate the adoption and diffusion of the technologies.

CROSS-CASE ANALYSES

This study aimed to understand the factors affecting the usage of entry-level Internet technologies among large audit firms and small and medium practices and to determine their adoption status. As suggested by Eisenhardt (1989), cross-case analysis was undertaken in which a cluster of cases was compared and contrasted to determine if there were any variations or similarities in the data. Each of these audit firms provided insightful explanations as to what factors influenced Internet usage, and different factors were found to impact the decisions whether to use the Internet.

Facilitators

The following table outlines the specific facilitators perceived by each of the three groups. The factors for each group were rated as “high”, “average”, “low” or “not applicable (n.a.)”, depending on the level of importance placed on each facilitator by the audit managers/partners.


Table 4

Facilitators for each group of study



	Facilitators
	Group A (Extensive users)

	Group B (Moderate users)

	Group C (Limited users)




	Perceived benefits
	High

	Average

	Low




	Internal technical expertise
	High

	n.a.

	Low




	Need for online communication
	High

	Low

	Low




	Presence of external pressure (International affiliation) to use IT
	Yes

	Yes

	No




	Firm size
	Large

	Large/Medium

	Medium/Small





All the Big 4 and one second-tier audit firms were classified as extensive users. This group perceived more benefits in adopting entry-level Internet technologies in comparison to the limited users who perceived little benefit. The limited users raised concerns about the availability of internal IT expertise, while the extensive users were confident in their own internal expertise in handling IT-related issues. The extensive users group felt a need to communicate online, while moderate and limited users did not feel this necessity.

The limited users actually had little to say about potential facilitators. They saw no external pressure to embrace even basic Internet technologies in the firms compared to extensive and moderate users who received pressure from external sources to use the Internet. In addition, the size of the firm was believed to facilitate the adoption of entry-level Internet technologies. The larger the firm, the more Internet technologies it tended to adopt.

While many facilitators have been identified by the groups in influencing the adoption of Internet applications, the audit manager/partners of this group placed much importance on the following facilitators to Internet technology adoption:


	Perceived benefits

	Need for online communication


Inhibitors

The following table outlines the inhibitors perceived by the manager/partner in each of the groups. Again, each of the factors was rated as “high”, “average”, “low” or “n.a.” (not applicable), depending on the level of importance placed on each inhibitor by the manager/partner.


Table 5

Inhibitors for each group of study



	Inhibitors
	Group A (Extensive users)

	Group B (Moderate users)

	Group C (Limited users)




	IT professionals are passive and not helpful
	n.a.

	High

	n.a.




	Too expensive to set up
	Low

	Low

	n.a




	Reluctance to use Internet technologies by clients
	Low

	n.a.

	Average




	Lack of internal IT expertise
	Low

	High

	High




	Lack of formal training
	Low

	n.a.

	High




	Lack of time in accessing and exploring Internet applications
	Low

	High

	High





Consistent with the findings in Table 4, limited users perceived many more inhibitors to adopting these technologies than did extensive and moderate users. Limited user interviewees were reluctant to adopt Internet technologies, focusing most of the discussion on lack of time in accessing and exploring Internet applications, formal training, and internal IT expertise. Limited users opined that top management placed little emphasis on Internet application usage, citing the lack of time to explore the applications and the lack of internal IT expertise. Moderate users were particularly concerned about the attitude of IT professionals who were not helpful, giving the support from these IT firms a negative evaluation.

The limited and moderate users focused much of their attention on discussing the following factors that they deemed as important inhibitors to the adoption of entry-level Internet technologies:


	Lack of time in accessing and exploring Internet applications

	Lack of internal IT expertise


Internet usage gap between SMPs and Big 4 audit firms

As observed from this study, all of the Big 4s and only one SMP are categorised as extensive users. The other nine SMPs are either moderate or limited users. This shows there is still an Internet usage gap between the Big 4 and SMPs, in which SMPs still lag far behind the Big 4.

One of the important factors leading to the current scenario is that the Big 4 are able to invest a large amount of resources in technology (Mohamad-Nor, Shafie, & Wan-Hussin, 2010) and Internet-related technology, including hardware and software. This gives them a huge advantage in the usage of Internet technologies over the SMPs. The smaller size and scale of businesses operated by the SMPs, coupled with financial resource constraints, have left them behind in terms of Internet usage compared to the Big 4. SMPs are not able to employ internal IT staff to take care of their own firm’s technologies.

Another contributing factor making SMPs lag behind in using Internet technologies is the clientele. Most of the SMPs’ clients are small and medium-sized companies, with few or no MNCs or listed companies. This clientele structure has disfavoured Internet usage among SMPs. The SMPs tend to see no value in using Internet technologies because their customers are also limited users of Internet applications. For example, an SMP will tend not to use e-mail for communications if the client perceives little need for online communication.

Another important factor that explains the Internet usage gap between SMPs and the Big 4 is perceived benefits. The Big 4 perceive e-mail as a medium for exchanging documents, their web site as a medium for marketing and recruitment, and the Internet as a medium for knowledge sharing among member firms. On the other hand, SMPs see no or little value of having a web site and feel that the benefits derived from internet applications usage are not apparent and tangible. This perception discrepancy between Big 4 and SMPs may well explain why the usage gap is still evident between the two groups.

CONCLUSIONS

Findings from the field survey of 14 audit firms coupled with literature research revealed that some factors may be more important than others. The facilitators suggested by literature and mentioned by interviewees were the need for online communication, international experience, competitive pressure, and firm size. Respondents highlighted two important facilitators in Internet usage: perceived benefits and need for online communication. In this study, these two facilitators were found to exert significant influence on entry-level Internet adoption among audit firms.

For the inhibitors, previous research and this study concluded that cost of adoption was the primary factor inhibiting Internet usage. The interviewees identified two other important inhibitors: lack of time in accessing and exploring Internet applications and lack of internal IT expertise. These two inhibitors were found to restrain audit firms from using entry-level Internet applications.

This study has shown that the critical factors identified in the earlier literature can be used as a theoretical basis for understanding factors impacting the adoption of basic Internet technologies among audit firms. Many of the critical factors mentioned in the literature were found to be influential in affecting basic Internet application usage among audit firms in this study. However, three important variables can be added to the literature:


	need for online communication

	lack of time in accessing and exploring Internet applications

	lack of internal IT expertise


Findings from this research revealed that these three factors, together with perceived Internet benefits, played a pivotal role in influencing Internet technologies adoption. The findings also suggested that small and medium-sized practices were relatively slow to adopt entry-level Internet technologies compared with the Big 4. Because SMPs’ audit firms risk being left behind by missing out on business opportunities provided by the Internet, it was important to identify and address factors affecting the adoption of the relevant technologies. Because there was no comprehensive model of these factors, the literature on factors affecting Internet adoption among organisations was used as the basis for an initial research framework. This study used evidence from 14 audit firms to identify the factors affecting entry-level Internet usage.

In particular, interview findings from the present study indicated that “perceived benefits”, “need for online communication”, “lack of time”, and “lack of internal IT expertise” appeared to be important factors affecting basic Internet technology usage. These findings suggested there was a need to improve the awareness of Internet benefits among audit firms and to provide Internet training to the staff of audit firms. Findings from Mohd Iskandar and Mohd Sanusi (2011) also suggested that audit firms need to design training programmes that help auditors improve their task performance. The resulting model has added substantially to the understanding of the decision by audit firms on Internet usage. Based on the findings presented above, the following model is proposed for future empirical study to be tested on a large scale so that the findings can be generalised and to provide more concrete evidence about factors influencing the usage of Internet technology within the audit profession.



[image: art]

Figure 2. Factors affecting Internet technologies usage by audit firms



IMPLICATIONS

This study has implications for both research and practice. For research, this study is among the scant literature available that examines the usage of entry-level Internet technologies with the main focus on SMPs by benchmarking against large audit firms. The findings from this research could be used to study basic Internet usage in other industries. The revised model proposed in this research could also be widened to study audit firms in other southeast Asian countries with Internet usage similar to Malaysia’s. Because this study has introduced some new constructs in the model, these new variables should be incorporated in future research to confirm their significance.

Because SMPs make up a significant percentage of audit firms in Malaysia, this study not only focuses on larger firms but also looks at Internet usage among the SMPs. Responding to the call by IFAC’s Small and Medium Practices Committee to raise the profile and build the capacity of SMPs globally, it is important that the SMPs in Malaysia adopt and make use of Internet technologies strategically. This study provides a model of Internet usage by audit firms with the main intention of assisting audit firms, particularly the SMPs, to move forward in Internet technologies usage to compete in the increasingly competitive global market.

Findings from this study reveal that large audit firms have invested proportionately more in Internet technologies than have the SMPs. This study would have the greatest impact on SMPs because they can benefit from the proposed model to strategise their Internet technologies adoption and usage. SMEs would also benefit indirectly should SMPs adopt and diffuse Internet technologies because SMEs, the typical clients of SMPs, are adopting the Internet as a means to compete on a global scale. Potential commercial functions between SMEs and SMPs could be performed should SMPs keep up with the SMEs’ Internet technologies usage.

For auditors, this study highlights the importance of perceived benefits in influencing the usage of entry-level Internet technologies. Limited users should familiarise themselves with these Internet applications. Gradually, the advantages of these Internet tools over traditional methods will become apparent to them. Additionally, staff should be exposed to and encouraged to develop skills and knowledge in using these Internet technologies because lack of time and internal IT expertise are among the key inhibitors to the adoption of these technologies. In short, top management should realise the benefits of using these Internet applications and provide the necessary incentives to promote their usage in the firm.

LIMITATIONS

The key limitations of this study are as follows: first, the study focused on a limited geographical area (the northern region of Malaysia), and the results may not be generalisable to other regions in Malaysia; second, the current findings may not be generalisable to other developed countries where the existing Internet knowledge is much more refined; third, given the desire for in-depth insights, this study was limited to 14 audit firms, which necessitates that future studies look at this issue with a larger sample and a broader geographical area. However, we believe that our Internet technologies adoption model can form the basis of larger scale studies for further improvement.

ACKNOWLEDGEMENT

The authors gratefully acknowledge the support of Universiti Sains Malaysia Research University Grant (Research grant no.: 1001PMGT/816063).

REFERENCES

Akkeren, J. K., & Cavaye, A. L. M. (1999). Factors affecting entry-level internet technology adoption by small business in Australia – evidence from three cases. Journal of Systems and Information Technology, 3(2), 33–48.

Alam, S. S. (2009). Adoption of Internet in Malaysian SMEs. Journal of Small Business and Enterprise Development, 16(2), 240–255.

American Institute of Certified Public Accountants (AICPA). (2001). The effect of information technology on the auditor’s consideration of internal control in a financial statement audit. Statement of Auditing Standards No. 94. New York: Author.

American Institute of Certified Public Accountants (AICPA). (2002). Consideration of fraud in financial statement audit. Statement of Auditing Standards No. 99. New York: Author.

American Institute of Certified Public Accountants (AICPA). (2005). Audit documentation. Statement of Auditing Standards No. 103, New York: Author.

American Institute of Certified Public Accountants (AICPA). (2006). Risk assessment standards. Statement of Auditing Standards No. 104-11. New York: Author.

Banker, R. D., Chang, H., & Kao, Y. (2002). Impact of information technology on public accounting firm productivity. Journal of Information Systems, 16(2), 209–222.

Bazar, B., & Boalch, G. (1997). A preliminary model of Internet diffusion within developing countries. Retrieved 7 July 2009 from, http://ausweb.scu.edu.au/proceedings/boalch/paper.html

Blackburn, R., & and Jarvis, R. (2010) The role of small and medium practices in providing business support to small- and medium-sized enterprises. (Project Report). New York: International Federation of Accountants.

Damanpour, F. (1996). Organizational complexity and innovation: Developing and testing multiple contingency models. Management Science, 42(5), 693.

Dholakia, R. R., Jean L. J., Bitta, A. J. D., & Dholakia, N. (1993). Decision-making time in organizational buying behavior: An investigation of its antecedents. Journal of the Academy of Marketing Science, 21(4), 281–292.

Dholakia, R. R., & Kshetri, N. (2004). Factors impacting the adoption of the Internet among SMEs. Small Business Economics, 23, 311–322.

Eisenhardt, K. M. (1989), Building theories from case study research. Academy of Management Review, 14(4), 532–550.

Ellis, T. S., Casey, K. M., & Flaherty, D. J. (2000). Public accounting firms and Information Technology: Adoption, usage, and expenditures. Journal of Computer Information Systems, 40(3), 10–14.

Gattiker, U. E., Janz, I., & Schollmeyer, M. (1996). Internet access, managing costs and benefits. Business Quarterly, 61(1), 85–92.

Hamill, J. (1997), The Internet and international marketing. International Marketing Review, 14(5), 300–323.

Iacovou, C. L., Benbasat, I., & Dexter, A. S. (1995). Electronic data interchange and small organizations: Adoption and impact of technology. MIS Quarterly, 19(4), 465–485.

International Federation of Accountants (IFAC). (2012). IFAC-SMP Quick Poll May–June 2011. Retrieved 1 October 2012 from, http://www.ifac.org/publications-resources/ifac-smp-quick-poll-may-june-2012

Janvrin, D., Bierstaker, J., & Lowe, D. J. (2008). An examination of audit information technology use and perceived importance. Accounting Horizons, 22(1), 1–21.

Kula, V., & Tatoglu, E. (2003). An exploratory study of Internet adoption by SMEs in an emerging market economy. European Business Review, 15(5), 324–333.

Levy, M., & Powell, P. (2003). Exploring SME Internet adoption: Towards a contingent model. Electronic Markets, 13(2), 173–181.

Lynn, G. S., Lipp, S. M., Akgun, A. E., & Cortez, A. J. (2002). Factors impacting the adoption and effectiveness of the World Wide Web in marketing. Industrial Marketing Management, 31(1), 35–49.

Mehrtens, J., Cragg, P. B., & Mills, A. M. (2001). A model of Internet adoption by SMEs. Information & Management, 39(3), 165–176.

Mohamad-Nor, M. N., Shafie, R., & Wan-Hussin, W. N. (2010). Corporate governance and audit report lag in Malaysia. Asian Academy of Management Journal of Accounting and Finance, 6(2), 57–84.

Mohd Iskandar, T., & Mohd Sanusi, Z. (2011). Assessing the effects of self-efficacy and task complexity on internal control audit judgment. Asian Academy of Management Journal of Accounting and Finance, 7(1), 29–52.

Nguyen, T. D., & Barrett, N. J. (2006). The adoption of the Internet by export firms in transitional markets. Asia Pacific Journal of Marketing and Logistics, 18(1), 29–42.

O’Donnell, E., & Schultz, J. (2003). The influence of business-process-focused audit support software on analytical procedures judgments. Auditing: A Journal of Practice & Theory, 22(September), 265–279.

Pontikakis, D., Lin, Y., & Demirbas, D. (2006). History matters in Greece: The adoption of Internet-enabled computers by small and medium sized enterprises. Information Economics and Policy, 18(3), 332–358.

Public Company Accounting Oversight Board (PCAOB). (2004). An audit of internal control over financial reporting performed in conjunction with an audit financial statements. Auditing Standard No.2. Release no. 2004-001, 9 March. Washington, DC: Author.

Ramdani, B., & Kawalek, P. (2007). SME adoption of enterprise systems in the Northwest of England: An environmental, technological, and organizational perspective. In T. McMaster, D. Wastell, E. Ferneley & J. I. DeGross (Eds.), IFIP International Federation for Information Processing (vol. 235, pp. 409–430). U.S.: Springer.

Riquelme, H. (2002). Commercial Internet adoption in China: Comparing the experience of small, medium and large businesses. Internet Research: Electronic Networking Applications and Policy, 12(3), 276–286.

Solomon, I., & Trotman, K. (2003). Experimental judgment and decision research in auditing: The first 25 years of AOS. Accounting, Organizations and Society, 28(May), 395–412.

The Association of Chartered Certified Accountants [ACCA]. (2011). Small and medium sized public accounting practices in Singapore – Bridging the current to the future. A research project commissioned by the Accounting and Corporate Regulatory Authority, White Paper, 8 August.

The Malaysian Institute of Accountants (MIA). (2012). Helping SMPs thrive. Accountants Today, 25(3), 56–59.

Walczuch, R., Braven, G. V., & Lundgren, H. (2000). Internet adoption barriers for small firms in the Netherlands. European Management Journal, 18(5), 561–572.

Yin, R. K. (1994). Case study research: Design and methods. Thousand Oaks, CA: Sage Publications Inc.






ASIAN ACADEMY of MANAGEMENT JOURNAL of ACCOUNTING and FINANCE



AGENCY COSTS AND THE LONG-RUN PERFORMANCE OF DEBT ISSUERS

Yusnidah Ibrahim, Md Mohan Uddin*, Kamarun Nisham Taufil Mohd and Mohd Sobri Minai

College of Business, Universiti Utara Malaysia, 06010 UUM Sintok, Kedah

*Corresponding author: mohanuddin@gmail.com

© Asian Academy of Management and Penerbit Universiti Sains Malaysia, 2013

ABSTRACT

This study focuses on an agency cost explanation of the long-run performance of debt issuers based on debt issuance data in Malaysia during the period from January 2001 to October 2009. Long-run performance is measured by buy and hold abnormal return (BHAR), while growth opportunities (GO), managerial ownership (MO), ownership concentration (OC) and free cash flow (FCF) are adopted as proxies for agency costs. Using a linear regression method, this study finds that BHAR is positively influenced by GO and OC but negatively influenced by MO and FCF, which supports an agency cost explanation of capital structure. An improvement in the performance of debt issuers is found to be associated with the monitoring of debt by debt issuers. Debt issuers with more concentrated ownership and lower MO benefit from the issuance of debt through a reduction of agency costs.

Keywords: capital structure, agency theory, ownership concentration, bonds, long-run performance

INTRODUCTION

An agency cost argument forms one of the explanations for the wealth effect of a capital structure change in an imperfect capital market. Jensen and Meckling (1976) have proposed an agency theory that argues that the ownership of a firm remains equally concentrated if the firm chooses debt over equity. This stability helps the firm to avoid the higher agency costs associated with dispersed ownership that occur in an equity financing alternative. According to this theory, in a highly concentrated ownership context, an increase in the level of debt in the capital structure of a firm should result in decreasing agency costs of equity, increasing agency costs of debt resulting from the actions of inside agents, or both of these effects. Because debt covenants already mitigate the agency costs of debt, an increase in debt would likely result in an increase in firm value. Later, Jensen (1986) advanced the free cash flow hypothesis, which claims that debt issuance results in obligatory payments of interest and principal and thus reduces the free cash flow available for managers to serve their own interests. Based on these theoretical predictions, when a firm issues a debt security, the agency costs associated with the capital structure change can be expected to affect shareholder wealth.

Several other studies have provided evidence of the association between debt financing and agency costs. According to Harvey, Lins, and Roper (2002), the level of debt and the degree of monitoring are proven to have an impact on agency costs. In addition, Leuz, Nanda and Wysocki (2003) showed that managers and controlling shareholders enjoy private control benefits in an environment of concentrated ownership and in a less-developed market with weaker investor protection. Campello (2006) emphasised that a large body of literature supports the theory that capital structure changes influence the actions of both inside agents and outside parties. Nonetheless, few robust studies specifically examine the relationship between agency costs and the wealth effect of debt issuances to determine whether a reduction in agency costs is indeed one of the sources of value creation. While prior capital structure studies such as Bharath, Pasquariello and Wu (2009), Deesomsak, Paudyal and Pescetto (2004), De Jong, Kabir and Nguyen (2008), and Frank and Goyal (2009) have mainly focused on the determinants of capital structure, studies on the determinants of the wealth effects of capital structure changes remain inconclusive (Myers, 2001; Carpentier, 2006).

Moreover, most wealth effects studies, such as Howton, Howton and Perfect (1998) and Antweiler and Frank (2006), used short-run measures of wealth effects and did not emphasise agency cost variables. Short-run wealth effects may not capture the future implications of a decision, especially when the stock markets are not efficient or semi-strong efficient. Few studies in developed markets have found evidence of long-run underperformance after security issuances. These studies linked any such underperformance to opportunistic managers manipulating the market timing of debt issuances and to slow reactions from investors resulting from the inability of investors to mitigate overvaluation in the short run (Wu & Kwok, 2007; Coakley, Hadass, & Wood, 2008; Farinós, García, & Ibáñez, 2007; Autore, Bray, & Peterson, 2009; Chou, Wang, Chen, & Tsai, 2009). Because many emerging markets such as Korea and Taiwan are shown to be weak-form efficient, while some other emerging markets, including Malaysia, are inefficient despite experiencing continuous financial liberalisation (Kim & Shamsuddin, 2008), the wealth effects in these markets should also be assessed by an evaluation of long-run stock performance.


Few attempts have been made to explain the long-run wealth effects on debt issuers through an agency cost theory, especially in emerging countries such as Malaysia. The intense increase in leverage ratios in Malaysia and the shift in reliance of Malaysian companies from financial institutions to capital markets for raising debt after the 1997 financial crisis (Deesomsak, Paudyal, & Pescetto, 2004; Ibrahim & Minai, 2009), coupled with the fact that Malaysia possesses the highest ratio of corporate bonds issued per dollar of GDP (37.3%) among the emerging countries (Mohamad, Hassan, & Ariff, 2007), have raised the question of whether the active debt-financing activities of Malaysian companies are generating wealth for shareholders. Scholars such as Jensen and Meckling (1976) and Jensen (1986) have questioned, whether agency cost reduction is a source of shareholder wealth creation. Hence, this study attempts to provide answers to these questions by investigating the effects of variables related to agency costs on long-run shareholder wealth in the context of debt issuances in Malaysia.

The remainder of this paper is organised as follows. The first section reviews related literature. The second section explains the theoretical framework followed by the presentation of the methodology adopted in this study. The findings are presented next. Finally, the last section discusses the results and concludes the study.

LITERATURE REVIEW

The effect of agency costs on the performance of a debt issuer can possibly be explained by the agency theory of Jensen and Meckling (1976). When management and ownership are separated, managers become the agents of owners. Because managers may not hold a significant portion of the total ownership, managers may pursue objectives other than shareholder wealth maximisation. This situation results in an agency conflict. When a firm is financed with equity issuances, ownership becomes more diluted, causing an increase in the agency conflict between managers and outside owners. Consequently, managers of unprofitable investments tend to increase their leisure, privileges, or benefits from the unprofitable investment activity, costs that are shared by the owners of these investments. These costs are called agency costs of equity. If a firm considers using debt financing instead, ownership remains as concentrated as before. In this case, managers do not find additional external owners to share the cost of increasing their own benefits. Therefore, debt financing has the benefit of reducing agency costs of equity.

Research on long-run stock return performance following a particular financing activity focuses more on equity financing such as IPOs (Yip, Su, & Ang, 2009; Moshirian, Ng, & Wu, 2010), seasoned equity issues (Jo & Kim, 2008; Autore, Bray, & Peterson, 2009) and preferred equity issues (Howe & Lee, 2006). Some studies have examined the long-run performance of straight and convertible bond issuances. For example, Jewell and Livingston (1997) studied the three-year-run stock returns of debt issuers during 1980–1990. Their study revealed the strong impact of bond ratings on long-run stock returns. Lee and Loughran (1998) used a sample of convertible bond issuers in the USA during 1975–1990. Their study in contrast revealed significantly inferior stock returns and operating performance in the years following convertible bond offerings. This finding has been associated with the effects of the high free cash flow problem combined with the effects of a lack of available investment opportunities.

Spiess and Affleck-Graves (1999) documented substantial long-run post-issue underperformance for both straight and convertible debt issuers in the USA during the period from 1975 to 1989. They found that underperformance is more severe for smaller, younger firms and for firms issuing speculative-grade debt. Based on these results, they argued that similarly to equity offerings, debt offerings also signal to the market that a firm is overvalued. As a result, an initial under-reaction by psychologically biased investors is followed by a similar, but more impactful assessment in the long run. Dichev and Piotroski (1999) found no abnormal returns for straight debt issuers and a high degree of underperformance for convertible bond issuers during the five years following a debt issuance.

In response to the weaknesses of previous studies such as the biased inference of standard parametric test, Datta, Iskandar-Datta and Patel (2000a) used a more comprehensive 24-year sample based on U.S. data. They found substantial long-run underperformance, which was attributed to the market timings of issuances and significant reductions in growth opportunities following the issuances. Muradoglu and Whittington (2001) analysed the long-run performance of UK debt issuing companies during a period from 1990 to 1999. They found that companies with less leverage at the time of issuance exhibited superior three-year buy and hold abnormal returns.

Gombola and Marciukaityte (2007) have compared the long-run performance between equity issuers and debt issuers using a sample of rapidly growing firms. They claimed that the performance of the firms that finance their growth by debt issuances is significantly worse than the performance of firms that finance by equity issuances. They attributed this result to the tendency of management to issue debt when management is overly optimistic about the future growth of the firm.


Chou et al. (2009) also found stock return underperformance for U.S. convertible bond issuers that were involved in earnings management during the five-year post-issue period. They argued that the temporary overvaluation of stock is corrected over the long run. The underperformance of convertible bond issuers is also evidenced in the study of Jung (2009), who noted that long-run performance depends on the type of debt security issued.

Overall, although empirical evidence shows a general agreement that long-run underperformance arises after an issuance of convertible bonds, scholars could not reach a conclusion about the long-run performance of straight debt issues and the underlying reasons for the level of performance experienced by straight debt issuers. Previous studies have tried to explain the long-run performance following debt issuances based on investor behaviour, managerial attitude, issuance timing, and variations in the types of debt securities offered; however, there is a lack of emphasis on the agency environment of firms despite strong theoretical supports for an agency theory. Moreover, no study, to the authors’ knowledge, has focused on the issue of long-run performance following debt issuances in a developing country context, particularly in the context of Malaysia, which is also characterised by high debt dependence.

THEORETICAL FRAMEWORK

One-, two-, and three-year shareholder buy and hold abnormal returns (BHARs) are used as alternative dependent variables in this study to examine the influence of agency costs on the long-run performance of debt issuances over different durations. This measure has been widely used in previous studies (e.g., Chan, Ikenberry, & Lee, 2004; Datta, Iskandar-Datta, & Raman, 2000b; Lyon, Barber, & Tsai, 1999; Ritter, 1991). The explanatory variables in this study are composed of agency cost proxies. However, because agency cost effects theoretically take place in the context of capital structure changes and because not all debt issuances result in equivalent capital structure changes, the hypothesised relationship between these variables and long-run performance is moderated by capital structure changes. The theoretical arguments for the hypothesised impacts of agency cost proxies are discussed next.

Growth Opportunities

According to Myers (1977) and Titman and Wessels (1988), the value of growth opportunities depends on a firm’s discretionary future investments which may result when the firm seeks to redistribute wealth from the bondholders to equity holders, potentially increasing the agency costs of debt. On the other hand, Jensen (1986) indicates that high-growth firms use free cash flow to exploit growth opportunities and thus do not benefit from issuing debt, which would have limited the discretionary use of cash flow for a non-growth firm. A recent empirical study by Frank and Goyal (2009) also indicates that growth opportunities reduce the free cash flow problem. However, their study indicates that growth opportunities intensify agency problems related to debt. Thus, we hypothesised that debt issuers with higher growth opportunities would experience lower performance in the long run.

Managerial Ownership

Jensen and Meckling (1976) argue that the agency costs of equity are smaller when managers hold a large fraction of the outstanding shares of the company because in that case, they work more vigorously and they also do not consume excessive company resources compared to managers with a small fraction of ownership. Douglas (2006) further argues that the benefit of debt issuances in terms of controlling the discretionary use of free cash flow is higher for firms with lower managerial ownership. As the level of managerial ownership increases, the degree of this benefit decreases. Thus, we hypothesised that a higher level of managerial ownership is correlated with a less superior long-run performance after a debt issuance.

Ownership Concentration

Concentrated ownership can increase the conflicts of interest between minority shareholders and inside large shareholders (Lins, 2003; Earle, Kucsera, & Telegdy, 2005). Large shareholders who enjoy the control of a firm may force the management to adopt non-value-maximising investments that privately benefit the large shareholders (Bena & Hanousek, 2008). This type of agency cost can be mitigated by issuing more debt. Thus, the benefit of debt issuances in the form of a reduction of agency costs is stronger for firms with highly concentrated ownership. The long-run performance of debt issuers is therefore hypothesised to be positively related to the level of ownership concentration.

Free Cash Flow

The issuance of more debt creates fixed financial obligations that can limit the scope of managerial discretionary use of free cash flow (Jensen, 1986; Opler & Titman, 1993). Gangopadhyay and Yook (2009) provide support for this argument by showing that stock repurchases, which also increase the leverage ratio of a firm, result in superior abnormal performance if the firm has a high amount of free cash flow. Hence, we expected that a higher level of free cash flow relates to a better long-run performance following a debt issuance.


DATA AND METHODS

The initial list of all of the bond issuances from January 2001 to October 2009 was extracted from the website of the Securities Commission Malaysia. As a result of the unavailability of certain data, bond issues before 2001, only a few of which exist, are not included in the sample. The initial list of bond issuances comprises a total of 720 in the one-year performance sample, 675 in the two-year performance sample, and 591 in the three-year performance sample. The sizes of the one-, two- and three-year samples become 165, 145, and 126, respectively, after excluding convertible issuances, non-listed companies, banks and financial institutions, issuances without Bursa Malaysia announcements, multiple issuances, same-day issuances, and issuances with incomplete data.

The long-run wealth effects of debt issuances can be measured in terms of cumulative abnormal returns (CAR), buy and hold abnormal returns (BHAR), and intercepts of the Fama-French three-factor model (IFF3F). However, in light of the limitations of other measures, only BHAR is used as a dependent variable in the regression analysis. Specifically, CAR cannot capture the long-run stock returns properly because of ‘measurement bias,’ i.e., bias that arises from ignoring the compounding of periodic returns (Barber & Lyon, 1997). On the other hand, IFF3F is a calendar-time approach that is calculated based on the monthly portfolios of issuers and that does not provide any measures of long-run performance for individual debt issuers.

The first step of calculating the BHAR is to calculate the buy and hold return (BHR) of firm i for the analysis period of T months: [image: art], where, rit is the monthly raw return of firm i in month t. The monthly raw return of firm i in month t is, [image: art], where, Pit is the market price of a share of firm i, in month t. The same calculation indicates that the buy and hold return for benchmark b is, [image: art].

Benchmark firms are the non-event matching firms that are very similar to the event firms based on size and book-to-market. In contrast to other benchmarking methods such as the use of a market index, using benchmark firms more efficiently generates well-specified, powerful, and unbiased test statistics (Barber & Lyon, 1997). To find the non-event matching firms, the Euclidean distances, as used in Datta et al., (2000a), Yu and Jiang (2010), Kirkos, Spathis and Manolopoulos (2010), are estimated between each of the issuers for every issue in the sample and for each benchmark candidate based on the size of the candidates, which is measured by market capitalisation and market-to-book ratio.

For the BHAR estimations, the average return of the two closest available matching firms is considered to be a benchmark return. The BHAR of firm i for the analysis period T is the difference between the buy-and-hold returns of the firm and the benchmark of that analysis period, BHARiT = BHARiT − BHRbT. The average buy-and-hold abnormal return for analysis period T is calculated as follows,

[image: art]

where n is the number of observations in the sample for analysis period, and [image: art], (where MVi is the market value of issuing firm i’s outstanding shares before the issue).

The test of statistical significance of the BHAR results is conducted using three procedures for the purpose of robustness and for comparability with other studies. These procedures are the calculations of (1) the conventional t-statistic, (2) the bootstrapped skewness adjusted t-statistic, as suggested by Lyon et al. (1999) and developed by Johnson (1978), and (3) the heteroscedasticity and serial correlation consistent t-statistic, as suggested by Jegadeesh and Karceski (2009).

The calculation of the conventional t-statistic is

[image: art]

As suggested by Lyon et al. (1999), the skewness adjusted t-statistic is calculated as

[image: art]

Following Lyon et al., S is used to reduce the expressions in Equations 2 and 3, where [image: art]. In Equation 3, the estimate of the coefficient of skewness is


[image: art]

Because a well-specified skewness-adjusted t-statistic is achieved only by employing a bootstrapped application of the t-statistic (Sutton, 1993), a procedure following Lyon et al. (1999) and Brown (2004) is employed:


	The total of 1,000 bootstrapped resamples is drawn from the original sample of debt issuers, where BHAR is used to calculate the test statistic. The size of the resamples is nb = n/4, where n = the sample size for the 1, 2, and 3 year performance analyses, and b = 1, 2, 3, 1000.

	For each of these 1,000 resamples, the skewness adjusted t-statistic, [image: art] is calculated using Equation 3.

	The standard deviation for each 1,000 skewness adjusted t-statistics, [image: art] is calculated.

	The ratio of the skewness adjusted t-statistic of the original sample to the standard deviation of the 1000 skewness adjusted t-statistics, [image: art] is calculated.

	The ratio, [image: art] is compared with the critical values of the standard normal distribution to reach into a statistical inference.


Good (2006) reviews various software programs that are available for resampling procedures. Among them, the author of this study uses Resampling Stats for performing steps (1) to (3) of the bootstrapping procedure. Resampling Stats is a software program that is used for implementing resampling methods, including simulations, as well as bootstrap and permutation procedures.

As in Jegadeesh and Karceski (2009), the following steps are performed to calculate the heteroscedasticity and the serial correlation consistent t-statistic. First, monthly cohorts of Nt stocks are created by grouping the securities experiencing an event in month t. Second, the average holding period abnormal return of each monthly cohort denoted as [image: art] is calculated for holding period T:


[image: art]

where [image: art], T = 12, 24, or 36 months of the analysis period, and M = the number of months in the sample period. The heteroscedasticity and the serial correlation consistent t-statistic is

[image: art]

where w is the M × 1 column vector of weights (M = the number of months in the sample period) measured as the ratio of the number of events in month t to the total sample size and V is the M × M variance covariance matrix. The ij-th element of this matrix is estimated as,

[image: art]

Jegadeesh and Karceski (2009) find that when the sample is not very large, thsc tends to over reject the null hypothesis of BHAR = 0. They provide and suggest using the critical values based on the empirical distribution table for statistical inference. This study follows this empirical distribution for the statistical inferences about BHAR results.

An ordinary least squares regression is used to test the relationships in the proposed theoretical framework. Two regression models are tested for the one-, two-, and three-year analysis periods in this study. According to agency theory, as discussed in the theoretical framework, the effect of an agency cost variable is expected to result after a change in capital structure. Therefore, Model 2 (in Equation 6) is formed by adding the interaction terms with Model 1 (in Equation 5):

[image: art]


[image: art]

where AGENCYa to AGENCYd stand for the variables related to agency costs. Among the agency cost variables, Growth Opportunities (GO) is measured by (Total Assets – Equity Capital + Market Capitalisation) / Total Assets (Fama & French, 2002; Ozkan, 2001). Managerial Ownership (MO) is measured by the percentage of total outstanding shares held by executive or managing directors (Nor & Sulong, 2007) of the debt-issuing firms during the last year before the issuance. Ownership Concentration (OC) is measured by the Herfindahl Index (Khan, 2006), which is calculated as the sum of the squared percentage of shares held by the five largest shareholders of the debt issuer. Free Cash Flow (FCF) is measured by (operating income – current tax + change in deferred tax – interest expense – preferred dividend – ordinary dividend)/net tangible asset (Howton, Howton, & Perfect, 1998; Lie, 2002). Finally, capital structure (CSCH) is measured by the difference in the year-end debt ratio before and after the issuance, and ε captures the error term.

FINDINGS

Three measures of the statistical significance of BHAR have been implemented in this study. Although the bootstrapped skewness-adjusted t-statistic improves on the conventional test statistic, as mentioned earlier, this t-statistic is not successful in correcting the cross-correlation problem because event firms cannot be selected randomly (Mitchell & Stafford, 2000; Jegadeesh & Karceski, 2009). The heteroscedasticity and the serial correlation consistent t-statistic (thsc), as proposed by Jegadeesh and Karceski, are estimated using the methodology discussed in the previous section to account for this cross-correlation problem. Table 1 shows the key results of these estimations.


Table 1

Heteroscedasticity and serial correlation consistent t-statistic of BHAR



	Analysis Period

	Monthly Cohorts

	Dimension of matrix

	w′Vw

	Statistic



	w

	V

	thsc



	one-year

	105

	105 × 1

	105 × 105

	0.0045

	1.66



	two-year

	91

	91 × 1

	91 × 91

	0.0010

	0.32



	three-year

	80

	80 × 1

	80 × 80

	0.0106

	3.64 **




Note. *, **, and *** indicate 10%, 5%, and 1% level of significance, respectively


The BHAR results, along with a summary of all of the t-statistics used for the purpose of assessing statistical significance, are reported in Table 2. The increase in the BHAR over time is significant. The one-year BHAR is 11.1%, increasing to 19.96% and to 37.49% in years two and three, respectively.


Table 2

Buy and hold abnormal return over long run following debt issuance



	Analysis Period
	Sample Size

	[image: art]

	tc

	tbsa

	thsc




	one-year
	165

	0.1110

	2.42**

	1.81*

	1.66




	two-year
	145

	0.1996

	2.92***

	3.14***

	0.32




	three-year
	126

	0.3749

	3.75***

	1.91*

	3.64**





Note. *, **, and *** indicate 10%, 5%, and 1% level of significance, respectively

Based on a conventional t-statistic, the one-year BHAR is significant at a 5% level, and the two- and three-year BHARs are significant at a 1% level. As evidenced by the bootstrapped skewness-adjusted t-statistic, only the two-year BHAR is significant at a 1% level, whereas the one- and three-year BHARs are significant at a 10% level. The more conservative heteroscedasticity and serial correlation consistent t-statistic also indicate the significance of the three-year BHAR at a 5% level. Overall, the long-run stock return performance of debt-issuing firms is significantly superior to that of non-debt-issuing firms.

The descriptive statistics of the three samples of one-, two-, and three-year performance analyses are reported in Table 3, illuminating the general characteristics of the variables of this study, The statistics for each of the independent and dependent variables in the research framework are presented. The average capital structure changes following the debt issuances are 7.5%, 8.4%, and 8.2% for the one-, two-, and three-year samples, respectively, whereas the medians are 5.2%, 5.3%, and 5.3%, respectively.


Table 3

Descriptive statistics of the variables in the regression



	Variable
	Mean

	Median

	Minimum

	Maximum

	Std. Dev.




	Panel A: Sample for one-year analysis



	BHAR1Y
	0.0536

	−0.0337

	−1.1954

	3.0328

	0.5905




	CSCH
	0.0746

	0.0517

	−0.2765

	0.7979

	0.1340




	GO
	1.2940

	1.0867

	0.4499

	8.1708

	0.9786




	MO
	0.2706

	0.2512

	0.0000

	0.9047

	0.2446




	OC
	0.1694

	0.1277

	0.0118

	0.9687

	0.1383




	FCF
	0.0686

	0.0631

	−0.6254

	0.7511

	0.1016




	Panel B: Sample for two-year analysis



	BHAR2Y
	0.0103

	−0.0548

	−2.3411

	4.6289

	0.8237




	CSCH
	0.0844

	0.0533

	−0.2765

	0.7979

	0.1347




	GO
	1.2886

	1.0727

	0.4499

	8.1708

	0.9959




	MO
	0.2801

	0.2693

	0.0000

	0.9047

	0.2419




	OC
	0.1606

	0.1208

	0.0118

	0.5555

	0.1221




	FCF
	0.0627

	0.0631

	−0.6254

	0.3166

	0.0889




	Panel C: Sample for three-year analysis



	BHAR3Y
	−0.0804

	−0.1357

	−7.3865

	2.5821

	1.1212




	CSCH
	0.0823

	0.0529

	−0.2765

	0.4942

	0.1243




	GO
	1.2796

	1.0464

	0.4499

	8.1708

	1.0520




	MO
	0.2815

	0.2621

	0.0000

	0.9047

	0.2476




	OC
	0.1613

	0.1209

	0.0201

	0.5555

	0.1193




	FCF
	0.0654

	0.0649

	−0.2114

	0.2873

	0.0629





Using an independent sample t-test, the hypothesis that the average capital structure change is zero is rejected at a 1% level of significance for all of the samples. Therefore, the samples in this study are confirmed to exhibit an overall increase in leverage following debt issuance decisions. Among the agency cost proxies, the growth opportunities of the sample debt issuers range from 0.45 to 8.17. The average (median) values of growth opportunities for the one-, two-, and three-year samples are 1.29 (1.09), 1.29 (1.07), and 1.28 (1.05), respectively. The level of managerial ownership ranges from 0% to 90% for the sample. The average (median) managerial ownership for the one-, two-, and three-year samples are 27% (25%), 28% (27%), and 28% (26%), respectively. The average (median) ownership concentration for the one-, two-, and three-year samples are 0.17 (0.13), 0.16 (0.12), and 0.16 (0.12), respectively.


Table 4

Regression results



	
	Model 1a

	Model 2a




	Panel A: Determinants of one year performance



	
	Coeff.

	t

	Coeff.

	t




	const.
	−0.1575

	−1.36

	−0.1926

	−0.84




	CSCH
	0.2353

	0.60

	0.2498

	0.15




	GO
	0.0845

	0.96

	0.1836

	0.94




	MO
	0.1343

	0.71

	0.2047

	1.04




	OC
	0.3800

	0.77

	0.0906

	0.23




	FCF
	−0.2403

	−0.51

	−1.3305

	−1.15




	CSCH*GO
	

	

	−0.8861

	−0.71




	CSCH*MO
	

	

	−0.7644

	−0.36




	CSCH*OC
	

	

	8.9394

	1.73*




	CSCH*FCF
	

	

	2.4553

	0.34




	Number of observation
	165

	

	165

	




	F-stat.
	0.72

	

	0.77

	




	R-squared
	0.0333

	

	0.1233

	




	Panel B: Determinants of two year performance



	
	Coeff.

	t

	Coeff.

	t




	const.
	−0.3043

	−1.73*

	−0.3027

	−1.69*




	CSCH
	0.6782

	1.81*

	0.03061

	0.24




	GO
	0.0756

	1.46

	0.1135

	2.06*




	MO
	−0.0113

	−0.05

	0.0167

	0.07




	OC
	1.0494

	1.71*

	0.6047

	1.05




	FCF
	−0.0876

	−0.15

	−0.054

	−0.06




	CSCH*GO
	

	

	−0.3886

	−1.3




	CSCH*MO
	

	

	−0.4273

	−0.19




	CSCH*OC
	

	

	7.2422

	1.34




	CSCH*FCF
	

	

	0.3241

	0.23




	Number of observation
	145

	

	145

	




	F-stat.
	2.15*

	

	1.67*

	




	R-squared
	0.0467

	

	0.0627

	




	Panel C: Determinants of three year performance



	
	Coeff.

	t

	Coeff.

	t




	const.
	−0.4364

	−1.42

	−0.5859

	−1.28




	CSCH
	0.8833

	1.01

	3.077

	0.98




	GO
	0.1088

	1.66*

	0.0835

	0.86




	MO
	−0.5062

	−1.66*

	−0.4768

	−1.35




	OC
	1.5244

	1.71*

	1.422

	1.16




	FCF
	0.6211

	0.38

	3.048

	1.6




	CSCH*GO
	

	

	−0.183

	−0.41




	CSCH*MO
	

	

	1.62

	0.48




	CSCH*OC
	

	

	0.5001

	0.06




	CSCH*FCF
	

	

	−34.9274

	−2.1**




	Number of observation
	126

	

	126

	




	F-stat.
	2.05*

	

	2.11**

	




	R-squared
	0.0646

	

	0.1099

	





aModel 1 and Model 2 are based on Equation 5 and Equation 6, respectively. The dependent variable is the BHAR in one, two, and three years following the debt issue. CSCH is the capital structure change, GO is the growth opportunity, MO is the managerial ownership, OC is the ownership concentration, and FCF is the free cash flow of the debt issuer. *, and ** indicate 10%, and 5% level of significance, respectively. The t-ratios are based on heteroscedasticity robust standard error as a remedy for the heteroscedasticity problem.

Panels A, B and C in Table 4 are used to report the regression results of the one-, two-, and three-year BHARs, respectively. Both Model 1 and Model 2 (after adding interaction terms from Model 1) are shown in the table. All of the models have been tested for heteroscedasticity using the Breusch-Pagan/Cook-Weisberg test and for multicollinearity using variance inflation factors (VIF).

A heteroscedasticity robust standard error has been used to correct the heteroscedasticity problem. No significant multicollinearity problem is observed based on the measurements of the VIF factors for the variables in each of the models.

Consistent with the results of Panel A in Table 4, one-year performance is positively affected by interaction variable CSCH*OC at a 10% level of significance. The results of Panel B show that two-year performance is positively affected by CSCH and OC at a 10% level of significance in Model 1 but is not significantly affected by these variables in Model 2. Two-year performance is positively affected by GO at a 5% level in Model 2 but is not significantly affected by this variable in Model 1. Thus, the results find evidence of the positive influence of CSCH, GO and OC on the two-year performance of a debt issuer following a debt issuance.

The results of Panel C indicate that at a 10% level of significance, three-year performance is positively affected by GO and OC and negatively affected by MO in Model 1. However, these results disappear in Model 2. When the interaction terms are added to Model 2, the interaction variable CSCH*FCF shows a significant negative influence on three-year performance at a 5% significance level. However, there is one extreme outlier with a very low BHAR (-7.3865) compared to the average (-0.0804) in the sample for the three-year analysis. This outlier is also confirmed to be extreme by examining the Mahalanobis distance, which is 6.52 for this observation. The regression of the three-year BHAR is run again without the outlier to determine whether the results are driven by the outlier. The result is shown in Table 5, which indicates that the positive influence of GO and OC on three-year performance presented in Panel C of Table 4 is driven by the outlier. However, the negative effect of MO and CSCH*FCF on three-year performance is evident even after excluding the outlier.


Table 5

Regression results for three year analysis period after excluding outlier



	
	Model 1a

	Model 2a




	
	Coeff.

	t

	Coeff.

	t




	const.
	−0.2086

	−0.98

	−0.2065

	−0.77




	CSCH
	0.3396

	0.50

	0.7792

	0.33




	GO
	0.0881

	1.50

	0.0246

	0.29




	MO
	−0.5294

	−1.74*

	−0.5676

	−1.76*




	OC
	1.1437

	1.41

	0.6374

	0.68




	FCF
	0.1380

	0.09

	2.2943

	1.29




	CSCH*GO
	

	

	0.0889

	0.22




	CSCH*MO
	

	

	2.2988

	0.73




	CSCH*OC
	

	

	5.8811

	0.75




	CSCH*FCF
	

	

	−28.9818

	−1.81*




	Number of observation
	125

	

	125

	




	F-stat.
	2.04*

	

	2.33***

	




	R-squared
	0.0621

	

	0.1164

	





aModel 1 and Model 2 are based on Equation 5 and Equation 6, respectively. The dependent variable is the BHAR in one, two, and three years following the debt issue. CSCH is the capital structure change, GO is the growth opportunity, MO is the managerial ownership, OC is the ownership concentration, and FCF is the free cash flow of the debt issuer. *, and ** indicate 10%, and 5% level of significance, respectively. The t-ratios are based on heteroscedasticity robust standard error as a remedy for the heteroscedasticity problem.


In summary, this study finds evidence that growth opportunities and ownership concentration exert a significant positive influence on long-run performance of Malaysian firms following debt issuance. On the other hand, managerial ownership is found to influence the long-run performance negatively. However, free cash flow negatively influences the long-run performance only when this variable interacts with capital structure changes.

DISCUSSION AND CONCLUSION

The BHAR results indicate positive long-run performance over one-, two-, and three-year periods following a debt issue. However, the positive long-run performance disappears for one- and two-year periods when the significance test of BHAR is corrected for heteroscedasticity and serial correlation problems using the method of Jegadeesh and Karceski (2009). Hence, the positive long-run performance during one- and two-year periods based on a bootstrapped skewness-adjusted t-statistic may be attributed to the lack of adjustments for heteroscedasticity and serial correlation problems. Given the drawbacks of other test statistics, the result of heteroscedasticity and serial correlation consistent t-statistics can be considered acceptable for forming the conclusion that debt issuers do not experience significant positive or negative performances during one- or two-year periods following a debt issuance, which is consistent with the findings of Spiess and Affleck-Graves (1999). However, during a three-year period, debt issuers experience significant positive performance. This finding is inconsistent with the findings for U.S. debt issuers, which either observe negative or no long-run effects on debt issuer performance after bond offerings. This disparity seems to suggest that investors underreact to debt offerings in Malaysia, which is corrected over the next three years.

Based on the regression results, there is evidence that debt issuers with high growth opportunities create significantly more wealth during two- and three-year periods, which contradicts expectations. These contradictory results can be attributed to the positive influence of the utilisation of growth opportunities and to the reduction of the free cash flow problem. The results also indicate that high growth opportunities do not intensify the agency costs of debt significantly in Malaysia.

The negative effect of managerial ownership on a three-year period of performance is consistent with the predictions of this study. This result suggests that firms with lower managerial ownership benefit more from debt issuances by mitigating agency costs of equity. However, this benefit does not appear until the third year after the debt issuance.


The finding regarding the positive effect of ownership concentration on one-, two-, and three-year performance supports the argument that if ownership is concentrated to a few large shareholders, the issuance of debts will improve long-run performance because creditors would monitor managerial behaviours, which helps to reduce agency costs.

Debt issuing firms with higher free cash flow and increased leverage experienced lower performance over the three-year period. However, this relationship is not evident in an analysis period of one or two years. Therefore, this study suggests that Malaysian debt issuances do not induce performance by limiting managerial discretionary use of free cash flow. Arguably, the benefit of higher financial leverage in the presence of high free cash flows should be observable even if no substitute measures for reducing agency costs are undertaken. However, Zhang (2009) provides evidence that debt and executive stock options (ESOS) are substitutes in attenuating the free cash flow problem of a firm. This study thus provides an indication that the free cash flow hypothesis may not be applicable in the presence of alternative controlling schemes for resolving agency conflicts.

This study concludes that debt-issuing firms in Malaysia outperform non-debt-issuing firms as measured by long-term shareholder wealth. A reduction in the agency costs of equity associated with dispersed ownership contribute to the superior performance of debt-issuing firms. Further study should be undertaken to investigate other sources of wealth creation in debt issuance activities, such as the tax benefits and financial distress costs.
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ABSTRACT

This study aims to examine the impact on investment decisions of risk information reported by banking companies in Indonesia pursuant to Indonesia SFAS 60, adopted from IFRS 7. The standard requires banking companies in Indonesia to prepare a complete report (qualitative and quantitative) either in the format of a risk-sensitivity analysis, as a value at risk, or in a tabular format. This study was conducted utilising an on-line field experimental method with 3 × 2 mixed designs that involved 54 investment analysts as participants. The experiment was conducted to test whether different formats of risk information influence the investment decision-making process. The results showed that participants have confidence in making investments when the risk information presented is in a complete risk format. This is shown by a positive and significant increase in confidence when participants analyse the complete risk information compared to risk information that is presented in a qualitative form only. The findings also showed a difference when risk information is presented in a tabular format compared to risk information presented in a sensitivity analysis or a value at risk format. Most participants chose the tabular format because it is considered more informative and thought to improve the reasoning of the investment analysis.

Keywords: Indonesia SFAS 60, risk information, sensitivity analysis, value at risk, tabular format

INTRODUCTION

Information in financial statements is useful in decision-making processes (Smith & Reiter, 1996; Maines & McDaniel, 2000; Barth, Clinch, & Shibano, 2003), and financial statements typically include information about risk. In Indonesia, the Financial Accounting Standards Board of the Indonesian Institute of Accountants in 2010 published the Indonesia Statement of Financial Accounting Standards (SFAS) 60: Financial Instruments: Disclosures. The standard began being applied to banking entities on 1 January 2012. Indonesia SFAS 60 was adopted from International Financial Reporting Standards (IFRS) 7: Financial Instruments: Disclosures. The standard requires banking entities to evaluate the nature and extent of risk arising from financial instruments, both qualitative and quantitative.

The standard states that quantitative market-risk disclosures in financial statements may be presented as a sensitivity analysis, as a value at risk, or in a tabular format. Previous research has shown that the tabular format is the format of risk information that is more informative and that can improve the analysis of financial statements (Linsmeier & Pearson, 1997; Hodder & McAnally, 2001; Linsmeier, Pearson, Thornton, Venkatachalam, & Welker, 2002).

This study aims to examine the impact of risk information presented in the three alternative risk information formats (sensitivity analysis, value at risk, and the tabular format) on the investment decision-making process. It is necessary to test the three formats of risk information to know which format offers the best value in analysing and processing risk information. This study also offers preliminary evidence about the effects on investment analyses of the different qualitative and quantitative risk disclosure formats required by Indonesia SFAS 60. The disclosure of risk is expected to reduce uncertainty about the risk implications of various factors that will affect the value of the firm. Preliminary evidence from studies on the effects of the implementation of risk reports can also be used by standard makers in Indonesia as a basis to evaluate the mandatory standards.

This research was conducted through an on-line field experimental method that involved investment analysts as participants. Investment analysts were selected as the participants to enhance external validity and to examine the practical impact of the accounting policy. Decisions made by investment analysts are often followed by both institutional and individual investors in making final investment decisions. The experimental method was chosen because it combines the strengths of external validity with the representativeness of a public opinion survey and the power of internal validity in the decision-making process. The combination is expected to generate more precise conclusions relating to decisions about real conditions, and it should be able to provide a comprehensive understanding related to public behaviour in the face of regulation (Sniderman & Grob, 1996; Harrison & List, 2004).

LITERATURE REVIEW

On 1 July 2009, Bank Indonesia issued Bank Indonesia Regulation No. 11/25/PBI/2009 that governed the application of risk management for commercial banks. It introduced the obligation to draw up a series of risk management procedures and methodologies that were used to identify, measure, monitor, and control risks arising from the operations of a commercial bank.

A risk report was to be released in one of three reporting formats, i.e., as a sensitivity analysis, a value at risk, or in a tabular format. A sensitivity analysis attempts to quantify the potential near-term loss (one year) arising from hypothetical changes in the market rating of a company. Conversely, value at risk is a method of risk disclosure that shows how the company’s largest loss may be experienced in terms of probability utilising the company’s market-risk sensitivity instruments. The tabular format presents risk in terms of the company’s assets and liabilities.

Research results have shown that the risks presented in a full report will affect the sensitivity of trading volume based on the level of stock market prices (Rajgopal, 1999; Roulstone, 1999; Linsmeier et al., 2002; Schrand, 1997). The format of the risk report has been shown to have value for investors because it is the best estimator of uncertainty in the market and is able to reduce the bias in security prices (Hodder & McAnally, 2001; Linsmeier et al., 2002; Dietrich, Kachelmeier, Kleinmuntz, & Linsmeier, 2001). In addition, companies that implement an informative disclosure policy will be followed by more analysts, which will lead to more precise analyst forecasts. Informative disclosures will also reduce differences between forecasts and forecast revisions of individual analysts, on the one hand, and will decrease volatility predictions made by analysts, on the other hand (Lang & Lundolm, 1996; Wong, 2000).

This conclusion is consistent with the results of the research conducted by Linsmeier and Pearson (1997) that tested the effects of quantitative market-risk disclosures on stock prices in accordance with Financial Reporting Report (FRR) 48/1997, issued by the Securities and Exchange Commision (SEC). The results showed that companies that publish a risk report in a complete format will have higher stock price sensitivity than companies that do not publish a risk report. Based on this description, the first hypothesis in this study is:


Investment analysts will have a better evaluation for companies that disclose a full risk report—both qualitatively and quantitatively—compared to companies that only disclose risk in a qualitative report.



This study provides preliminary evidence about the impact of the format of qualitative and quantitative risk disclosure under Indonesia SFAS 60—which is the adoption of IFRS 7—on analyst investment decisions in Indonesia. The decisions of investment analysts are important because these are often followed by investors and affect the market value of the firm.


Simplifying Decision-Process Problems

Tversky and Kahneman (1981) identify the effects of trying to simplify human behaviour (human heuristics) problems in decision-making processes. Heuristics is defined as a strategy that can be applied to various problems that usually—but not always—result in a more appropriate solution. Heuristic strategy is often used to reduce the complexity in solving a problem so that the process can be much simpler. In the process of decision making, an investment analyst will utilise information he has obtained, which often comes in large quantities and varieties. Thus, simplifying information received is an important element in simplifying the investment decision-making process.

In this experiment, the investment decisions in question encompass the decision to make recommendations to buy or sell shares, and they also measure the level of participant confidence in formulating investment decisions. Investment decisions are based on information from the three formats of risk reports presented in a hypothetical case.

The Impact of the Format of the Risk Report to the Investment Analyst Decision-Making Process

In comparing the three risk reporting formats (sensitivity analysis, value at risk, and tabular format), Linsmeier and Pearson (1997), Hodder and McAnally (2001), Linsmeier et al. (2002), and Putri, Supriyadi, and Nahartyo (2012) have shown that the tabular format is the format most widely used by financial analysts because it displays data in a simple form that is understandable and flexible; analysts can create a sensitivity analysis or a value at risk from the data presented in a tabular format, but not vice versa. The tabular format is also considered more informative than the other two risk reporting formats because it contains fundamental data sets that are separate from one another.

Hirshleifer and Teoh (2002) suggest that investors have limited attention and abilities to process vast amounts of information. Consequently, disclosures that contain equivalent information and are presented in different formats will have different effects on investors. At the research model proficiency level, under an assumption that investors are paying limited attention to the disclosure and/or the information, the information submitted in a format that is easier to process is easier to absorb by investors compared to sifting through irrelevant or public information. This assumption is consistent with the results of Dietrich et al. (2001), which states that disclosures made by management may be the best estimators for uncertainty in the market and permit bias to be reduced in securities pricing, even though the information may overlap with information disclosed in financial statements.


Putri et al. (2012) showed that there are no differences in decisions made by participants if the information is presented in the form of value at risk or a sensitivity analysis. This suggests that participants do not give different weight to the format of risk reports that are presented, and these authors concluded that the format of risk reports in this study did not affect the investment decisions. The study also provides additional evidence that individual decisions may be influenced by framing and proves that the framework of Prospect Theory plays a role in investment decision making.

In general, investors realise that they have cognitive limitations that cannot solve all the problems they face. They often simplify (or use heuristics to simplify) an issue into alternative solutions. Heuristic models built by Tversky and Kahneman (1981) are denoted adjustment and anchoring heuristics. The decision-making process begins by determining the initial value and then makes necessary adjustments to obtain a final result, which is used as a basic argument by investment analysts to make an investment decision. With cognitive limitations or the heuristic model, analysts often choose to use information sets that are simple in the process of investment analysis. Simple formatting of information with the flexibility to be converted into other formats would thus be preferred by investors compared to a rigidly formatted information set. In addition, compared to hypothetical data, the fundamental data that are presented in a set of information would be preferred by analysts (Hodder & McAnnaly, 2001).

In this experiment, the three formats of risk reports became anchors or reference points for investment analysts in making investment decisions. Based on the theory of the anchoring heuristic model, participants were expected to prefer a simpler risk reporting format, i.e., the tabular format. Based on this explanation, the second hypothesis in this study is:


Investment analysts will give a better evaluation of companies that disclose the risk report in a simpler and more comprehensive tabular format compared to firms that disclose the risk report as a sensitivity analysis or value at risk.



METHODOLOGY

Design of Experiments

This study used an on-line field experimental method that utilised a 3 × 2 mixed design (between-within subject) that was completely randomised (Table 1). The variable that is being manipulated in this experiment is called the independent variable. Two independent variables are manipulated, the risk report format (sensitivity analysis, value at risk and tabular format) and the type of risk reporting (qualitative reporting only, on the one hand, and complete reporting of qualitative and quantitative information, on the other hand). The dependent variable is the change in behaviour measured. The dependent variable is represented by the investment decision to buy or sell stock.


Table 1

Design of experiments



	Information Risk Format

	Risk Format Reporting




	Qualitative risk information

	Qualitative and quantitative risk information




	Value at Risk Format (VAR)
	1

	2




	Sensitivity Analysis Format (SA)
	3

	4




	Tabular Format (TbF)
	5

	6





Our experiment asks participants to make investment decisions with several choices of risk found in risk reports presented in the three formats. The dependent variable is the investment decision to buy or sell stocks in their report analysis. Participants were also asked to indicate the degree of their confidence as a percentage when developing investment decisions, from very unsure (0%) to very sure (100%). This study also uses a covariate, which is the participants’ work experience as an investment analyst, measured in months (Arnold, Bedard, Phillips, & Sutton, 2008).

Participants

Participants in this research were 54 investment analysts. An investment analyst in this study is a professional manager who manages a variety of securities (such as stocks, bonds and other assets) to achieve a profitable investment for the investor by taking into account the level of risk attached to these assets. Investment analysts were chosen as participants because the information and decisions from investment analysts (to buy, sell or hold a particular stock) is likely to be followed by investors. Participant demographic data are shown in Table 2. The participants were divided into two experimental cells; each cell was composed of 27 participants. The number of participants per cell is sufficient to meet the requirements of the minimum number of participants (15 participants per cell), according to Christensen (2007) and Smith (2008).


Table 2

Demographic data of participants



	About

	Number of people

	Percentage (%)




	•   Prospective participants were contacted via email

	215

	100.0




	•   Participants who access the experiment website

	62

	28.84




	•   Participants who did not qualify the manipulation check procedure

	(8)

	



	•   Participants as the final subject of experiment

	54

	



	Total participants as subject of experiment:
	54

	100.0




	•   Men

	35

	64.8




	•   Woman

	19

	35.2




	Age:
	
	



	•   20–30 years old

	32

	59.3




	•   31–40 years old

	20

	37.0




	•   41–50 years old

	2

	3.7




	Work experience:
	
	



	•   0–1 year

	6

	11.1




	•   1–3 years

	20

	31.0




	•   3–5 years

	24

	44.4




	•   More than 5 years

	4

	7.4




	Stocks and analysed financial statements:
	
	



	•   Companies in the banking industry category

	38

	70.4




	•   Companies in the manufacturing category

	16

	29.6





This study used manipulation check procedures to be followed by prospective participants after they followed the experiment. Participants obtained a cash reward as compensation for participating in this experiment. The reward was given in a certain range and adjusted by the decisions made in the experiment. Any options/recommendations made by the participants will affect the reward that will receive. There is a sense of loss that is associated with the rewards that participants will receive, and this is expected to create a form of risk faced by participants. Participants felt the risk when they formulate investment decisions because every answer given has an effect on the reward they receive. Each participant involved in this experiment had the same opportunity to earn rewards in a specified range of values. To avoid biases, the number of rewards received by the participants covered the magnitude of responses in this experiment, which was stated at the beginning of the experiment (Kruse & Thompson, 2001; Maines & McDaniel, 2000; Cameron & Pierce, 1994). The cash rewards also aimed to avoid incomplete forms because the reward was given if the participants completed all phases of the experiment.


Instruments and Experimental Procedures

The instruments used in this study are modified instruments of the study from Maines and McDaniel (2000), which consisted of the following three main components:


	Public instruction

	Software that contains (a) general information about the hypothetical company, (b) a report of risk in different formats, and (c) questions about the investment decisions made by participants after they have been informed of risk

	Manipulation check forms, demographic data, and an explanation of the purposes to cover the implications of the implementation of this experiment


The research instruments were displayed on an online website. The use of a website eliminated experimental effects to enhance the external validity of research and to reach a broader range of participants. Participants who accessed the website received a random instrument sequentially so that each participant that was entered into the website received a different software application, in accordance with its login sequence, which was undertaken for randomisation purposes. After randomisation, participants were asked to perform assigned tasks.

Each participant in the experiment received a scenario consisting of two options. The first scenario contained information from a risk report with qualitative information only (first option) and the second contained a case with qualitative and quantitative information in the risk report (second option). Participants were asked to draw up an investment decision, and buy or sell the relevant stocks based on their analyses. Participants were also asked to indicate the degree of confidence they had when developing their investment decisions as a percentage, from very unsure (0%) to very sure (100%). At the end of the experiment, participants performed a manipulation check procedure and demographic data entry. An example of a case in the experiment is shown in Appendix A. The overall time allocated to individual cases in each of these applications was approximately 30 minutes.

Hypotheses Testing

The first hypothesis in this study is whether an investment analyst will have a better evaluation of companies that fully disclose their reports compared to companies that did not fully disclose the risk report. Comparisons were made using ANCOVA, which compared participants’ decisions to buy or sell shares for each risk reporting format (sensitivity analysis, value at risk and tabular format) in the design of the study. Decisions made before the participants were given complete risk information were compared to decisions made after the participants were given complete risk information in each experiment scenario using ANOVA.

The second hypothesis in this study is based on the results of research conducted by Hodder and McAnally (2001) and Linsmeier et al. (2002) that indicates that the tabular format is the form of risk report that is the most widely used by financial analysts, even if another report format has a balanced weight and ability to inform and reduce bias in security prices. A test with the ANCOVA statistical tool was performed by comparing participants’ decision to buy or sell shares for each risk reporting format (sensitivity analysis, value at risk and tabular format) in the design of the study. Decisions made before participants were given complete risk information were compared to decisions made after participants were given complete risk information in each experiment scenario using ANOVA. The test in this section will serve as the basis of a conclusion about the second hypothesis. The P-value obtained was a positive value below 0.05 when the difference is tested between options in each format’s risk report at a confidence level of 95%, which indicates that a decision was made as the result of differences in the presentation of the risk reports in different formats.

RESULT AND DISCUSSION

Manipulation Check

There were 62 investment analysts involved in this study. However, certain participants were passed over after the procedure manipulation check, which resulted in 54 participants. The manipulation check, which refers to certain types of secondary evaluations of an experiment, consisted of separate measured variables that showed what the manipulated variables concurrently affect. Participants who passed the criteria of the test manipulation check in this experiment had to answer at least 3 of the 5 cases presented in the procedure correctly or the mistakes that they made in the resolution of manipulation check should not exceed 40%.

The First Hypothesis Testing and Discussion

The first hypothesis posited that investment analysts will better evaluate companies that disclose the full risk report—both qualitative and quantitative—compared to companies that only released a qualitative risk report. This study attempts to determine whether an investment analyst will better evaluate companies that disclose a full risk report compared to companies that do not disclose a full risk report. A better evaluation was indicated when a sell option from the highest scale value of 10 changed to a buy option on the scale value of 1. Comparisons were made using the ANCOVA analysis tools that included the covariate of the work experience of participants.

A test using ANCOVA was performed by comparing the answers of the participants’ buy/sell decisions for shares under each risk reporting format in the design of the study. Changes in decisions made from the time that participants were given only qualitative risk information to after they were given complete risk information (qualitative and quantitative) in each experiment scenario were tested using the ANCOVA tool.

ANCOVA Results for the Presentation of Qualitative Risk Information and the Impact on Investment Decisions

As part of the statistical results undergoing the ANCOVA test for the sensitivity analysis, value at risk, and tabular format presenting the qualitative report, the work experience of each participant as an investment analyst (in months) was included as the covariate, as shown in Table 3.

Table 3 shows the significance of covariate work experience in months as consecutive 0.847, 0.753, and 0.662. Because the significance for the third option is < 0.05, then this indicates at a 95% confidence level that there is no linear relationship between the work experience of the 54 participants and whether they chose to buy or sell shares for each risk reporting format (sensitivity analysis, value at risk and tabular format) presenting only qualitative information; this indicates that work experience does not affect how participants make investment decisions in our experiment. Thus, differences in participants’ work experience in this experiment did not lead to a bias in formulating investment decisions.

The result brings us to a further test, which was undertaken by eliminating the effect of differences in the panel between reports with qualitative information only and reports with complete qualitative and quantitative information; additional test was conducted to determine the effect of differences in each panel with respect to the decision to buy or sell shares for each risk format (sensitivity analysis, value at risk and tabular format). The test was undertaken by eliminating the influence of working experience on the model.

After processing, the results show that the significance of the variables in Panel A for the sensitivity analysis (qualitative only) is 0.100. Because the significance of the third option value is above 0.05, it is reasonable to conclude that differences in the panel’s work experience did not influence the value obtained from participants’ decisions to buy or sell shares based on the sensitivity analysis risk reporting format at a 95% level of confidence.

Table 3 also shows that the significance value for the Panel B value at risk reporting (qualitative only) is 0.051. Because the value is > 0.05, it is reasonable to conclude that differences in the panel based on work experience (qualitative only) did not influence the value obtained from participants’ decisions to buy or sell shares based on the value at risk format at a 95% confidence level.


Table 3

ANCOVA for dependent variable option sensitivity analysis, value at risk, and tabular format_qualitative information risk



	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.



	Panel A: Option sensitivity analysis_qualitative risk information



	Corrected Model
	76.177a

	4

	19.044

	4.622

	0.003




	Work experience_month
	0.279

	1

	0.156

	0.038

	0.847




	Panel
	4.926

	3

	25.189

	6.113

	0.100




	a.R-Squared = .274 (Adjusted R-Squared = .215)



	Panel B: Option value at risk_qualitative risk information



	Corrected Model
	61.378b

	4

	15.344

	3.660

	0.011




	Work experience_month
	0.420

	1

	0.420

	0.100

	0.753




	Panel
	61.373

	3

	20.458

	4.880

	0.051




	b.R-Squared = .230 (Adjusted R-Squared = .167)



	Panel C: Option tabular format_qualitative risk information



	Corrected Model
	145.272c

	4

	36.318

	8.807

	0.000




	Work experience_month
	0.796

	1

	0.796

	0.193

	0.662




	Panel
	137.103

	3

	45.701

	11.083

	0.062




	c.R-Squared = .418 (Adjusted R-Squared = .371)




Furthermore, Table 3 also shows that the significance of the variables in Panel C for the tabular format is 0.062. Because its value is > 0.05, it is reasonable to conclude that differences in the panel’s work experience did not influence the value obtained from participants’ decisions to buy or sell shares based on the tabular risk report format at a 95% confidence level.

ANCOVA Results for the Presentation of Qualitative and Quantitative Risk Information and the Impact on Investment Decisions

The values obtained from the participants’ decisions based on the sensitivity analysis, value at risk, and tabular format risk reports presented in quantitative and qualitative reports (complete format) in this experiment will be tested by ANCOVA, with a participant’s work experience as an investment analyst (in months) as the covariate. The test results are shown in Table 4. The test was undertaken by eliminating the influence of work experience from the model. Processing of the results shows that the number of variables of significance on Panel A for the sensitivity analysis is 0.008 (with α 0.05). Because its value is below 0.05, it is reasonable to conclude that, without the influence of work experience, there is an influence of differences in the panel (qualitative and quantitative) on the value obtained in the form of participants’ decisions to buy or sell shares based on the sensitivity analysis risk reporting that provides complete risk information.

Table 4 shows that the number of variables of significance for Panel B in the value at risk format is 0.000. Because the value is < 0.05, it is reasonable to conclude that, without the influence of work experience, there is an influence of differences in the panel on the value obtained from the participants’ decisions to buy or sell shares for the value at risk reporting format at a 95% confidence level. Table 4 also shows that the significance value for the variable in Panel C in the tabular format presented with qualitative and quantitative information is 0.001. Because the value is < 0.05, it may reasonably be concluded that, without the influence of work experience, there is an influence of differences in the panel on the value obtained from the participants’ decisions to buy or sell shares based on tabular format risk reporting.

We can observe the determination of the effects of differences in work experience and panels on the value obtained from participants’ decisions to buy or sell shares based on each risk reporting format (sensitivity analysis, value at risk, and tabular format) that is presented with both qualitative and quantitative information sets from the significance value in the Corrected Model. The significance value for the sensitivity analysis, value at risk and tabular format risk reporting formats are 0.017, 0.000 and 0.003, respectively. Because these values are below 0.05, it can be concluded at a 95% confidence level that the work experience of participants and the risk reporting format (sensitivity analysis, value at risk and tabular format) simultaneously affect the participants’ investment decisions to buy or sell shares.

Discussion of the First Hypothesis

The results of statistical test in this study show that there are significant differences between investment decisions that are made based on qualitative risk information only and investment decisions made based on complete risk information. The results of statistical tests utilising the ANCOVA tool showed that there were differences in the influence of risk information formats (sensitivity analysis, value at risk, and tabular format) on the value obtained from participants’ decisions to buy or sell shares. It may be reasonably concluded that the findings are based on statistical tests that support the first hypothesis in this study. Participants in this study evaluated companies more favourably that offered their risk report in a complete report than companies that reported only the qualitative risk. This positive evaluation is shown by the positive difference between investment decisions based on qualitative risk statements only compared to investment decisions based on comprehensive risk reporting (qualitative and quantitative). The results are consistent with the results of Rajgopal (1999), Roulstone (1999), Linsmeier et al. (2002), and Schrand (1997) that found that risk reports presented in full can affect the sensitivity of trading volume based on the level of stock market pricing.

Additional quantitative information also increases the confidence of participants in making investment decisions. This occurs particularly when risk reports are presented in tabular format and the sensitivity analysis format. Therefore, it may be reasonably concluded that the statistical tests support the first hypothesis in this study.

The Second Hypothesis Testing and Discussion

This section will present the results of the test for the second hypothesis. The second hypothesis in this study posited that investment analysts will give a better evaluation to companies that disclose their risk reports in the simpler and more comprehensive form of the tabular format compared to firms that disclose their risk reports as risk sensitivity analyses or in the value at risk format. Tests on these results were conducted utilising ANCOVA.

Tests were also conducted on the tabular format with qualitative and quantitative risk information in comparison to sensitivity analysis and value at risk formats with qualitative and quantitative risk information, using the ANCOVA tool and work experience (in months) as the covariate. The test results are shown in Table 5. The test was undertaken by first eliminating the influence of different variables in the tabular format from the model; tests were then conducted to determine the effect of differences in each variable option of the tabular format on the dependent variables of sensitivity analysis and value at risk.

Processing the results shows that the significance value for the tabular format variable with the dependent variables sensitivity analysis and value at risk is 0.000. Because its value is far below 0.05, it may be concluded that, without the influence of work experience, there are differences in the influence of the variable tabular format on the dependent variables sensitivity analysis and value at risk at a 95% confidence level.


Table 5 also shows that the significance value for the variable tabular format on the dependent variable value at risk is 0.000. Because its value is below 0.05, it can be concluded that, without the influence of work experience, there is the influence of different variable options for the tabular format on the dependent variable value at risk at a 95% confidence level.


Table 4

ANCOVA for Dependent Variable Option Option Sensitivity Analysis, Value at Risk, and Tabular Format_Qualitative and Quantitative Risk Information



	Source

	Type III Sum of Squares

	df

	Mean Square

	F

	Sig.




	Panel A: Option sensitivity analysis_qualitative and quantitative risk information



	Corrected Model
	70.728a

	4

	17.682

	3.343

	0.017




	Work experience_month
	0.000

	1

	0.000

	0.000

	0.994




	Panel
	70.448

	3

	23.483

	4.440

	0.008




	a.R-Squared = .274 (Adjusted R-Squared = .215)



	Panel B: Option value at risk_qualitative and quantitative risk information



	Corrected Model
	130.899b

	4

	32.725

	6.752

	0.000




	Work experience_month
	0.001

	1

	0.001

	0.000

	0.987




	Panel
	127.734

	3

	42.578

	8.786

	0.000




	bR-Squared = .355 (Adjusted R-Squared = .303)



	Panel C: Option tabular format_qualitative and quantitative risk information



	Corrected Model
	115.338c

	4

	28.835

	4.605

	0.003




	Work experience_bulan
	1.619

	1

	1.619

	0.259

	0.613




	Panel
	114.779

	3

	38.260

	6.110

	0.001




	c.R-Squared = .418 (Adjusted R-Squared = .371)




The effect of the variables differences in employment experience and the tabular format option presented with qualitative and quantitative information on the dependent variable options sensitivity analysis and value at risk can simultaneously be observed from the significance values in the Corrected Model. The significance values for the dependent variables sensitivity analysis and value at risk are 0.000. The significance value for both dependent variables is below 0.05, which indicates at a 95% confidence level that the working experience of participants and the variable tabular format simultaneously affect the dependent variables sensitivity analysis and value at risk.

Discussion of the First Hypothesis

The results of the statistical tests indicate that the variable tabular format with qualitative and quantitative risk information has a variance with the dependent variables sensitivity analysis and value at risk presented with qualitative and quantitative risk information. This indicates that there are differences in investment decisions when risk information is presented in a tabular format and risk information is presented in the sensitivity analysis and value at risk formats. In addition, of the 54 people who participated, 31 men (57.4%) chose the tabular format as their preferred format for the presentation of risk information that is the most informative and most improves investment analyses. Moreover, 16 participants (29.6%) chose the sensitivity analysis and 7 participants (13%) chose value at risk as their preferred format for risk report information that is the most informative and most improves investment analysis. Thus, it can be concluded that the second hypothesis in this study is supported.


Table 5

ANCOVA for dependent variables option sensitivity analysis and value at risk presented in qualitative and quantitative risk information tested with variable option tabular format



	Source

	Type III Sum of Squares

	df

	Mean Square

	F

	Sig.




	Variable option tabular format with dependent variable option sensitivity analysis



	Corrected Model
	221.130a

	10

	22.113

	9.016

	0.000




	Intercept
	208.432

	1

	208.432

	84.984

	0.000




	Work experience_months
	4.445

	1

	4.445

	1.813

	0.185




	Tabular format_complete
	220.088

	9

	24.454

	9.971

	0.000




	Error
	105.462

	43

	2.453

	
	



	Total
	1358.000

	54

	
	
	



	Corrected Model
	326.593

	53

	
	
	



	a.R-Squared = .677 (Adjusted R-Squared = -.602)



	Variable option tabular format with dependent variable option value at risk



	Corrected Model
	214.285b

	10

	21.429

	5.769

	0.000




	Intercept
	146.840

	1

	146.840

	39.534

	0.000




	Work experience_months
	3.672

	1

	3.672

	0.989

	0.326




	Tabular format_complete
	200.822

	9

	22.314

	6.007

	0.000




	Error
	159.715

	43

	3.714

	
	



	Total
	1550.000

	54

	
	
	



	Corrected Model
	374.000

	53

	
	
	



	b.R-Squared = .573 (Adjusted R-Squared = .474)




The findings are consistent with the results of Linsmeier and Pearson (1997) and Linsmeier et al. (2002) that showed that the tabular format as a risk reporting format is the most widely used by financial analysts when comparing the three risk reporting formats (sensitivity analysis, value at risk, and tabular format). The underlying reason is that the tabular format displays data in a simple and understandable form that is flexible because the analyst can change the data into a sensitivity analysis or value at risk format. The tabular format is also considered to be more informative than the other two risk reporting formats because it contains fundamental data sets that are separate from one another. Simple sets of formatted information and the flexibility to be converted into another format are preferred by investors compared to a rigidly formatted information set. In addition, fundamental data are presented as a set of information that is preferred by analysts compared to hypothetical data (Hodder & McAnnaly, 2001). Thus, it is possible that the tabular format may be used as an alternative for companies in Indonesia to prepare risk reports and there is evidence that investment analysts prefer the tabular format in formulating investment decisions.

CONCLUSIONS

This study aims to examine the impact of the preparation of risk reports by banking companies in Indonesia on investment decisions. The obligation to prepare risk reports is part of the policy guidelines of Indonesia SFAS 60 that were issued by the Financial Accounting Standards Board Indonesia Institute of Accountants (IAI DSAK), effective 1 January 2012. Indonesia SFAS 60 was adopted from International Financial Reporting Standards (IFRS) 7: Financial Instruments: Disclosure. GAAP requires that banking companies in Indonesia prepare a risk report in the form of a sensitivity analysis or value at risk or in tabular format. This study sought to examine which format is the preferred format for risk reports in Indonesia, based on the opinion of investment analysts.

This research was conducted as a website on-line field experiment that involved 54 investment analyst participants. Experiments were conducted to test whether different formats of risk information (sensitivity analysis, value at risk, and tabular format) can influence the investment decision-making process. The experimental method was chosen because the method is able to combine the strengths of the external validity of representative public opinion survey with the power of internal validity in the decision-making process.

The statistical test results in this study show that there are significant differences between investment decisions based on qualitative risk information only and investment decisions based on complete risk information. The results of statistical tests utilising the ANCOVA tool showed that there were differences in the influence of the three different formats of the risk report on participants’ decisions to buy or sell shares. In addition, different test results showed a significant difference between the investment decisions made when only qualitative risk information is presented and when complete risk information is presented.

Participants in this study gave better evaluations to companies that reported risk in a complete report than to companies that reported qualitative risk information only. These positive evaluations are shown by the positive differences between investment decisions based only on qualitative risk information and investment decisions based on comprehensive risk reporting.

The results are consistent with the results of Rajgopal (1999), Roulstone (1999), Linsmeier et al. (2002), and Schrand (1997) that indicate that risk reports presented with full risk can influence the sensitivity of trading volume based on stock market pricing. Additional quantitative information also increased the confidence of participants in formulating investment decisions.

Another finding from this study suggests the existence of differences in investment decisions when risk information is presented in a tabular format than when risk information is presented in a sensitivity analysis or value at risk format. Most participants chose the tabular format as the format of risk information that is the most informative and enhance their ability to perform investment analysis. The findings are consistent with the results of Linsmeier and Pearson (1997) and Linsmeier et al. (2002) that show that the tabular format is the risk reporting format most widely chosen by financial analysts among the three risk reporting formats (sensitivity analysis, value at risk, and tabular format) because the tabular format presents data in a simple and understandable form that is also flexible enough to be converted into a sensitivity analysis or value at risk format. The tabular format is also considered to be more informative than the two other risk reporting formats because it contains fundamental data sets that are separate from one another. The simple presentation and the flexibility to be converted into other formats are preferred by investors and analysts compared to rigidly formatted information sets. In addition, the tabular format presents fundamental data in sets that are preferred by analysts compared to hypothetical data (Hodder & McAnnaly, 2001). Thus, the findings in this study suggest that the tabular format can be used by companies in Indonesia in preparing risk reports.

The results in this study may be the earliest evidence for the standard maker in Indonesia, IAI DSAK, about the impact of policy in presenting risk information for investment decisions. This study has the implication that the tabular risk information format may be an alternative in risk reporting because this format was shown to be the preferred format for investment analysts in making investment decisions. Investment analysts are one of many parties involved in investment decisions. By knowing the risk reporting format preferences of investment analysts, companies are expected to prepare reports in accordance with market requirements and GAAP, which is expected to increase the value of the firm, and companies may reap the benefits of releasing risk information that is conveyed in the appropriate format.

This study has several limitations. First, participants in this study were not solely analysts specialising in bank financial statements only. No significant distinctions were made between the answers of bank analyst specialists and non-banking analysts. Therefore, further experiments and field studies can examine decisions made by analysts who focus on the financial statements of companies in specific industry categories. Second, this study only performs the procedure of a pilot experiment to test the instruments used in real experiments. Pre-test procedures should be performed subsequently to determine the ability of participants to understand the experiments presented.
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APPENDIX A

Experiment Case


Thank you for visiting the website of Risk Analysis Research.

In this website, you are required to be a participant in full by filling some of the questions that came with the case and fundamental data provided. Cases and questions are provided in the form of a simulation game buy/sell shares. You are also asked to complete a demographic data at the end of this research.

There is no right or wrong answers to any questions.

The time available to answer all the questions is approximately 30 minutes.

For those participant who complete and pass the manipulation check test will get a reward, which will be converted from the number of answers in the simulation game of buy/sell shares in this research.

We will maintain the confidentiality of the identity of each participant.

Thank you for participating in this research.



Case A1.

Indonesia’s banking regulator plans to decrease the Bank Indonesia interest rate benchmark (SBI) by 5 basis points (bps), from the original 17% to a maximum of 12% per year. All banks in Indonesia must comply with the interest rate benchmark gradually, over a period of three months from the specified regulations.

If the benchmark done in loan interest rates gradually by PT. Bank Corp., over three months it is expected a decrease in loan interest income annually, bringing total revenue to Rp 7–10 billion.

Indicate your choice/recommendation (buy or sell) the shares of PT. Bank Corp.:

[image: art]

According to your prediction, the choice of buy or sell the share price will result in:



	[ ] Increasing in share price
	[ ] Decreasing in share price





How confident are you in establishing that “my choice is worth”? (Show your faith by giving marks out of 10 points).
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Case A2.

Indonesia’s banking regulator plans to decrease the Bank Indonesia interest rate benchmark (SBI) by 5 basis points (bps), from the original 17% to a maximum of 12% per year. All banks in Indonesia must comply with the interest rate benchmark gradually, over a period of three months from the specified regulations.

If the benchmark done in loan interest rates gradually by PT. Bank Corp., over three months it is expected a decrease in loan interest income annually, bringing total revenue to Rp 7–10 billion.

As a result of these regulations, companies are condemned to lose the annual loan interest income of Rp 3 billion. The following risk analysis report Sensitivity Analysis PT. Bank Corp., for three consecutive years:


Based on the level of debt and the interest rate of the company during the period of 31 December 2009, any increase or decrease of 5 basis points interest rate will affect the increase or decrease in annual interest costs and payments that are affiliated Rp 10 billion, including Rp 4 billion related with interest contracts are cleared by the company. Potential increases and decreases are based on simplifying assumptions, regardless of additional changes that occur. The following table shows changes in the estimated increase or decrease in Net Interest Income (NII) of the increase or decrease in interest rates gradually by 5 basis points for three consecutive years 2007, 2008 and 2009:
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Indicate your choice/recommendation (buy or sell) the shares of PT. Bank Corp.:

[image: art]

According to your prediction, the choice of buy or sell the share price will result in:



	[ ] Increasing in share price
	[ ] Decreasing in share price




How confident are you in establishing that “my choice is worth”? (Show your faith by giving marks out of 10 points).
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Case B1.

Indonesia’s banking regulator plans to decrease the Bank Indonesia interest rate benchmark (SBI) by 5 basis points (bps), from the original 17% to a maximum of 12% per year. All banks in Indonesia must comply with the interest rate benchmark gradually, over a period of three months from the specified regulations.

If the benchmark done in loan interest rates gradually by PT. Bank Corp., over three months it is expected a decrease in loan interest income annually, bringing total revenue to Rp 7–10 billion.

Indicate your choice/recommendation (buy or sell) the shares of PT. Bank Corp.:
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According to your prediction, the choice of buy or sell the share price will result in:



	[ ] Increasing in share price
	[ ] Decreasing in share price




How confident are you in establishing that “my choice is worth”? (Show your faith by giving marks out of 10 points).
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Case B2.

Indonesia’s banking regulator plans to decrease the Bank Indonesia interest rate benchmark (SBI) by 5 basis points (bps), from the original 17% to a maximum of 12% per year. All banks in Indonesia must comply with the interest rate benchmark gradually, over a period of three months from the specified regulations.

If the benchmark done in loan interest rates gradually by PT. Bank Corp., over 3 months it is expected a decrease in loan interest income annually, bringing total revenue to Rp 7–10 billion.

As a result of these regulations, companies are condemned to lose the annual loan interest income of Rp 3 billion. The following risk analysis report Value at Risk PT. Bank Corp., for three consecutive years:


VAR analysis calculates the potential risks with 99% confidence level for disclosure of commitments made by the company (cash flows), including the effect of foreign currency derivatives. VAR model assumes stock prices generally normally distributed data and volatility derived from the currency market. Based on the overall disclosure of the currency on the date 31 December 2009, which include derivative positions, estimated currency change will affect the pre-tax cash flow of $250 million, with a 99% confidence level. The following table calculations that take into account the potential loss of interest rates, exchange rates, commodity and equity risk inherent in trading activity based on the analysis of VAR for three consecutive years 2007, 2008 and 2009:
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Indicate your choice/recommendation (buy or sell) the shares of PT. Bank Corp.:
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According to your prediction, the choice of buy or sell the share price will result in:



	[ ] Increasing in share price
	[ ] Decreasing in share price




How confident are you in establishing that “my choice is worth”? (Show your faith by giving marks out of 10 points).
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Case C1.

Indonesia’s banking regulator plans to decrease the Bank Indonesia interest rate benchmark (SBI) by 5 basis points (bps), from the original 17% to a maximum of 12% per year. All banks in Indonesia must comply with the interest rate benchmark gradually, over a period of three months from the specified regulations.

If the benchmark done in loan interest rates gradually by PT. Bank Corp., over 3 months it is expected a decrease in loan interest income annually, bringing total revenue to Rp 7–10 billion.

Indicate your choice/recommendation (buy or sell) the shares of PT. Bank Corp.:

[image: art]

According to your prediction, the choice of buy or sell the share price will result in:



	[ ] Increasing in share price
	[ ] Decreasing in share price




How confident are you in establishing that “my choice is worth”? (Show your faith by giving marks out of 10 points).
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Case C2.

Indonesia’s banking regulator plans to decrease the Bank Indonesia interest rate benchmark (SBI) by 5 basis points (bps), from the original 17% to a maximum of 12% per year. All banks in Indonesia must comply with the interest rate benchmark gradually, over a period of three months from the specified regulations.

If the benchmark done in loan interest rates gradually by PT. Bank Corp., over three months it is expected a decrease in loan interest income annually, bringing total revenue to Rp 7–10 billion.

As a result of these regulations, companies are condemned to lose the annual loan interest income of Rp 3 billion. The following risk analysis report Tabular Format PT. Bank Corp., for three consecutive years:


For assets and liabilities, the following table displays the major cash flows that exist on the maturity date and the average interest rate. For interest rate swaps, the table below represent the nominal value and the interest rate is expected to be received by the company for three consecutive years 2007, 2008 and 2009:





	Assets

	Year




	2007

	2008

	2009

	Thereafter

	Total




	Variable-rate loans
	181,137

	156,395

	142,033

	728,680

	2,056,408




	Change in interest income when rates decrease 100 bps
	-1,811

	-1,564

	-1,420

	-7,287

	-20,564




	Liabilities
	
	
	
	
	



	Variable-rate time deposits
	50,814

	12,812

	0

	0

	63,626




	Variable-rate long-term obligations
	0

	564

	0

	0

	564




	Total variable-rate liabilities
	50,814

	13,376

	0

	0

	64,190




	Change in interest income when rates decrease 100 bps
	-508

	-134

	0

	0

	-642




	Change in NII when rates decrease 100 bps
	-5,538

	-2,301

	-1,811

	-7,287

	-16,937





Indicate your choice/recommendation (buy or sell) the shares of PT. Bank Corp.:
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According to your prediction, the choice of buy or sell the share price will result in:



	[ ] Increasing in share price
	[ ] Decreasing in share price




How confident are you in establishing that “my choice is worth”? (Show your faith by giving marks out of 10 points).
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ABSTRACT

This paper examines the aftermarket trading volume following an initial public offering (IPO) in a sample of 243 IPOs listed on Bursa Malaysia between June 2003 and June 2008. Specifically, this study investigates the degree of flipping activity and its relationship with six ex-ante variables including IPO initial returns. Consistent with previous studies, the result of the cross-sectional multiple regression reveals a significantly strong positive relationship between initial returns and flipping activity for IPOs. Initial returns also seem to influence the subsequent week’s trading volume, but the influence is completely absorbed by flipping activity. The results also show that both institutional investor participation and offer size have significant influences on flipping activity. The results of this study imply that the Malaysian IPO market experiences active flipping activity that, in turn, has a significant role in predicting the subsequent trading activity.

Keywords: Initial public offering (IPO), aftermarket trading volume, flipping activity, initial returns, Malaysian stock market

INTRODUCTION

Equity capital has been the main source of external financing for corporations in Malaysia, next to bank borrowings, particularly because the bond market in the country remains very limited. Therefore, firms’ first issuances of equity to the public are always treated as a significant event by most corporations. Such events, which are more commonly referred to as initial public offerings (IPOs), are not only critical due to expectations regarding the generation of a large pool of funds from the public but also because IPOs are considered a gauge to measure the firm’s actual market value. The market value is associated with the offer price of the IPO at point of placement and its aftermarket price.


An important phenomenon commonly associated with the issuance of the IPOs is significant underpricing, whereby IPOs are typically priced at substantial discounts from the values that prevail in the aftermarket (see Loughran, Ritter, & Rydqvist, 1994; Ritter, 2003). Apart from the positive abnormal initial returns, IPOs also exhibit an extremely high trading volume in the immediate aftermarket. The findings of Aggarwal (2003) demonstrate that trading volume in the first few days after an IPO is extremely high but drops off quickly. The study finds that trading volume in the first two days is on average 81.97%, with a median of 74.10%. Similarly, Ellis (2006) finds the mean and median numbers of shares traded against the size of the offering are 76% and 67%, respectively.

It is generally believed that a large proportion of the high initial trading volume is due to the ‘flippers’, as Aggarwal (2003) and Ellis (2006) term investors who receive allocations of IPO shares during the offering and immediately liquidate their allocations in the first few days after the IPOs begin trading. Ellis (2006) discovers that flippers tend to sell their shares to exploit the high prices in hot IPOs and stabilise their holdings in cold IPOs. An earlier study on flipping activities by Krigman, Shaw and Womack (1999) finds that, for the period of 1988–1995, flipping contributes to 45% of the first-day trading volume for cold IPOs, but only 22% for hot IPOs, in the US market.

In a study of the same market, between 1997 and 1998, Aggarwal (2003) finds contradictory results. First, Aggarwal finds that flipping accounts for only 15% of shares offered during the first two days of trading. This implies that flipping activities contribute to a smaller proportion of the actual trading volume. In addition, Aggarwal (2003) suggests that the flipped shares are traded several times, resulting in a churn in volume. Therefore, the high volume does not occur due to the proportion of shares sold by the original owners but is a result of trading churn by market investors. This finding is supported by another study on Australian IPOs by Bayley, Lee and Walter (2006). Defining flipping as the reselling of IPO shares during the first three days of trading, the study finds that flipping only accounts for a small proportion (22.07%) of trading volume. This result suggests that the small effect of flipping is not unique to NASDAQ IPOs, as reported by Aggarwal (2003). Bayley et al. (2006) also find that 51.9% of day trades are the result of post-listing trading. Another finding made by Aggarwal (2003) that differs from Krigman et al. (1999) is that hot IPOs are flipped more than cold IPOs.

Ellis (2006) also studies NASDAQ IPOs, but for a period that is one year ahead of those considered by Aggarwal (2003), and finds results that are more consistent with Krigman et al. (1999). Specifically, Ellis (2006) examines abnormal trading activities during the first two days after the IPOs are listed. The findings of the study demonstrate that most trading activities in hot IPOs are driven by large investor interest, while trading volume in cold IPOs is primarily generated by flipper and interdealer trades.

Because previous studies, such as Aggarwal (2003) and Bayley et al. (2006), find that only a small proportion of the immediate aftermarket trading volume (henceforth, ATV) is due to flippers, other factors must exist that contribute to the enormous trading volume in the immediate aftermarket. The possible factors include the degree of initial return and the offering characteristics of the IPOs. Bayley et al. (2006) find that underpricing and hot issues have a positive impact, while size has a negative impact on trading volume. In Boehme and Colak (2012), low priced IPOs that are issued in a hot market but are not supported by venture capitalists and prestigious underwriters are found to suffer higher idiosyncratic risk and short sale constraints, while simultaneously enjoying higher liquidity. Similarly, Ellis (2006) finds that the relationship between initial returns and the compositions of trading volume is significantly positive, except for those involving interdealer selling. Other studies that report positive relationships between initial returns and flipping activity in the immediate aftermarket include Miller and Reilly (1987) and Schultz and Zaman (1994). Other than initial return, underwriter reputation and pricing revisions from the filing price to the offer price also explain IPO trading activity in the aftermarket.

Most studies in the literature on flipping activity and subsequent ATV of IPOs have focused on developed stock markets. Within the scope of our literature review, little attention has been devoted to studying this issue in emerging market IPOs, such as Malaysia. Previous studies on Malaysian IPOs, including Abdullah and Mohd (2004), How, Jelic, Saadouni and Verhoeven (2007), Jelic, Saadouni and Briston (2001), Wan-Hussin (2005), Yong (1996), Yong, Yatim and Sapian (2002) and Yong and Isa (2003), consider issues relating to factors that influence the initial premiums of IPOs. Similarly, Yong (2007) examines investor demand, size effects and the performance of IPOs; Yong, Yatim and Sapian (2001) examine the short term performance of IPOs, while Ahmad-Zaluki, Campell and Goodacre (2007), Dawson (1987), Ku Ismail, Zainal Abidin and Zainuddin (1993), Wu (1993), Yong (1997) and Yong et al. (2001) study the long term performance of IPOs. More recent studies attempt to explain IPO performance using contemporary issues, such as regulation (Mohd, 2007), shari’ah compliance (Abdul Rahim & Yong, 2010) and flipping activity (Yong, 2010). Others such as Low and Yong (2011) relate IPO underpricing and cold markets to interest (over-subscription) in the IPOs. The present study differs from previous studies, as it examines the IPO anomaly from the quantity (volume) perspective rather than the price (returns) perspective. Additionally, the present study differs from Yong (2010), as it focuses on the explanation of IPO aftermarket trading volume (immediate and subsequent) by associating it with flipping activity.


The paper addresses two issues concerning ATV. First, similar to Ellis (2006), Miller and Reilly (1987) and Schultz and Zaman (1994), this study examines whether price appreciation (initial return) influences flipping activity. This is accomplished by extending the list of predictor variables to include the supply (offer size) and demand (oversubscription rate) sides of the IPOs, the IPO risks (offer price), institutional investor participation and board of listing. Second, this study examines whether these variables have the same influence on the subsequent ATV and whether flipping activity mediates such influences.

The remainder of the paper is organised as follows. The next section describes the research methodology, followed by another section on discussion of the empirical findings. The last section provides the conclusions and implications of the study.

METHODOLOGY

Sample and Data Description

The population in this study comprises IPOs listed on the Main Board, Second Board and MESDAQ market of Bursa Malaysia, covering the period from 1 June 2003 to 30 June 2008. The Main Board is composed of listed companies that have a minimum issued and paid-up capital of at least RM60 million, the Second Board is reserved for listed companies that have a minimum issued and paid-up capital of RM40 million and the MESDAQ market is comprises listed companies that have a minimum issued and paid-up capital of at least RM2 million upon listing. The final sample of this study is composed of 243 IPOs that involve offering mechanisms of both fixed price systems and book building. This study excludes IPOs related to Real Estate Investment Trusts (REITs) and special restructuring, covering both corporate reforms and amalgamated companies.

The start of the period is 1 June 2003, which is in line with the structural change involving trading volume during this period. Specifically, after 26 May 2003, Bursa Malaysia re-defined the size of the tradable lots from 1000 units to 100 units. This measure was implemented to increase the participation and affordability of stock trading for retail investors, particularly for high priced stocks. Accordingly, this study limits the study period to include only IPO data for the new tradable lots to ensure conformity and standardisation in the trading volume in an effort to avoid unnecessary noise that may affect the outcome of this study.

The data employed in this study include trading volume, share prices, the oversubscription rate, the percentage of shares offered to institutional and selected investors, the size of the offer and board of listing. The data are compiled from various sources, such as the websites of Bursa Malaysia and Malaysia Issuing House (http://www.shareinvestor.com.my), DataStream of Thomson Financial and local newspapers.

Variable Definitions and Analytical Method

Similar to Islam and Munira (2004), this study measures flipping activity based on the proportion of total trading volume during the first few days after the IPO listing to the total number of shares issued. Unlike Islam and Munira (2004), who track flipping activity over the first 7, 30 and 90 trading days, this study limits the period to the first 5 trading days. This period is longer than the 1–3 day period used by Krigman, Shaw and Womack (1999), Aggarwal (2003) and Bayley et al. (2006), as the thin stock trading on the Malaysian market is not likely to fully accommodate flippers’ liquidation activity within short periods. Post-listing traders are not likely to liquidate within this short period because the net payoff is unlikely to be positive. Meanwhile, using such a proxy is necessary in the case of Malaysia and most emerging markets, as data on actual flipping activity are not made available in the same manner as in developed markets (cf. Aggarwal, 2003). In brief, this study will interpret the results based on immediate aftermarket trading being perceived as implying the presence of flipping activity in the Malaysian IPO market. The subsequent ATV is then measured based on the proportion of trading volume in the second week of trading relative to the total amount of new shares issued.

Flipping activity is then examined against six factors; initial returns of IPOs (UND), over-subscription rate (OSR), offer price (POFF), institutional participation in the issue (PRPLC), offer size (SIZEOFF) and listing board (DBOARD). For initial returns, two commonly used measures are applied:
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where POPEN and PCLOSE are, respectively, the opening and closing prices of the IPO on the first day of trading. The offer price POFF is the price of IPO shares offered for subscription. This study hypothesises a positive relationship between initial returns and flipping activity. Investors who are allocated shares in the IPOs are more likely to sell or flip their new shares if they observe that the price appreciates when the IPOs are opened for trading. This would be regarded as an opportunity to make a quick profit in the most immediate aftermarket. Additionally, the offer price, in itself, is expected to have a negative relationship with flipping activity and the subsequent ATV. Low offer prices are associated with high risk companies. This is consistent with a study by Bradley and Jordan (2002), who use the reciprocal of the offer price as a measure of risk. Moreover, the listing board is used to proxy for the viability or quality of the IPOs. As explained above, the listing board categorises companies based on their issued and paid-up capital, indicating their financial strength with respect to future growth. These companies are also required to possess good profitability track records. Accordingly, the type of listing board is expected to have positive relationships with flipping activity and the subsequent ATV of the IPOs. The effects are examined by creating a dummy variable that takes a value of 1 if the Main Board is the listing board of the IPO companies and 0 otherwise.

The over-subscription rate (OSR) is defined as the ratio of the number of IPOs subscribed to the number of IPOs offered and represents investor demand, as a high OSR indicates a large number of applications to subscribe to a particular IPO. The high demand is expected to be driven by the investors’ confidence and optimism regarding the new issue. Therefore, ceteris paribus, a positive relationship is expected between OSR and flipping activity and subsequent ATV. The supply side of an IPO is proxied by the number of shares issued in a particular IPO. Commonly referred to as offer size, ceteris paribus, IPO supply is hypothesised to have a negative influence on flipping activity and subsequent ATV.

The last variable is institutional investor participation, which is expected to have a positive relationship with the flipping activity and ATV of the IPOs. Given the resources that are available for institutional investors to access and analyse information regarding the IPOs, they are normally considered to be informed investors. Greater participation by this group is expected to attract more demand for the IPOs from free-riders the moment they are eligible for trading. Institutional investor participation in an IPO issue is measured by the ratio of private placement issue to total shares issued. In the Malaysian IPO market, private placement refers to the proportion of IPO shares that are offered directly to institutional investors (Yong, 2011).

To examine the predictive power of the six variables in relation to flipping activity and subsequent ATV, this study employs cross-sectional multiple regression analyses that take the following forms:
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where



	α
	=

	regression constant



	β
	=

	coefficient estimates of the respective explanatory variables



	FLIP
	=

	flipping activity



	ATV
	=

	subsequent aftermarket trading volume



	UND
	=

	initial returns, where j = UNDC or UNDO



	OSR
	=

	over-subscription ratio



	POFF
	=

	offer price



	SIZEOFF
	=

	offer size = POFF × number of new shares issued



	PRPLC
	=

	percentage of institutional investor participation,



	DBOARD
	=

	dummy variable for the listing board



	ε
	=

	error term




Note that in this study, the offer size is considered in natural log form to minimise the effect of extreme data. Finally, to examine whether flipping activity influence the relationship between the six variables and ATV, the following multiple regression equation is applied:
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RESULTS AND DISCUSSIONS

Descriptive statistics

Table 1 presents a summary of the characteristics of the 243 IPOs used in this study. The average percentage of volume for the five days of trading (FLIP) is 169.3% (or 33.86% on a daily basis), while that for the second week of trading (ATV) is 64.3% of the total shares issued. There are several important observations that can be made from the findings. First, the percentage of trading volume for the first week suggests that shares that are initially allocated are flipped and traded repeatedly during the first five trading days. This suggests that the Malaysian IPO market experiences flipping activity to a greater extent (on average 33.86% per day) than in developed markets. In the case of the US market, Aggarwal (2003) finds that flipping contributes to 15% of total trading. Even in the emerging market of Bangladesh, Islam and Munira (2004) find that the percentage is still lower (29.67%) over the first seven trading days. Second, the percentage of trading volume for the first week is much higher compared to that of the second week of trading. This pattern is consistent with the findings of other studies (Aggarwal, 2003; Chahine, 2007; Ellis, 2006). The substantial decline suggests that without the flippers, only approximately half of the IPO shares would change hands. Chahine (2007) explains that the announcement of the offer price provides information that causes investors to have heterogeneous and systematically diverse reactions on the listing date. The different reactions portray diverging opinions among investors regarding the issuing firm’s prospects, which subsequently boosts trading volume immediately after the listing of the IPOs. The lower trading volume during the subsequent week reflects the settling behaviour of the stock market participants.


Table 1

Descriptive statistics
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The average initial return (UNDO) is 30.1%, with a minimum of -67.2% and a maximum of 207.6%. Moreover, the average initial return (UNDC) is 28.9% (ranging from -66.6% to 263.6%). These initial returns are substantially lower than the 166.7% reported in Dawson (1987); 167.4% reported in Yong (1991); 114.6% reported in Ku Ismail et al. (1993); 80.3% reported in Loughran et al. (1994); 72.85% (UNDO) and 75.03% (UNDC) reported in Yong (1997); 94.91% reported in Yong and Isa (2003); 78.44% reported in Abdullah and Mohd (2004); 83% reported in Wan-Hussin (2005); and 95.2% reported in Ahmad-Zaluki et al. (2007), whose collective study periods span from 1990 to 2000. However, the reported initial returns are consistent with those reported recently by Abdul Rahim and Yong (2010), for the period from 1999 to 2007, and Yong (2010), for the period from 2004 to 2007. Given the findings of these previous studies, it is interesting to note that the average initial returns accrued by Malaysian IPO shareholders, while high, exhibit a declining trend.

The average OSR documented in this study is 40.29 times. Overall, the high average OSR suggests that investors perceive that the IPOs are offered at a price lower than the fair value or the IPOs are offered in period of positive market momentum. However, the level of OSR for IPOs differs dramatically across firms. For example, the highest OSR is 377.96 times, while the lowest is only -0.3 times the number of shares offered. A negative OSR indicates that the IPOs are not fully demanded by the investors, likely because the IPOs are overvalued or as a result of bad market timing. The average OSR reported in this study is only slightly lower than the OSR of 46 times reported by Dawson (1987) and Yong (1991) and the OSR of 43.71 times reported by Yong and Isa (2003). However, it is nearly twice the OSR of 22.03 times reported by Yong (2007) for IPOs issued between 1999 and 2003. Yong associates the low OSR rate with the 1997 Asian financial crisis, which adversely affected investors’ financial capability and confidence in the stock market. The adverse effects of the 1997 crisis also explain the results obtained by Wan-Hussin (2005), who reports that the average OSR is 37 times for 154 IPOs for the period from 1996 to June 2000. However, for 87 IPOs listed after the crisis, the OSR declines to 18.51 times.

As the period covered in this study is from June 2003 to June 2008, the high average OSR correctly indicates that investors regained their confidence in the IPO market following the economic recovery from the 1997 crisis. In addition, the Malaysian Securities Commission (MSC) has imposed more stringent requirements for better corporate governance disclosure in assessing IPO proposals. This stringent approach, resulting in improved transparency, seems to be effective in elevating the confidence of investors regarding Malaysian IPOs. With respect to the other variables, the average offer price is RM0.84, the average investment by institutional investors is 32.1% of total IPO shares issued and the average offer size is RM53.6 million.

Results of Multiple Regressions for Flipping Activity

Table 2 presents the results of multiple regressions of flipping activity on the six predictor variables, where the role of initial premiums is tested using UNDO and UNDC, separately. As shown in Panel A and Panel B of Table 2, the initial premiums based on both UNDO and UNDC show significant influences on the flipping activity at the 1% level. The positive coefficient of the initial return indicates that the more the price appreciates, the more new shares are flipped.


Table 2

Results of multiple regressions of flipping activity



	Panel A: Initial Premium (UNDO)

	Panel B: Initial Premium (UNDC)




	Variables
	Coefficient

	t-stats

	Variables
	Coefficient

	t-stats




	C
	11.211

	8.465**

	C
	11.287

	8.721**




	UNDO
	0.639

	3.740**

	UNDC
	0.667

	4.853**




	OSR
	−0.0002

	−0.212

	OSR
	−8.32E-05

	−0.065




	POFF
	0.124

	0.862

	POFF
	0.126

	0.896




	PRPLC
	0.587

	2.671**

	PRPLC
	0.588

	2.731**




	SIZEOFF
	−0.686

	−9.160**

	SIZEOFF
	−0.691

	−9.424**




	DBOARD
	0.217

	1.175

	DBOARD
	0.200

	1.103




	Adjusted R2
	0.345

	
	Adjusted R2
	0.369

	



	F Test Statistics
	22.314**

	
	F Test Statistics
	24.673**

	



	Durbin-Watson
	2.002

	
	Durbin-Watson
	1.949

	



	Jarque-Bera
	221.9**

	
	Jarque-Bera
	248.03**

	



	Ramsey RESET Test
	
	
	Ramsey RESET Test
	



	F Test Stats
	1.432624

	
	F Test Stats
	0.990

	



	p-value
	(0.2325)

	
	p-value
	(0.320)

	




Notes: The asterisks ** and * indicate significance at the 1% and 5% levels, respectively. Offer size (SIZEOFF) is in natural log form. Variance inflation factors for both models are less than 2.

The significant role played by initial return on the flipping activity is consistent with the findings of Miller and Reilly (1987) and Schultz and Zaman (1994), but contradicts that obtained by Islam and Munira (2004). This result can be attributed to the fact that the higher the initial return, the greater the tendency for first hand investors to sell their shares in the aftermarket to attempt to make an instant return. Associating it with the flipping activity, this result suggests that when the IPO is more significantly underpriced, flippers have more reason to liquidate their shares at the first available opportunity. This tendency is further supported by the extremely high percentage of shares traded (33.86% per day) within the first week of trading. This finding is particularly evident in the case of the Malaysian IPO market, where insiders or promoters of issuing companies are subject to a minimum 180-day mandatory lock-up period. As a proportion of the issued shares are prohibited from being traded during the lock-up period, having a daily average turnover of 33.86% of the new shares issued being turned over during the first week of trading suggests that the flippers must have some involvement in elevating the dynamics in IPO trading.


In addition to initial returns, the results in Panel A and Panel B of Table 2 also indicate that institutional investor participation in the new issues has a strong positive relationship with flipping activity and is significant at the 1% level. This means that the greater the involvement of institutional investors in the new issues, the more flipping activity occurs. This result is consistent with those of Aggarwal (2000) and Islam and Munira (2004). Islam and Munira (2004) argue that despite the general belief that institutional investors hold their investments for longer terms, they are as active as uninformed investors with respect to flipping their allocated shares. To a certain extent, the flipping behaviour of institutional investors can explain the extremely high first week trading volume in this market, as these investors typically hold large blocks of shares. In other words, the high trading volume during the first five days of trading can be partly attributed to the flipping activity of institutional investors.

However, the influence of offer size on flipping activity is negative. This finding is consistent with the results of Islam and Munira (2004), who report that the size of the issues has a significant negative influence on IPO flipping. The negative relationship obtained in the present study suggests that Malaysian investors are attracted to participate in IPOs in the secondary market, likely because they are continue to expect positive payoff from the issuance of the IPOs. The negative relationship must, therefore, be the result of the denominator (supply) of the IPO issued, i.e., given a constant number of shares traded, the larger (smaller) number of shares issued, and the smaller (larger) the resulting proportion of trading volume to total shares issued.

Results of Multiple Regressions of Subsequent Aftermarket Trading Volume

Table 3 presents the results of multiple regressions of the subsequent ATV on the same predictor variables. As shown in Panel A and Panel B of Table 3, the results are similar to those found in Table 2 for volume in the first week of trading. In brief, the results suggest that the factors important in determining flipping activities are also important in determining subsequent aftermarket trading activities.

We next re-run the multiple regression analysis on second week trading volume (ATV) by including the flipping activity as one of the explanatory factors. The results are reported in Table 4. It is interesting to note that all of the variables (UND, PRPLC and SIZEOFF) that are initially significant in influencing the first and second week trading volumes in Tables 2 and 3 lose their predictive power completely when flipping activity (FLIP) is incorporated in the model. Conversely, only FLIP is significant in predicting subsequent ATV. This result implies that the significant positive relationship between the initial returns and the subsequent ATV initially shown in Table 3 is caused by the enormous trading activities that occur during the first week of trading. It is therefore argued that, in this case, the high flipping activity highly influence the relationship between initial returns (UND) and subsequent ATV. As the significant roles of PRPLC and SIZEOFF are also totally absorbed by FLIP, it is also appropriate to argue that flipping activity also facilitates the relationships between these variables and subsequent ATV.

Finally, the adjusted R2 for all models shows that the six variables collectively explain 32.7 to 36.9% of the variations in flipping activity and subsequent ATV. Overall, the goodness-of-fit level is satisfactory, as suggested by the respective F-values, which are consistently significant at the 1% level. It is also important to note that the collective power of the six predictors increases to 67.4% when flipping activity is considered as an explanatory factor with respect to subsequent ATV. The constant term (alpha) also becomes insignificant, indicating that flipping activity is sufficient to predict subsequent aftermarket trading activities. The Ramsey RESET tests for model specification produces F statistics that are consistently significant, indicating that all of the models are correctly specified. The Durbin-Watson statistics produce values of approximately 2.0, indicating that an autocorrelation issue is unlikely in these models. The models also record variance inflation factors (VIF) that are consistently less than 2.0, reducing the potential for multicollinearity problems.


Table 3

Results of multiple regressions of subsequent aftermarket trading volume
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Notes: The asterisks ++ and + indicate significance at the 1% and 5% levels, respectively. Offer size (SIZEOFF) is in natural log form. Variance inflation factors for both models are less than 2.


Table 4

Results of multiple regressions of subsequent ATV on all explanatory variables including FLIP
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Notes: The asterisks ** and * indicate significance at the 1% and 5% levels, respectively. Offer size (SIZEOFF) is in natural log form. Variance inflation factors for both models are less than 2.

CONCLUSIONS AND IMPLICATIONS

This study examines the degree of flipping activity and subsequent ATV of IPO shares listed on Bursa Malaysia for the period from June 2003 to June 2008. Flipping activity (subsequent ATV) is measured based on the proportion of total trading volume in the first week (second week) of trading to total shares issued. The study examines the relationships among flipping activity (and subsequent ATV) and six predictor variables: initial returns, OSR, offer price, institutional investor participation, offer size and board of listing. The preliminary results show that 169.3% (equivalent to 33.86% per day) of the IPO shares are flipped within the first week of trading. As Malaysian IPOs are subject to a mandatory lock-up provision, which prohibits insiders or promoters from selling their shares, the result suggests that flippers substantially contribute to the first week’s trading activity. In the absence of the flippers, the trading activities slows down from 33.86% to 12.86% on a daily basis in the subsequent week.

Consistent with the findings of earlier studies, the results of the multiple regression analyses in this paper show that price appreciation (initial return) drives the behaviour of the flippers. It has the same influence on subsequent ATV, but the influence is facilitated by flipping activity. As for institutional investor participation and offer size, their relationships with subsequent ATV are also significant. As with initial return, these relationships are also completely influenced by the flipping activity.

Overall, the results of this study imply that the Malaysian IPO market experiences active flipping activity, the momentum of which continues into the subsequent week. The level of flipping activity is rather high and should be cause for concern for stock market regulators. Excessive flipping activity could be detrimental to the secondary IPO market, as it creates artificial pressure on the IPO price. This creates an environment conducive for speculative activities at the expense of genuine investors.

With respect to investors, they should expect more flipping activity in firms that issue more significantly underpriced IPOs, allocate a larger percentage of their IPOs to institutional investors and offer a smaller number of new shares. The information on this flipping activity can then be used as a reliable indicator to predict the trading trend in the subsequent week. With respect to institutional investors’ involvement in the flipping activity, it cannot be verified until and unless the actual information about the flippers is disclosed. For future studies, specifically on Malaysian IPOs, the influence of lock-up provisions and market conditions on flipping activity should also be examined. The former deters flipping activity in affected firms, as it prohibits a certain percentage of IPO shares from being flipped, while the latter deters flipping activity, as it influences investor sentiments regarding stock investment.
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ABSTRACT

This study empirically examines the effects of related-party transactions—which are typically associated with controlling shareholder expropriation activities—on the earnings quality of family firms in Malaysia. Furthermore, this study posits that at a low level of family ownership, the positive effects of familial value are likely to outweigh the negative effects of related-party transactions. However, in the presence of a high level of family ownership, the negative effects of related-party transactions are likely to be more substantial and reduce the benefits of familial value. Using hand-collected data from 2004 on related-party transactions and family ownership from a sample of 236 publically listed Malaysian firms, the results show that there is a non-linear relationship between family ownership and earnings quality after accounting for related-party transactions. This finding suggests that certain firms are likely to report high earnings quality if they have small levels of family ownership despite low levels of investor protection in Malaysia. However, when a family has a significant ownership stake in a firm, expropriation activities appear to negatively affect the earnings quality of the firm. This paper contributes to the literature by providing systematic evidence about the effects of related-party transactions on earnings quality of Malaysian firms.

Keywords: Earnings quality, related-party transactions, family firms, accruals, Malaysia

INTRODUCTION

Recent corporate scandals around the world have highlighted the expropriation of firm assets via related-party transactions1. These transactions normally involve diverse, complex and undisclosed business transactions between a firm and parties such as directors, controlling shareholders, and other business affiliates. Related-party transactions present opportunities to expropriate firm resources and provides managers with incentives to exercise earnings management (Gordon, Henry, & Palia, 2004). Moreover, users of financial reports believe that related-party transactions indicate aggressive accounting practices that allow firms to arbitrarily increase or decrease earnings (Sherman & Young, 2001). Related-party transactions are considered difficult to audit (Johnstone & Bedard, 2004) and are one of the causes of firms restating financial reports (General Accounting Office, 2003). A study by Jian and Wong (2004) finds that certain Chinese corporate groups use related-party transactions to manage their earnings prior to issuing new equity or to prevent delisting. Gordon and Henry (2005) report that certain related-party transactions are associated with earnings management in which fixed-rate financing from related parties is positively associated with adjusted abnormal accruals. Despite the disturbing evidence about the effects of related-party transactions on the quality of financial reporting, there is an absence of research on this issue. The primary purpose of this study is to extend this branch of the literature by examining the effects of related-party transactions on the earnings quality of family firms in Malaysia.

This study is motivated to examine this issue for two reasons. First, the Malaysian corporate sector—which is dominated by family-controlled firms (Claessens, Djankov, & Lang, 2000; Faccio & Lang, 2002; Lins, 2003)—provides a unique setting to examine the effects of related-party transactions and family ownership on earnings quality. It is argued that agency problems in family-controlled firms are mainly caused by conflicts between the majority and minority shareholders instead of the traditional conflicts between owners and managers (Gilson & Gordon, 2003; Villalonga & Amit, 2006). Thus, family-controlled firms are more likely to use related-party transactions to expropriate value from minority shareholders. Second, evidence shows that the expropriation of minority shareholders may be directly measured by analysing certain types of related-party transactions between publically listed firms and their controlling shareholders or directors (Cheung, Rau, & Stouraitis, 2006). It is argued that these transactions might show the detailed mechanisms through which controlling shareholders expropriate minority shareholders and how this could affect firm valuation. Most previous research has relied on metrics such as the deviation of cash flow rights from the voting rights of ultimate owners (for example, Fan & Wong, 2002) and the private benefits of control (for example, Leuz, Nanda, & Wysocky, 2003) to indicate the presence of expropriation activities. However, critics argue that discrepancies between voting and cash flow rights, in addition to private benefits of control, might only create strong incentives to expropriate (Anderson & Reeb, 2003; LaPorta, Lopez-de-Silanes, Shleifer, & Vishny, 2002; Leuz et al., 2003) but do not indicate actual acts of expropriation. Therefore, a new perspective on related-party transactions offers researchers an alternative tool to examine situations that involve expropriation activities.


This research investigates the role of related-party transactions in Malaysian family firms. Drawing upon the literature on family businesses (for example, Chrisman, Chua, & Sharma, 2003) and ownership structure (for example, Morck, Shleifer, & Vishny, 1988), this study proposes that the effects of related-party transactions on earnings quality are determined by the level of family ownership. Specifically, it predicts that there will be a non-linear relationship between family ownership and earnings quality after taking into account the effect of related-party transactions. It argues that the negative effects of related-party transactions when there is only a low level of family ownership will be outweighed by the positive effects of familial value. However, with high levels of family ownership, the effects of related-party transactions will have substantial negative effects that will supersede the positive effects of familial value.

The results of this study show that there is a non-linear relationship between family ownership and earnings quality for firms with significant related-party transactions. This finding suggests that firms are likely to report higher earnings quality when families have smaller ownership levels in firms. However, as family ownership becomes more significant, expropriation activities through related-party transactions then substantially and negatively affect the earnings quality of firms.

This study makes several contributions. First, it contributes to the dearth of literature on how related-party transactions influence earnings quality. In particular, it sheds light on the extent of related-party transactions undertaken by Malaysian firms and their effects on earnings quality. This information is likely to be of great interest to academics and also to regulatory authorities where it might result in a re-examination of the existing rules governing related-party transactions. Re-examining such rules may mean considering the types of related-party transactions and how it may affect the quality of earnings. Second, this study extends knowledge by providing systematic evidence about the relationship between related-party transactions, family ownership and earnings quality in Malaysia, a country with an institutional environment that differs from that of most developed countries. Specifically, the study shows that family firms with high percentages of related-party transactions may yet report high earnings quality if the family only has a small ownership percentage in the firm. Finally, this study contributes to the literature on governance and earnings management in Malaysia. By examining the influence of family ownership and related-party transactions on earnings quality, it complements prior work that focused on the effects of board characteristics, audit committees and culture on earnings management (for example, Abdul Rahman & Mohamed Ali, 2006; Mohd-Saleh, Mohamad Iskandar, & Rahmat, 2005).


The remainder of the paper is organised as follows. The next section presents the literature review and the hypothesis development, followed by the discussion of the methodology, and then the results. The last section makes several conclusions.

LITERATURE REVIEW AND RESEARCH HYPOTHESIS

Previous studies have shown that the use of certain types of related-party transactions might help controlling families to transfer the wealth of firms to themselves and expropriate minority shareholders (Cheung et al., 2006; Jian & Wong, 2004; Kohlbeck & Mayhew, 2004). This idea is supported by the tunneling concept (Johnson et al., 2000) and agency theory (Jensen & Meckling, 1976), which generally suggest that controlling families are likely to engage in transactions with their firms that transfer assets and profits to themselves. Furthermore, studies have also noted that firms that are involved in such related-party transactions tend to report poor performance because these related-party transactions destroy shareholder value (Cheung et al., 2006; Gordon et al., 2004). According to Cheung et al. (2006), related-party transactions such as asset acquisitions, asset sales, equity sales, transactions that result from trading relationships and any transactions that involve cash payments made to the controlling owners are most likely to result in expropriation of minority shareholders. In Malaysia, such transactions are likely to result in expropriation of minority shareholders because of the weak investor protection laws and the lack of shareholder activism. Both laws and law enforcement are required to protect investors from the opportunistic behaviour of insiders (LaPorta, Lopez-de-Silanes, Shleifer, & Vishny, 2000), and there is a strong assumption that Malaysia suffers from the lack of enforcement of such laws even though Malaysia’s legal system mainly follows the English common law, which is a highly regarded legal system (Ball, Robin, & Wu, 2003; Leuz et al., 2003). Furthermore, the existence of the Minority Shareholders Watchdog Group (MSWG)2 in Malaysia has yet to show any substantial effects on the welfare of minority shareholders, although it may have the potential to augment shareholder activism in the future (Satkunasingam & Shanmugam, 2006). Therefore, this study posits that the related-party transactions examined by Cheung et al. (2006) are likely to be used by firms in Malaysia to expropriate minority shareholders.

This study extends the above idea and investigates whether such expropriation activities affects the relationship between family ownership and earnings quality; it argues that when the level of family ownership is low, the positive effects of family ownership on earnings quality would outweigh expropriation activities. The literature indicates that familial value in family firms might contribute to competitive advantages of the firms (Arregle, Hitt, Sirmon, & Very, 2007; Chrisman et al., 2003; Habbershon, Williams, & MacMillan, 2003), which results in high performance (Anderson & Reeb 2003; Maury 2006; Villalonga & Amit, 2006). When the level of family ownership low, the convergence of interest hypothesis (Morck et al., 1988) is useful to describe the relationship between family ownership and earnings quality because families would be less likely to expropriate minority shareholders and more likely to enjoy the benefits of familial value in the form of competitive advantages (Arregle et al., 2007; Chrisman et al., 2003; Habbershon et al., 2003). With low levels of ownership, therefore, controlling families would focus more on legitimate value maximisation and less on expropriation (Anderson & Reeb, 2003; Claessens, Djankov, Fan, & Lang, 2002; Lemmon & Lins, 2003) because an increase in family ownership would mean an increase in wealth (Morck et al., 1988). Thus, when a family has a low level of ownership in a firm, a subsequent increase in ownership levels would result in higher earnings quality.

Conversely, prior research shows that family firms might experience serious agency problems because of the conflicts of interest between controlling families and minority shareholders (Anderson & Reeb, 2003; Chau & Gray, 2010; Morck & Yeung, 2003; Villalonga & Amit, 2006). The coupling of ownership and control might encourage a family with effective control over the firm to expropriate minority shareholders (Claessens et al., 2002; Lemmon & Lins, 2003; Villalonga & Amit, 2006). This study extends this line of argument by arguing that those firms that engage in expropriation are more likely to engage in earnings management than firms without such activities because the former firms must mask the poor performance that results from their expropriation activities. In addition, users of financial statements in Malaysia are less likely to demand a high quality of earnings from these firms in response to the entrenchment effect of family ownership (Wang, 2006) because of the aforementioned absence of shareholder activism and largely ineffective investor protection laws (Ball et al., 2003; Leuz et al., 2003; Satkunasingam & Shanmugam, 2006). Thus, it is reasonable to conclude that the earnings quality of firms will deteriorate as the level of family ownership increases in firms that engage in expropriation activities. Moreover, for family firms with large family ownership that do not engage in expropriation activities, family ownership is expected to have a minimal effect on earnings quality because the controlling families with large ownership shares are not executing on the opportunities to expropriate and, therefore, have less reason to engage in earnings management.

In sum, this study assumes that a non-linear relationship between family ownership and earnings quality is actually driven by expropriation activities that might be undertaken through certain related-party transactions. Specifically, at lower levels of family ownership, it is predicted that the earnings quality of firms that have related-party transactions would increase as family ownership increases. However, as the family ownership levels become high, further increases in ownership would result in poorer earnings quality reported by these firms. Simultaneously, no significant relationship is predicted for family ownership and earnings quality of firms that do not engage in related-party transactions. Therefore, this study hypothesises that:



	H1:
	At lower levels of family ownership, there is a significant positive relationship between family ownership and earnings quality in firms that engage in related-party transactions that are likely to result in expropriation, ceteris paribus.



	H2:
	At higher levels of family ownership, there is a significant negative relationship between family ownership and earnings quality in firms that engage in related-party transactions that are likely to result in expropriation, ceteris paribus.




RESEARCH METHOD

Sample

The study sample was selected from firms listed on Bursa Malaysia in 2004, which has all the data required to conduct this study. The year was selected because it is during a period of relative economic stability3. Therefore, it is expected that the findings obtained from the data from this year to be mainly the results of the variables selected with a minimum influence of external economic conditions. There were 963 firms listed on the Main Board, Second Boards and MESDAQ4 market of Bursa Malaysia as of 31st December 20045. It was determined that 697 firms must be excluded from the sample because they did not have the complete data for the hypotheses testing6. The study also excluded three firms belonging to the finance industry. This practice is consistent with prior research, in which finance firms were excluded from the sample because of their unique characteristics and because of their different compliance and regulatory environment (Peasnell, Pope, & Young, 2000). As a result, the sample of this study consisted of 236 firms representing approximately 42% of the market capitalisation of Bursa Malaysia in 2004.

Data

The descriptions and sources of the data are as follows:


Earnings quality

This study suggests that a firm will report high earnings quality when there low levels of earnings management in the firm, which would result in earnings that reflect the true performance of the firm. This description of earnings quality is consistent with the earnings management concept proposed by Healy and Wahlen (1999) and definitions of earnings quality suggested by Schipper and Vincent (2003) and Dechow and Schrand (2004). Specifically, Healy and Wahlen (1999, p. 368) state that earnings management is indicated by “managers’ use of judgment in financial reporting and in structuring transactions to alter financial reports to either mislead some stakeholders about the underlying economic performance of the company or to influence contractual outcomes that depend on reported accounting numbers.” Moreover, the ability of earnings to reflect the true performance of firms is an indication that the earnings are of high quality (Dechow & Schrand, 2004; Schipper & Vincent, 2003). Therefore, this study concludes that when managers do not manipulate accounting transactions and financial figures, earnings reported by the firms would reflect the true performance of the firm because the earnings are the products of genuine business transactions and calculations.

This definition of earnings quality is measured using the discretionary accruals quality model (DAQ) as proposed by Francis, LaFond, Olsson and Schipper (2005). This model is an improvement of Dechow and Dichev’s (2002) accruals quality model, which is expressed as follows:
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where,



	ΔWC
	=

	change in working capital, measured as the sum of the change in accounts receivable and the change in inventory minus the change in accounts payable minus the change in taxes payable



	Cashflow
	=

	cash flow from operations




Although Dechow and Dichev’s (2002) model is capable of measuring earnings quality because it can show the extent that managerial intervention and measurement errors move reported earnings away from Hicksian income (Schipper & Vincent, 2003), there are limitations to this model. First, the model is more applicable to firms with short-term operations because the model only focuses on current accruals (McNichols, 2002). It is suggested that the model could be improved by augmenting it with the fundamental variables from the Jones model7, i.e., property, plant and equipment (PPE), in addition to change in revenues (Francis et al., 2005; McNichols, 2002). Therefore, Francis et al. (2005) and McNichols (2002) suggest the following revised model from Dechow and Dichev (2002), in which all variables are scaled by average assets (Francis et al., 2005).
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where:



	ACC
	=

	accruals, which is equal to (ΔCA-ΔCash) – (ΔCL - Δ STD) – Dep, where ΔCA is change in current assets, ΔCash is change in cash/cash equivalents, ΔCL is change in current liabilities, ΔSTD is change in short term debt, and Dep is depreciation and amortisation expense



	CFO
	=

	cash flow from operations



	REV
	=

	change in revenue



	PPE
	=

	gross property, plant and equipment




The second weakness of Dechow and Dichev’s (2002) model is that the model does not separately show the behaviour of accruals when estimation errors are the result of intentional management decisions or unintentional causes. To overcome the first limitation, the following modified model is suggested by McNichols, whereas the model developed by Francis et al. (2005) partitions the estimation errors into unintentional errors and discretionary errors. The model is expressed as follows:
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where:



	AQ
	=

	accruals quality, which is the standard deviation of residuals, estimated from equation (2) and calculated over years t – 4 through t



	Size
	=

	firm size, which is the log of total assets



	σ(CFO)
	=

	the standard deviation of cash flow from operations, calculated over the past 10 years



	σ(Sales)
	=

	the standard deviation of sales, calculated over the past 10 years



	OperCycle
	=

	the length of the operating cycle in days, where the operating cycle is equal to 360/(Sales Average/Average Accounts Receivable) + 360/(Cost of Goods Sold/Average Inventory)



	NegEarn
	=

	the proportion of earnings that are negative for the period of t to t – 4, calculated as the number of firm-years with negative earnings divided by 5




The discretionary accruals quality for firm j is measured by referring to the residuals of Equation (1), i.e., DAQ = τj,t.

This study follows the procedure suggested by Francis et al. (2005) and McNichols (2002) in estimating earnings quality. However, it is necessary to highlight that, unlike Francis et al. (2005), who estimate σ(CFO) and σ(Sales) using 10 years of data, this study limited the estimations with data for 5 years to avoid the potential effects of the 1997 financial crisis from confounding the results of the study. In addition, to minimise confusion in interpreting the results of this study, the measure of earnings quality (EQ) was obtained by reversing the sign of the DAQ. Therefore, the DAQ were multiplied by negative one (-1).

Thus, although we select 2004 as the focus of study, the estimation of accrual quality requires more data. Data to estimate accruals quality and discretionary accruals quality were gathered from DataStream for the period 1999 to 2005. Some data were collected from Perfect Analysis if they were not available from DataStream.

Family ownership

This study identifies a firm as a family firm if the largest shareholder in the firm is a family, an individual or an unlisted firm. This is consistent with the definition used by Faccio and Lang (2002). This definition worked well in identifying Malaysian firms with family ownership because this study found that most of the Malaysian listed firms are owned by private companies, and the owners of the unlisted firms can be identified from the information disclosed in the annual reports, in most instances. Nevertheless, for several firms for which the information of the owners was not clearly disclosed, the study conducted further investigations by referring to other sources of information8. In this study, family ownership is the percentage of family shareholding in the firm9.

Related-party transactions

This study used related-party transactions to represent expropriation of minority shareholders. Specifically, it followed Cheung et al. (2006) in identifying related-party transactions that might result in the expropriation of minority shareholders. These related-party transactions are asset acquisitions, asset sales, equity sales, trading relationships and cash payments.

Information about these related-party transactions is available in the section of notes to the accounts in the firms’ annual report. This study noted the monetary value of each transaction and calculated the total value of these transactions for each firm in the sample. These data were then grouped into two categories, i.e., high RPT and low RPT. The high RPT category consisted of firms with a total value of related-party transactions that were equal to or more than 1% of the firms’ total sales10. The low RPT category consisted of firms with a total value of related-party transactions of less than 1% of the firms’ total sales. Because of the nature of the related-party transactions data, with most being small or zero, the 1% cut-off point was required to portray the variation caused by these data. Descriptive statistics show that the mean, median and standard deviation of related-party transactions data are 0.069, 0.000 and 0.338, respectively. Therefore, a binary variable is more appropriate because it will better identify the effects of related-party transactions on the relationship of family ownership and earnings quality. Further, this will also facilitate the interpretation of the relationships of these variables.

Control variables

This study included audit quality, CEO duality and independence of the audit committee as control variables in its models. Audit quality is controlled because prior research reports that clients of large auditing firms report lower discretionary accruals, i.e., high earnings quality, than clients of smaller auditing firms (Becker, DeFond, Jiambalvo, & Subramanyam, 1998; Gul, Lynn, & Tsui, 2002). Consistent with Gul et al. (2002), a dummy variable (AUDITOR) is created to represent the size of auditing firms that audited the sample firms. Moreover, this study controlled for the effects of CEO duality on earnings quality because it has been argued that the separation of duties may lead to more efficient monitoring over the board process (Fama & Jensen, 1983; Jensen, 1993), which is thus expected to increase earnings quality. CEO duality is represented by a dummy variable (DUALITY), which is consistent with Mohd-Saleh et al. (2005). This study also controlled for the independence of the audit committee by including NED_AC because it has been suggested that the presence of an audit committee might improve earnings quality (Klein, 2002; Mohd-Saleh, Mohamad Iskandar, & Rahmat, 2007). This study follows Jaggi, Leung and Gul (2009) in measuring the independence of the audit committee by calculating the proportion of non-executive directors on the audit committee. In addition, it should be noted that the test models did not control for other firm characteristics, such as size, debt and growth, which might have some effect on earnings quality, because the effects of these factors on earnings quality have previously been captured by regressing accruals quality on innate factors, as in Equation (2)11. Data for these variables were collected manually from the firms’ annual reports for 2004.

Research Model

To test our hypotheses, this study proposes the following equation.
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where:



	EQi
	=

	earnings quality, which is the reverse measure of DAQ derived from Equation (3)



	FAMi
	=

	the percentage of family shareholding in firm i



	FAM2i
	=

	the squared percentage of family shareholdings in firm i



	RPTi
	=

	a dummy variable taking the value of 1 if the amount of related-party transactions that are most likely to result in expropriation of minority shareholders is equal to or more than 1% of the firm’s total sales and 0 otherwise



	AUDITORi
	=

	a dummy variable taking the value of 1 if firm i is audited by one of the Big 4 auditing firms and 0 otherwise



	DUALITYi
	=

	a dummy variable taking the value of 1 if the CEO also serves as chairman of the board of directors in firm i and 0 otherwise



	NED_ACi
	=

	the proportion of non-executive directors on the audit committee




The FAM2 terms are included in the equation to test whether there is an inverted U-shaped relation between family ownership and earnings quality12. The use of this term to test the non-linearity of the prediction in hypotheses 1 and 2 is consistent with prior studies (Anderson & Reeb, 2003; Wang, 2006).

RESULTS

Descriptive statistics

Table 1 reports the descriptive statistics of EQ and other variables used in the test models. The table also shows these statistics for the sub-sample of family firms and non-family firms separately. Panel A of the table reports those of continuous variables, whereas panel B presents those of dichotomous variables.


There are 168 firms in the sample that have family ownership. The average percentage of family ownership in this sample is 27.3%, which reflects the dominant presence of family ownership in Malaysia; this is consistent with the findings of prior research, which shows that the majority of firms in Malaysia are family controlled (Claessens et al., 2000; Fan & Wong, 2002). The mean of earnings quality for all firms in this study is zero. This was expected because DAQ, which is the proxy for EQ, is the residual of Equation (3), where mean for residuals of a regression is always equal to zero (Gujarati, 2003). The average of earnings quality for family firms is positive and higher than the earnings quality of non-family firms, although the difference is not significant (t = 1.305, p > 0.1).

Table 1 also reveals that the average value of related-party transactions that might result in expropriation for firms in this sample is 6.9% of their total sales; family firms have a higher value in these transactions (8.4%) than non-family firms (3.1%). Although these percentages are relatively marginal, the presence of such transactions indicates that a portion of firm wealth is not used efficiently to maximise value. It is also important to note that 23.8% of family firms and 27.9% of non-family firms have such related-party transactions. Moreover, the table also shows that, on average, more than two-thirds of the members of the audit committee of the firms in this study are represented by independent non-executive directors and that both family firms and non-family firms share this trend, which is consistent with the report of Mohd-Saleh et al. (2007) that approximately 73% of audit committee members in their sample are independent directors.

Panel B of Table 1 shows that the majority of firms in both classifications were audited by Big 4 firms. In addition, it is reported that none of the non-family firms appointed the same person as CEO and chairman, but 32% of family firms had their chairmen also acting as CEO. These statistics indicate that the recommendation by the Code of Corporate Governance that discourages CEO duality has been well-accepted by non-family firms but that many family firms remain reluctant to heed the Code’s recommendation. For the entire sample in this study, 23% of the firms were practicing CEO duality. This figure is lower than that of Mohd-Saleh et al. (2005), who report that nearly 45% of firms in their study practice CEO duality. The reason for this difference might be explained by the sample used in Mohd-Saleh et al. (2005), which was collected in 2001, the year in which the Code of Corporate Governance was made compulsory on listed firms by Bursa Malaysia. Therefore, during this year, many listed firms might not yet fully comply with the Code, which discourages CEO duality.


Table 1

Descriptive statistics for full sample and subsamples
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Note: EQ denotes earnings quality, which is the reverse measure of DAQ derived from equation (1), FAM is the percentage of family shareholding, RPT is a dummy variable taking the value of 1 if the amount of related party transactions that are most likely to result in expropriation of minority shareholders is equal or more than 1% of the firm’s total sales, and 0 otherwise, AUDITOR is a dummy variable taking the value of 1 if the firm is audited by one of the Big 4 auditing firms and 0 otherwise, DUALITY is a dummy variable taking the value of 1 if the CEO also serves as Chairman of the board of directors the firm and 0 otherwise, and NED_AC is the proportion of non-executive directors in audit committee.


Table 2 presents the correlation results of the variables in the test models. The table indicates that EQ is positively related to all independent variables, although it is only significantly correlated to AUDITOR and DUALITY. The table also reveals that FAM is mildly correlated to AUDITOR and DUALITY.


Table 2

Pearson correlation coefficients between variables in the test models



	
	EQ

	FAM

	RPT

	AUDITOR

	DUALITY




	FAM
	0.014
	
	
	
	



	RPT
	0.002
	-0.047
	
	
	



	AUDITOR
	0.130*
	-0.167**
	0.028

	
	



	DUALITY
	0.126*
	0.304**
	0.012

	-0.117

	



	NED_AC
	0.099
	0.027
	0.092

	-0.056

	0.005





Note: EQ denotes earnings quality, which is the reverse measure of DAQ derived from equation (1), FAM is the percentage of family shareholding, RPT is a dummy variable taking the value of 1 if the amount of related party transactions that are most likely to result in expropriation of minority shareholders is equal or more than 1% of the firm’s total sales, and 0 otherwise, AUDITOR is a dummy variable taking the value of 1 if the firm is audited by one of the Big 4 auditing firms and 0 otherwise, DUALITY is a dummy variable taking the value of 1 if the CEO also serves as Chairman of the board of directors the firm and 0 otherwise, and NED_AC is the proportion of non-executive directors in audit committee.

*significant at 0.05 level (2-tailed),**significant at 0.01 level (2-tailed)

Regression Results

Table 3 presents the regression results of family ownership, related-party transactions and control variables on earnings quality. Recall that our hypothesis predicts that the non-linear relationship between family ownership and earnings quality will be more significant in firms that engage in related-party transactions that could result in expropriation than in firms without such transactions. The regression results show that the model is significant at p < 0.01 level with adjusted R2 of 6.8%. Specifically, the coefficient of the interaction term FAM*RPT is 4.478 and significant at p < 0.05, whereas the interaction term of FAM2*RPT is -8.850 and significant at p < 0.01. These results suggest that the non-linear relationship between family ownership and earnings quality is only significant for firms that have related-party transactions that are most likely to result in expropriation. This result supports the hypothesis that at the lower levels of family ownership, as the family ownership increases, the earnings quality of firms that have related-party transactions increases. By contrast, as the level of family ownership becomes higher, further increases in ownership results in poorer earnings quality.

The coefficients for FAM and FAM2 are insignificant, suggesting an insignificant relationship between family ownership and earnings quality in firms without such transactions. This result reconciles prior research that shows serious agency problems in family firms because of the conflicts of interest between controlling families and minority shareholders (Anderson & Reeb, 2003; Chau & Gray, 2010; Morck & Yeung, 2003; Villalonga & Amit, 2006) that may encourage and result in the expropriation of minority shareholders (Claessens et al., 2002; Lemmon & Lins, 2003; Villalonga & Amit, 2006). However, when the level of control is low, family ownership may exert a positive effect on performance because of the alignment of interests between family shareholders and other shareholders. The regression result in Table 3 also shows that AUDITOR has a significant positive relationship with earnings quality with a coefficient of 0.448 and significance at p < 0.01. This result suggests that employing one of the Big 4 auditors might help in improving earnings quality. This is consistent with prior research that found that clients of the Big 4 auditors are more likely to report higher earnings quality (Becker et al., 1998; Gul et al., 2002). The analysis also shows that the coefficient of DUALITY is 0.237 and significant at p < 0.05, which suggests that firms with CEO-Chairman duality are more likely to report higher earnings quality because duality might bring effective monitoring to the firms (Haniffa & Cooke, 2002) and enhance earnings quality.

Table 3 also reports that NED_AC has a positive and significant relationship with EQ, which results in a coefficient is 0.764 and significance at p < 0.1. This finding is consistent with Mohd-Saleh et al. (2007) and Klien (2002) and suggests that the independence of the audit committee might enhance earnings quality.

To further explore the influence of related-party transactions that are likely to result in expropriation on the relationship between family ownership and earnings quality, the study divided the sample into two sub-samples. The first sub-sample, labelled High RPT, contained firms that had related-party transactions with a total value of 1% or more of the firms’ total sales. The second sub-sample, labelled Low RPT, contained firms with a value of related-party transactions of less than 1% of the firms’ total sales. The regression results for both sub-samples are presented in Table 4.

For the High RPT sub-sample, the coefficient for FAM is significantly positive, whereas the coefficient for FAM2 is significantly negative. These results indicate that the relationship between family ownership and earnings quality is non-linear for firms with related-party transactions. This result also supports both hypotheses in this paper and is consistent with the previous literature. Moreover, for the Low RPT sub-sample, the regression result indicates no significant relationship between family ownership and earnings quality because the coefficients of both FAM and FAM2 are insignificant. A test for a possible linear relationship between family ownership and earnings quality for the Low RPT sub-sample shows an insignificant relationship between family ownership and earnings quality (coefficient for FAM = 0.050, t-statistic = 0.162). Overall, the regression models for the High RPT sub-sample and the Low RPT sub-sample are significant at p < 0.01 level with adjusted R2 figures of 15% and 4%, respectively.


Table 3

Family ownership, RPT and earnings quality
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	Expected sign

	Coeff.

	t-stat




	Intercept
	
	-1.020

	-2.314**




	FAM
	+

	0.865

	0.802




	FAM2
	-

	-1.180

	-0.718




	RPT
	-

	-0.194

	-0.565




	FAM*RPT
	+

	4.478

	2.000**




	FAM2*RPT
	-

	-8.850

	-2.484***




	AUDITOR
	
	0.448

	2.343***




	DUALITY
	
	0.237

	1.939**




	NED_AC
	
	0.764

	1.289*




	N
	
	
	236




	Adj. R2
	
	
	0.068




	F-value
	
	
	3.135***





Notes: EQ denotes earnings quality, which is the reverse measure of DAQ derived from equation (1), FAM is the percentage of family shareholding, RPT is a dummy variable taking the value of 1 if the amount of related party transactions that are most likely to result in expropriation of minority shareholders is equal or more than 1% of the firm’s total sales, and 0 otherwise, AUDITOR is a dummy variable taking the value of 1 if the firm is audited by one of the Big 4 auditing firms and 0 otherwise, DUALITY is a dummy variable taking the value of 1 if the CEO also serves as Chairman of the board of directors the firm and 0 otherwise, and NED_AC is the proportion of non-executive directors in audit committee.

The reported t-statistics are white-adjusted (White, 1980) values to control for heteroskedasticity.

*significant at 0.1 level (one-tailed), ** significant at 0.05 level (one-tailed), ***significant at 0.01 level (one-tailed)

In summary, these findings suggest that the influence of family ownership on earnings quality is more dominant in firms that engage in expropriation activities than in firms that do not engage in such activities. Specifically, it is shown that firms that expropriate minority shareholders would first experience the positive effects of family ownership on earnings quality. As family ownership increases, so does the earnings quality. However, the negative relationship between family ownership and earnings quality would prevail once family ownership is too large. The more dominant effect of family ownership on earnings quality for firms that engage in related-party transactions that could result in expropriation is consistent with the arguments of alignment and entrenchment effects, as discussed in the previous section. Moreover, it is important to note that family ownership would only influence earnings quality if the firms actually engaged in the expropriation activities. The mere presence of the incentive to expropriate, which is normally shown through the size of family ownership, may not be able to explain the variation in earnings quality.


Table 4

Association between family ownership and earnings quality for subsamples
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	High RPT

	Low RPT




	
	Coeff.

	t-stat

	Coeff.

	t-stat




	Intercept
	-1.930

	-1.706
	-0.783

	-1.583*



	FAM
	4.684

	2.332***
	0.931

	0.855



	FAM2
	-8.804

	-2.688***
	-1.249

	-0.756



	AUDITOR
	0.103

	0.448
	0.521

	2.258**



	DUALITY
	0.069

	0.360
	0.256

	1.722**



	NED_AC
	2.211

	1.803**
	0.330

	0.502



	N
	
	59
	
	177



	Adj. R2
	
	0.150
	
	0.040



	F-Value
	
	3.041***
	
	2.456***




Notes: EQ denotes earnings quality, which is the reverse measure of DAQ derived from equation (1), FAM is the percentage of family shareholding, RPT is a dummy variable taking the value of 1 if the amount of related party transactions that are most likely to result in expropriation of minority shareholders is equal or more than 1% of the firm’s total sales, and 0 otherwise, AUDITOR is a dummy variable taking the value of 1 if the firm is audited by one of the Big 4 auditing firms and 0 otherwise, DUALITY is a dummy variable taking the value of 1 if the CEO also serves as Chairman of the board of directors the firm and 0 otherwise, and NED_AC is the proportion of non-executive directors in audit committee.

The reported t-statistics are white-adjusted (White, 1980) values to control for heteroskedasticity.

*significant at 0.1 level (one-tailed),** significant at 0.05 level (one-tailed),***significant at 0.01 level (one-tailed)

Additional Test

A test was conducted to check whether the results of this study might be influenced by the industry in which the firm operates. To perform this test, the industry of each firm was identified by referring to the classification used by Bursa Malaysia. This study creates a dummy variable for each industry and includes these in the test model to control for possible differences of earnings quality across industries. There are eight additional variables included in the equations, including Construction, Consumer Products, Hotel, Industrial Products, Infrastructure, Plantation, Property, and Trade and Services13. The sector variable is assigned with a value of 1 when the firm belongs to that sector, and the other industry variables take zero values.


Table 5

Regression results with industry dummies
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	Expected sign

	Coeff.

	t-stat




	Intercept
	
	-0.958

	-2.098**




	FAM
	+

	0.927

	0.818




	FAM2
	-

	-1.354

	-0.780




	RPT
	-

	-0.249

	-0.700




	FAM*RPT
	+

	4.411

	1.967**




	FAM2*RPT
	-

	-8.700

	-2.386***




	AUDITOR
	
	0.433

	2.253**




	DUALITY
	
	0.235

	1.818**




	NED_AC
	
	0.703

	1.184




	Industry dummies
	
	
	Included




	N
	
	
	236




	Adj. R2
	
	
	0.043




	F-Value
	
	
	1.654**





Note: EQ denotes earnings quality, which is the reverse measure of DAQ derived from equation (1), FAM is the percentage of family shareholding, RPT is a dummy variable taking the value of 1 if the amount of related party transactions that are most likely to result in expropriation of minority shareholders is equal or more than 1% of the firm’s total sales, and 0 otherwise, AUDITOR is a dummy variable taking the value of 1 if the firm is audited by one of the Big 4 auditing firms and 0 otherwise, DUALITY is a dummy variable taking the value of 1 if the CEO also serves as Chairman of the board of directors the firm and 0 otherwise, and NED_AC is the proportion of non-executive directors in audit committee.

The reported t-statistics are white-adjusted (White, 1980) values to control for heteroskedasticity.

*significant at 0.1 level (one-tailed),** significant at 0.05 level (one-tailed),***significant at 0.01 level (one-tailed)

Table 5 presents the results of this test. The regression results are qualitatively identical to the results in Table 3, in which the coefficients of the interaction terms remain significant despite the inclusion of industry dummies.

CONCLUSIONS

The objective of this study is to examine whether real acts of expropriation influence the relationship between family ownership and earnings quality. The results show that the non-linear relationship between family ownership and earnings quality only prevailed in family firms that engaged in real expropriation activities, such as certain types of related-party transactions. The study also finds that family ownership in firms that did not engage in such activities may not be a factor that contributes to the variation in earnings quality. This implies that family ownership only influences earnings quality when firms engage in real activities of expropriation. Alternatively, the evidence suggests that the incentive to expropriate, which is normally indicated by the size of family ownership, does not necessarily result in earnings management. Of equal importance, the study also finds that, in spite of a firm’s expropriation activities, firms with low levels of family ownership might yet report high earnings quality because the positive effects of familial ownership outweigh the negative effects of agency problems in the firms with lower levels of family ownership. As a result, these firms tend to have less earnings management incidents.

This study has several limitations. One of the limitations of this study is the relatively small sample size. To be included in the sample of this study, firms had to have complete data necessary to estimate earnings quality. Recall that the use of discretionary accruals quality requires data of cash flow from operations for at least seven years. As a result, only 236 firms listed at Bursa Malaysia in 2004 were selected to be in the sample. Related to this issue, the study also tends to use sample of established firms because only long established firms would have at least seven years of data. Therefore, the results of this study may not apply to newly established firms, which do not have enough data to allow for a good estimation of earnings quality. It also must be highlighted that this study only employs single proxy for earnings quality and other independent variables. Therefore, the results from this study must be interpreted with caution. Another limitation of this study is that it assumes that the size of family ownership could represent the influence of a family in the firms because it is a normal phenomenon in Malaysia, in which the controlling owner is part of the management of the firms. Nevertheless, the literature suggests that the influence of family could better be gauged by assessing the breadth and depth of dedication of family members to the business through the number of individuals and generations of family members involved in the business (Astrachan, Klein, & Smyrnios, 2002). However, this approach is beyond the scope of this study because the process of ascertaining this characteristic would require information on family background and history, which would be very laborious and costly to gather. Nevertheless, the use of different measures of family influence in firms may provide further understanding of the role of family influence on earnings quality.

The aforementioned limitations and insights generate several opportunities for future research. It is suggested that future research uses a larger sample size to reinforce the findings of this study. A larger sample size could be obtained by extending the period of analysis, thus allowing for a sample that consists of a larger number of firms year, instead of the number of firms. Future studies may also want to employ a different proxy to represent family influence in the firms. For example, the literature on family business suggests that the validated F_PEC scale could be a good measure of the degree of family influence in the firms (Astrachan et al., 2002). Research that uses a proxy that closely measures family influence would provide better insights on the effects of family involvement in business on earnings quality.
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NOTES

1.       Popular examples of abusive use of related-party transactions in corporate scandals are found in the Enron, Adelphia, and Tyco cases.

2.       The Minority Shareholder Watchdog Group (MSWG) was established as part of the effort to protect the interests of minority shareholders through shareholder activism. This body can influence the decision-making process in publically listed companies because it is a leader for minority shareholders; it monitors the markets for breaches and non-compliance with corporate governance practices by publically listed companies (http://www.mswg.org.my/web/page.php?pid=36andmenu=sub).

3.       The year 2004 is during the period in which Malaysia put in place several important reforms in its financial structure to overcome the effects of the 1997 Asian Financial Crisis and before the global financial crisis of 2007 to 2010, which contributed to unstable economic condition at the beginning of the 21st century. Because of these reasons, it was expected that the findings obtained from the 2004 data would be mainly the result of the variables selected with minimum influence of the effects of economic conditions.

4.       Presently, it is known as the ACE market.

5.       Although the companies in this sample are listed on different markets, there are no significant differences in terms of listing requirements that might affect the results of this study.

6.       A large number of firms were excluded because they did not have complete 7-year data on cash flow from operations, which are required in estimating accruals quality (Equation 2). Because the definition of data might have been inconsistent with that used by the database, which could result in an inaccurate analysis, this study did not seek the data from annual reports of the firms.

7.       The Jones model is given as follows:

[image: art]

where:



	NDAt
	=

	nondiscretionary accruals in year t scaled by lagged total assets



	ΔREVt
	=

	change in revenue of year t



	PPEt
	=

	gross property, plant and equipment at the end of year t



	At-1
	=

	Total assets at the end of year t – 1




8.       For example, the substantial shareholder of Sapura Resources Berhad is Sapura Holdings Sendirian Berhad; the latter holds 51.03% of the former’s outstanding shares, but the analysis of shareholding did not disclose the controlling ownership interest of the latter. However, previous studies, such as those of Gomez and Jomo (1997), Johnson and Mitton (2003) and Gul (2006), that have examined a number of Malaysian companies with well-known controlling owners, have verified that Sapura Holdings Sendirian Berhad is owned by Tan Sri Dato’ Seri Ir. Shamsudin Bin Abdul Kadir who is also the director of Sapura Resources Berhad, and who operates together with his son, Datuk Shahril Bin Shamsudin. Similarly, no information was disclosed in the annual report on who controls Budaya Generasi (M) Sdn Bhd, the largest shareholder of Padiberas Nasional Berhad. Following the definition of Faccio and Lang (2002), this study classified Padiberas Nasional Berhad as a firm with family ownership, and the search of public documents confirmed this categorisation because it was revealed that the owner of Budaya Generasi (M) Berhad is Tan Sri Syed Mokhtar Al Bukhary (Fernandez, 2006). Based on these cases, this study believes that the definition used by Faccio and Lang (2002) has provided sufficient guidance for identifying firms with family ownership.

9.       Unlike previous studies, this study does not use any cut-off points to separate family from non-family firms. The practice of using the percentage of shareholding is consistent with Anderson and Reeb (2003) in testing non-linear relationships.

10.     Prior research has identified: (a) percentage effect on net income, (b) percentage effect on sales or total revenues, and (c) percentage effect on total assets as three quantitative measures commonly used by auditors to determine the materiality of misstatements (Ricchiute, 1998). Cho et al. (2003) suggests that investors’ materiality threshold for the “percentage effect on sales” criterion is between 0.01% and 0.025%. We are more conservative in this sense and take RPTs above 1% of total sales to be material from the perspective of the users of financial reports. However, we also acknowledge that this quantitative measure of materiality—particularly with respect to RPTs (as a percentage of sales or assets)—may not be accurate because the materiality of RPT must be determined by the nature and extent of the transactions.

In addition, we conducted a test in which we included all firms with RPT and excluded firms with RPT = 0—reducing the sample to 119—and ran the same regression model. We found that the results are qualitatively similar to our main findings.

11.     Similarly, it was assumed that industry effects have been captured when firm characteristics that are normally similar for all firms in the same industry were included in the AQ model. Therefore, this study does not control for industry effects in its test models. Nevertheless, dummy variables representing different industries are included in the test models when additional tests were conducted.

12.     Wang (2006) also suggested an alternative means of testing the non-linearity of the relationship, which involves creating two dummy variables, high family ownership (H_FAM) and low family ownership (L_FAM). The median of family ownership can be used to categorise the firms, such that H_FAM equals one if the percentage of stock owned by family members is greater than or equal to the median of family ownership and zero otherwise.

13..     Although firms in the sample come from 9 sectors, only 8 industry variables are included in the equations because both regression models contain constant terms (Kleinbaum, Kupper, Muller, & Nizam, 1998).
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