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ABSTRACT

Earnings management is often investigated from the opportunistic perspective and rarely from the informational perspective. This study investigates earnings management from the informational perspective by incorporating underinvestment as a moderating variable in the relationship between earnings management and information asymmetry. A panel data regression analysis on firms listed on the Main Board of Bursa Malaysia reveals that earnings management reduces information asymmetry. We also provide evidence that underinvestment moderates the relationship between earnings management and information asymmetry. This finding suggests that earnings management among underinvesting firms reduces information asymmetry. Therefore, underinvestment motivates managers to convey informational earnings management.
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INTRODUCTION

Accounting research has focused on earnings management, which has been classified into two perspectives: opportunistic and informational (Jiraporn, Miller, Yoon, & Kim, 2008). The opportunistic perspective explains earnings management as a harmful financial manipulation that benefits managers (Desai, Rajgopal, & Venkatachalam, 2004). On the other hand, the informational perspective defines earnings management as a means for disclosing and enhancing the quality of accounting information, thereby leading to a better view of firm performance (Arya, Glover, & Sunder, 2003). In the end, earnings management benefits users in decision making.

Earnings management has been largely investigated from the opportunistic perspective. Previous studies have examined the conditions motivating managers to apply this perspective, such as (a) increasing their bonuses (Guidry, Leone, & Rock, 1999), (b) increasing stock prices during initial public offerings (Rangan, 1998; Teoh, Wong, & Rao, 1998), and (c) decreasing earnings during the threat of investigation for monopolistic practices (Cahan, 1992).

In contrast, limited studies (Gul, Leung, & Srinidhi, 2003; Jiraporn et al., 2008) investigated earnings management from the informational perspective. This research gap leads to the perpetual perception of earnings management related to financial manipulation, which is harmful to users of accounting information. In comparison, generally accepted accounting principles provide managers flexibility in selecting accounting methods, allowing them the discretion over earnings to communicate private information to the public. As such, earnings management may not always be harmful to users (Fields, Lys, & Vincent, 2001; Jiraporn et al., 2008).

Our study contributes to the limited research on earnings management from the informational perspective and incorporates the underinvestment motivating factor (the incentive). We believe that underinvestment is a condition that motivates managers to convey informational earnings management (Fields et al., 2001) and hence reduces information asymmetry.

Firms experience underinvestment when they cannot finance profitable projects due to liquidity constraints (Harford, 1999). Despite high-growth opportunities, firms cannot generate financial support from external sources due to information asymmetry (Driffield & Pal, 2001; Stein, 2003). These views are consistent with Myers and Majluf (1984), Sheu and Lee (2012), Flor and Hirth (2013) and Poulsen (2013). Therefore, to reduce information asymmetry, underinvestment firms must provide high-quality accounting information (Diamond & Verrecchia, 1991; Kim & Verrecchia, 1994). One way to accomplish this is by conveying informational earnings management.

In the present study, we provide evidence of the above scenario. Similarly, we contribute to the accounting (earnings management) and finance (underinvestment) literature by providing additional conditions for informational earnings management to occur within the Malaysian context. Generally, we provide a theoretical link from finance to accounting. This study is motivated by the fact that Malaysian firms have the characteristics of firms facing underinvestment (Abdul Rahim, Yaacob, Alias, & Mat Nor, 2010). The firms are, in general, financially constrained (Driffield & Pal, 2001; Ismail, Ibrahim, Yusoff, & Zainal, 2010) and tend to rely on external financing (Driffield & Pal, 2001). Thus, consistent with prior research, we predict that these firms are motivated to reduce information asymmetry by conveying informational earnings management to obtain financial support with favorable terms from external sources (Diamond & Verrecchia, 1991; Kim & Verrecchia, 1994).

Furthermore, Malaysian data provide a good setting for investigating information asymmetry issues where the legal system and the capital market is well developed (Mohamad, Hassan, & Ariff, 2007) but where the information environment is poor (Ball, Robin, & Wu, 2003). In an environment in which information is rich, such as in developed countries, we can expect that information asymmetry between management and investors would be minimised. In such an environment, public disclosure (either using the formal channel of annual reports or other channels) plays its role as a medium through which management signals private information to stakeholders, including investors. Thus, the signaling of information through earnings management by firms may not greatly impact investors’ decisions because they can depend on other information provided in the annual report or on other formal or informal information channels in the market. Thus, we may not see clearly how underinvestment affects the relationship between earnings management and information asymmetry. In other words, when there is an underinvestment problem, management may signal the market using earnings management practices to reduce information asymmetry. As argued earlier, this effect can be seen more clearly when the information environment is not rich, such as in Malaysia. In addition, Bhattacharya, Daouk and Welker (2003) find that earnings aggressiveness is high in Malaysia. This finding could be due to both opportunistic earnings management aiming to influence market actors to behave in certain ways and/or it could be the result of informational earnings management that is not harmful to the market. We believe, based on theory and the prior literature, that the latter incentive would dominate in an underinvestment setting. Therefore, we believe that our study will provide evidence from a new perspective on the effect of underinvestment on the relationship between earnings management and information asymmetry within this unique setting.

Our results indicate that earnings management is negatively related to information asymmetry, indicating that earnings management reduces information asymmetry. The negative relationship between earnings management and information asymmetry is also stronger for underinvestment firms than it is for non-underinvestment firms. This finding indicates that underinvestment is a condition that motivates managers to convey informational earnings management.

The rest of this paper is organised as follows. The next section reviews related literature and sets up the hypotheses. Followed by another section that describes the current research methodology. The next section presents the empirical findings. The last section summarises and concludes the paper.

LITERATURE REVIEW AND HYPOTHESIS DEVELOPMENT

Earnings Management and Signaling Theory

The signaling theory proposed by Akerlof (1970) discusses information asymmetry issues among the parties involved in a business transaction that lead to adverse selection.1 As a means of prevention, a firm can signal its positive aspect of information (Akerlof, 1970). This concept is supported by Spence (1973), who defines signaling as an activity in which individuals attempt to change beliefs or provide information to others. Thus, the signal is expected to reduce information asymmetry.

A signal must possess two characteristics to become influential (Kirmani & Rao, 2000). First, the signal should reduce information asymmetry among those involved in the contract. Second, the signal should describe the information. Erdem and Swait (1998) argue that the signal must be (a) transparent to both provider and users and (b) credible in the sense that a wrong or incorrect signal adversely affects the provider. Furthermore, Spence (1973, 1976) suggests that to be a good signal, the information should possess three characteristics: (1) the firm has an incentive to convey the signal; (2) the signal can be manipulated by (within the control of) the firm, and (3) the signal cost is negatively related to the signal for high-quality firms compared to low-quality firms.

Earnings management can be considered a signal because it has the three features suggested by Spence (1973, 1976). First, firms possess the incentive to use earnings management to convey internal firm information to users (Arya et al., 2003). Thus, informational earnings management influences the confidence level of investors regarding firm performance. For instance, Subramanyam (1996) finds a positive relationship between discretionary accruals (DACC) and stock returns, indicating that DACC (proxy for earnings management) is one of the ways to gain confidence among investors and produce stock price increases. These increases can serve as incentives for a manager to apply earnings management because it can increase his or her bonus (Guidry et al., 1999). In addition, informational earnings management reduces information asymmetry (Bartov & Bodnar, 1996) and capital costs (Francis, LaFond, Olsson, & Schipper, 2005).

Second, managers may apply earnings management to manipulate accounting numbers and therefore report better profit. In accounting, total accruals (TACC) comprises both nondiscretionary and discretionary accruals, with the latter (as a proxy for earnings management) mostly involving a manager’s valuation of the future performance of the firm. For example, managers may use their discretion to determine (a) the useful life of assets for depreciation purposes, (b) the depreciation method, and (c) the percentage of contingency debts. Therefore, earnings management can be manipulated by (within the control of) managers using their discretion.

The third characteristic is that signals and their costs are negatively correlated for high-quality firms compared to low-quality firms. This feature can hinder low-quality firms from imitating high-quality firms. In this context, earnings management is the signal to which the investor’s reaction is the signal cost. A high-quality firm may convey its private information to market participants to indicate its good performance, possibly through informational earnings management (Arya et al., 2003). Thus, the market will react positively, which is reflected by stock price increases. In contrast, earnings management by low-quality firms may be perceived as an opportunistic behavior to mislead users, causing a negative reaction and a decrease in the stock price (Gul et al., 2003). Thus, low-quality firms suffer high costs in using earnings management as a signal. This negative correlation between the signal and its cost in high-quality firms compared with low-quality firms shows that the relationship between earnings management and stock price is positive for high-quality firms but negative for low-quality firms.

Earnings management therefore possesses all of the characteristics of a signal and can be used to convince investors about firm quality. In this case, managers from high-quality firms apply informational earnings management to differentiate themselves from low-quality firms (Morris, 1987). In such a situation, signaling theory predicts that earnings management will add to the content and quality of accounting information.

Earnings Management and Information Asymmetry

Information asymmetry is important in accounting because it allows for the investigation of decision usefulness in accounting information. Diamond and Verrecchia (1991) and Kim and Verrecchia (1994) indicate that the disclosure of high-quality accounting information can reduce information asymmetry between firms and stakeholders. Earnings management has been reported to reduce the quality of accounting information (Beneish & Vargus, 2002; Chan, Chan, Jegadeesh, & Lakonishok, 2006; Francis et al., 2005, 2007), thus increasing information asymmetry. Wasan (2006) supports this concept by finding a positive correlation between earnings management and information asymmetry.


In contrast, the informational perspective on earnings management is believed to be useful to accounting information users (Arya et al., 2003). Chaney, Jeter and Lewis (1998) and Hunt (1985) indicate that one form of earnings management – income smoothing – can increase the predictability of firm performance by reducing variability and increasing earnings persistence. Similarly, Subramanyam (1996) finds that income smoothing allows managers to convey private information about real firm performance in the future, implying that earnings management can reduce information asymmetry. Recent research by Jiraporn et al. (2008) indicates that earnings management is useful for firms because it has a negative correlation with agency cost and a positive correlation with firm value.

Signaling and agency theories can explain the relationship between earnings management and information asymmetry. However, the predictions of these theories differ. Signaling theory posits that a firm should convey quality information as a signal of its prominence (Spence, 1973). This quality information will decrease asymmetry (Lang & Lundholm, 1996; Welker, 1995) and capital costs (Francis et al., 2005) and increase liquidity (Frankel, McNichols, & Wilson, 1995). In other words, DACC (proxy of earnings management) can signal private firm information (Arya et al., 2003; Jiraporn et al., 2008). Earnings management can add to accounting information and provide a better description of firm performance (Arya et al., 2003). Thus, signaling theory predicts that earnings management will reduce information asymmetry (Bartov & Bodnar, 1996).

However, agency theory predicts that opportunistic behaviour causes earnings management that, in turn, increases information asymmetry. The objectives of a manager are not always in line with those of an investor. Knowing more about the possible future performance of the firm, the manager has the opportunity to manage earnings opportunistically for his or her benefit. A few examples of such manipulation are the maximisation of bonuses (Abarbanell & Lehavy, 2003), meeting analyst demands (Abarbanell & Lehavy, 2003; Burgstahler & Eames, 2003), and avoiding debt covenant violations (Jaggi & Lee, 2002; Mohd-Saleh & Ahmed, 2005). Previous studies report that opportunistic earnings management will reduce the quality of earnings (Beneish & Vargus, 2002; Chan et al., 2006), causing greater information asymmetry (Easley & O’Hara, 2004). Therefore, based on the agency theory, earnings management will increase information asymmetry.

The above discussion shows the difficulty of firmly predicting the direction of the relationship between earnings management and information asymmetry. However, in Asian countries, including Malaysia, prior studies found that earnings management tends to be accepted as a mechanism for saving the economic condition of firms (Ahmad-Zaluki, Campbell, & Goodacre, 2011; Ahmed, Godfrey, & Mohd-Saleh, 2008; Leuz, Nanda, & Wysocki, 2003; Mohd-Saleh & Ahmed, 2005; Choi, Kim, & Lee, 2011). Similar results were reported in an Indonesian study by Siregar and Utama (2008). The study shows that earnings management (which was proxied by discretionary accrual) is informative because it is positively related to future profitability. Hence, it is expected that there will be a tendency of earnings management to reduce information asymmetry. Based on the theories and research discussed above, we hypothesise the following:



	H1:
	Earnings management has a negative effect on information asymmetry.




Underinvestment and Informational Earnings Management

In a perfect stock market, managers can easily obtain external funding to finance investment projects with positive net present value due to the availability of complete information (Modigliani & Miller, 1958), which allows the firm to incur an appropriate capital cost. However, such perfection is not always possible because of information asymmetry between the firm and the investor (Stein, 2003), as well as the agency problem (Ismail et al., 2010). Unable to predict the true risks of investing in firms, external investors may impose a higher capital cost (Myers & Majluf, 1984), which is known as liquidity constraint (Harford, 1999). Therefore, the firm’s only other option is to use internal financing (cash flow) for its investments. However, firms with cash flow difficulties will be forced to forgo profitable investment projects. This underinvestment condition (Harford, 1999) shows the increased sensitivity between cash flow and investment of the liquidity-constrained firm (Hubbard, 1998).

Fazzari, Hubbard and Petersen (1988) investigate the relationship between internal cash flow and investment, stating that information asymmetry will cause potential investors to request higher capital costs. Firm dependency on internal cash flow increases its sensitivity to the investment. Fazzari et al. (1988) divide their sample into three groups based on the dividend payment ratio (as a proxy of the liquidity constraint). A reduced dividend payment ratio increases the liquidity constraint, which, in turn, strengthens the positive relationship between internal cash flow and investment. Thus, sensitivity between internal cash flow and investment is caused by the liquidity constraint in which a firm experiences a higher capital cost on external funding compared with that of internal funding. This positive relationship was supported by subsequent studies, such as those by Gilchrist and Himmelberg (1995) and Hadlock (1998).

While the above studies focused on developed countries, few studies on Malaysian firms have been conducted. A recent study by Ismail et al. (2010) indicates that financial constraint is present in the Malaysian market. The researchers’ findings are consistent with those of Driffield and Pal (2001), which indicate that 67% of Malaysian firms are financially constrained. The constraint may affect investment activities among Malaysian firms due to what was reported in the U.S. (Hsiao & Tahmiscioglu, 1997) and Canada (Schaller, 1993) if they fail to secure financial assistance. However, Driffield and Pal (2001) indicate that the majority of Malaysian firms finance their investment externally, although doing so is more expensive for small firms (43%). Information asymmetry may cause small firms to underinvest (Abdul Rahim et al., 2010).

Underinvestment results in inefficient investment. Biddle and Hilary (2006) examine the influence of quality accounting information on investment efficiency. Such quality is measured through earning aggressiveness, loss avoidance, earning smoothing, and timeliness. Investment efficiency is measured by the sensitivity between internal cash flow and investment. Higher sensitivity causes higher inefficiency in company investment activities because the sensitivity shows the liquidity constraint (Fazzari et al., 1988; Kaplan & Zingales, 1997). Biddle and Hilary (2006) find that higher accounting information quality may lower the sensitivity of internal cash flow, thus contributing to investment efficiency and reducing information asymmetry. Furthermore, Biddle, Hilary and Verdi (2009) investigate whether accounting information quality positively affects investment efficiency due to a decrease in underinvestment. High accounting information quality is shown to increase investment efficiency for underinvesting firms.

Previous studies likewise prove that underinvestment firms have high growth opportunities. Morgado and Pindado (2003) report the quadratic relationship between company value and investment, concluding that underinvesting firms have more room for growth due to the many profitable investment opportunities available before their optimum level is achieved. Because underinvesting firms suffer from liquidity constraints but have high growth opportunities, we predict that they will be motivated to disclose high-quality accounting information. Higher-quality accounting information increases information availability in the market (Lang & Lundholm, 1996), reduces information asymmetry (Biddle & Hilary, 2006), reduces the cost of capital (Francis et al., 2005; Embong, Mohd-Saleh, & Hassan, 2012), and increases liquidity (Diamond & Verrecchia, 1991). Therefore, we predict that underinvesting firms are motivated to apply informational earnings management to reduce information asymmetry, freeing themselves from underinvestment.2 The second hypothesis is thus stated as follows:



	H2:
	The negative effect of earnings management on information asymmetry is stronger for underinvesting than non-underinvesting firms.





RESEARCH METHOD

Sample

The sample for this study includes firms listed on the Main Board of Bursa Malaysia between 2001 and 2007. Table 1 presents the total observations with complete data for 2163 firm-years. However, data that was obtained from the mining, hotel, and finance industries for 131 firm-years was excluded. Firms in the finance industry are excluded because they are subject to different and additional regulations (Embong et al., 2012) and because they are high cash flow firms but low investment firms (Agung, 2000; Ismail et al., 2010). We excluded firms in the mining and hotel industries because their numbers were small and likely would not have affected our analysis. In addition, the hotel and finance industries show different DACC behaviors compared to the majority of firms in other industries (Peasnell, Pope, & Young, 2000). We also exclude 112 firm-years with incomplete and extreme data from the analysis. Thus, excluding these firms may prevent our sample being affected by influential outliers (Ismail et al., 2010). Therefore, the final sample consists of 1920 firm-years.


Table 1

Sample of the study
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Measurement

Earnings management

Earnings management reflects the ability of management to influence financial statements. As a proxy for earnings management, we use DACCs using a procedure suggested by Kothari, Leone and Wasley (2005) and determined through several steps. First, TACC is calculated using a cash flow approach, as shown in Equation 1.
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where



	TACCit
	 = 
	Total accruals for firm i at the end of year t.




	EBXit
	 = 
	Earnings before extra-ordinary items for firm i at the end of year t.




	OCFit
	 = 
	Operating cash flow for firm i at the end of year t.





Non-DACC (NDACC) is then determined by initially estimating α1, α2, α3, and α4 using the following regression equation (Equation 2):
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where



	TACCit
	 = 
	Total accruals for firm i at the end of year t.




	TAit-1
	 = 
	Total assets for firm i at the end of year t − 1.




	ΔREVit
	 = 
	The change in revenue for firm i between years t and t − 1.




	ΔRECit
	 = 
	The change in receivables for firm i between years t and t − 1.




	PPEit
	 = 
	Gross property, plant and equipment for firm i at the end of year t.




	ROAit-1
	 = 
	Return on assets for firm i at the end of year t − 1.





NDACC is calculated based on Equation 3, in which we incorporate α1, α2, α3, and α4 from regression equation (Equation 2).
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where



	NDACCit
	 = 
	Nondiscretionary accruals for firm i at the end of year t.




	TAit-1
	 = 
	Total assets for firm i at the end of year t − 1.




	ΔREVit
	 = 
	The change in revenue for firm i between years t and t − 1.




	ΔRECit
	 = 
	The change in receivables for firm i between years t and t − 1.




	PPEit
	 = 
	Gross property, plant and equipment for firm i at the end of year t.




	ROAit-1
	 = 
	Return on assets for firm i at the end of year t − 1.






Finally, we determine the DACC using Equation 4.
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where



	DACCit
	 = 
	Discretionary accruals for firm i at the end of year t.




	TACCit
	 = 
	Total accruals for firm i at the end of year t.




	NDACCit
	 = 
	Nondiscretionary accruals for firm i at the end of year t.





The above measurement as a proxy for earnings management has been widely used for other studies on earnings management in Malaysia (Mohd-Saleh & Ahmed, 2005; Ahmed et al., 2008; Ahmad-Zaluki et al., 2011) and other Asian countries (Leuz et al., 2003; Choi et al., 2011).

Underinvestment

We use the dummy variable 1 to represent underinvesting firms and 0 otherwise. An underinvesting firm should possess two characteristics: (1) sensitivity to internal cash flow–investment (reflects the liquidity constraint) and (2) high growth opportunity. Prior to allocating the variables, two steps were taken. First, the cash flow–investment sensitivity for each firm was identified to separate firms with cash flow–investment sensitivity from firms without such sensitivity. This separation was based on Equation 5, which was developed by Hovakimian and Hovakimian (2009) and used by Biddle and Hilary (2006).
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where CFIS is cash flow–investment sensitivity, n is the total observation year for firm i, t is the observation period, CF is cash flow and I is investment. The CFIS value should be higher for firms that tend to invest more in years with relatively high cash flows and less in years with relatively low cash flows (Biddle & Hilary, 2006). Firms with an CFIS that is higher (lower) than the average CFIS in the sample are classified as having (does not have) CFIS.

Second, we determine growth opportunity, which is measured based on the market-to-book value ratio. A higher ratio predicts high growth opportunities for firms (Holthausen & Larcker, 1992; Skinner, 1993). Finally, we determine the firms that can be included in the underinvestment category. These firms should have both high CFIS and growth opportunity. In other words, firms will be categorised as underinvesting if their values of CFIS (in the first-step calculation) and market-to-book value ratio (in the second step calculation) are higher than the sample mean.

Information asymmetry

Information asymmetry is measured based on the bid–ask spread, which is the difference between the stock price demanded by the buyer (bid price) and the stock price offered by the seller (ask price) (Leuz & Verrecchia, 2000). Bid and ask prices are determined by the stock dealer as market maker and vary from one firm to another depending on the level of information asymmetry between informed and uninformed investors (Callahan, Lee, & Yohn, 1997).

The bid–ask spread comprises three components: order processing cost, inventory-holding cost, and adverse selection cost (Callahan et al., 1997). Order processing cost is the cost spent by the dealer to settle clearing transactions. Inventory-holding cost is the cost spent by the dealer to hold a number of shares to fulfill investor demand. Adverse selection cost (also known as information asymmetry cost) is the cost requested by dealers because they bear the risk when involved in transactions with informed investors. In other words, adverse selection cost appears due to the presence of information risk (Callahan et al., 1997).

The bid–ask spread is used as a proxy for information asymmetry because dealers interact with two types of investors: those who need liquidity (liquidity traders) and those with information (informed traders). Dealers predict profit gain from transactions with investors who need liquidity but predict financial loss due to transactions with informed investors who only transact if they can gain profit. As such, dealers create spreads between bid and ask prices to maximise the difference between profit (from transactions with liquidity traders) and loss (from transactions with informed investors). When dealers feel that the risk of information asymmetry is high (transactions with informed investors are increasing), they will widen the adverse selection cost, thus increasing the bid–ask spread (Callahan et al., 1997).

Consistent with previous studies, the bid–ask spread is measured based on the difference between the closing bid and the ask price divided by the average of the closing bid and the ask price. The bid–ask spread is calculated as follows:


[image: art]

The calculation of the bid–ask spread is performed with a period that begins from the seventh day after the date of financial statements end of year t to seven days before 30 March of year t + 1. This period is selected because our sample consists of firms having year-end only at 31 December.

We use the bid–ask spread to measure information asymmetry for several reasons.3 First, the bid-ask spread is the difference between the highest price of a stock the buyer is willing to pay (bid price) and the lowest price acceptable to the seller (ask price). This difference provides compensation to the market maker who takes the risk of trading in the market and ensuring market liquidity. In general, the more liquid a stock is, the smaller the differential bid and ask prices. This price differential is used as a proxy of information asymmetry because the non-equality in the information possessed by buyers and sellers causes the bid and the ask prices to differ.

Second, the bid–ask spread reflects an information problem that results from transactions between informed investors with dealers and uninformed investors. In other words, the bid–ask spread contains a risk of information asymmetry, which is faced by dealers and uninformed investors when they transact with informed investors. Leuz and Verrecchia (2000) argue that the bid–ask spread will increase as the perceived risk by dealers and investors increases. Third, the bid–ask spread has been used in previous studies (Kim & Verrecchia, 1994; Leuz & Verrecchia, 2000; Richardson, 2000), particularly those using Asian markets data, including Japanese data (Guo, Zhou, & Cai, 2008) and China (Zhou, 2007).

Model

Hypothesis 1 (H1) examines whether earnings management has a relationship to information asymmetry. We examine H1 based on the following regression:
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where



	IAit
	 = 
	Information asymmetry for firm i at year t.




	EMit
	 = 
	Earnings management, proxied by discretionary accruals for firm i at the end of year t.




	εit
	 = 
	Error term.






The coefficient of c1 indicates the relationship between earnings management and information asymmetry. H1 is supported if c1 is significant.

Hypothesis 2 (H2) examines whether earnings management has a stronger negative relationship to information asymmetry for underinvesting than for non-underinvesting firms. This examination explains the role of underinvestment in the relationship between earnings management and information asymmetry. H2 is examined using Equation 8.

[image: art]

where



	IAit
	 = 
	Information asymmetry for firm i at year t.




	EMit
	 = 
	Earnings management, proxied by discretionary accruals for firm i at the end of year t.




	UIit
	 = 
	Underinvestment for firm i at year t (1 = Underinvestment; 0 = Non Underinvestment).




	EMitxUIit
	 = 
	Interaction between earnings management and underinvestment.




	εit
	 = 
	Error term.





The coefficient of h1 shows the relationship between earnings management and information asymmetry for non-underinvesting firms. The coefficient of h3 shows the relationship between earnings management and information asymmetry for underinvesting firms. H2 is supported if h3 is negatively significant when h3 < h1.

RESULTS

Descriptive Results

Table 2 presents a sample of the underinvestment and non-underinvestment firms. There are 143 firms categorised as underinvesting and 1777 firms categorised as non-underinvesting. Out of 143 underinvesting firms, 19 firms are reported as having underinvested in 2001, 29 firms in 2002, 18 firms in 2003, 23 firms in 2004, 21 firms in 2005, 12 firms in 2006 and 21 firms in 2007. Table 2 reports that 241 firms are categorised as non-underinvesting in 2001, 253 firms in 2002, 256 firms in 2003, 252 firms in 2004, 257 firms in 2005, 260 firms in 2006, and 258 firms in 2007. These figures indicate that the sample is not balanced between both forms of companies, as underinvesting firms represent only 7% of the sample.


Table 2

Sample of underinvestment and non-underinvestment firms
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Descriptive Statistics

Table 3 provides descriptive statistics for the total sample of 1920 firms. Panel A of Table 3 indicates that the mean for information asymmetry is 0.024 with a standard deviation of 0.017. The minimum and maximum value of information asymmetry is 0.002 and 0.061, respectively. The mean of earnings management is positive (0.031), indicating that, as a whole, sample firms tend to increase earnings through earnings management. Standard deviation for earnings management is 0.266, while the minimum and maximum values are 0.820 and 0.853, respectively.

Panels B and C of Table 3 present the descriptive statistics for the sample based on underinvesting and non-underinvesting firms, respectively. The mean of information asymmetry for underinvesting firms (0.033) is higher than for non-underinvesting firms (0.023), indicating that underinvesting firms face higher information asymmetry than non-underinvesting firms. Earnings management for underinvesting firms has a mean of 0.010, which is lower than the mean for non-underinvesting firms (0.033). The comparison of panels B and C reveals that underinvesting firms tend to have lower earnings management but experience higher information asymmetry. However, non-underinvesting firms tend to have higher earnings management but lower information asymmetry. The tendency of underinvesting (non-underinvesting) firms to have lower (higher) earnings management but higher (lower) information asymmetry shows that earnings management has information content. The higher the DACCs is, the lower information asymmetry will be.

Table 4 presents the results of the multicollinearity test measured by the value of tolerance and variance inflation factor (VIF). According to Kutner, Nachtsheim, Neter and Li (2005), a tolerance value lower than 0.1 and a VIF higher than 10 indicate multicollinearity. Table 4 indicates no multicollinearity within the independent variables.


Table 3

Descriptive statistics



	Panel A: All sample (n = 1,920)



	
	Mean

	Standard Deviation

	Minimum

	Maximum




	IA
	0.024

	0.017

	0.002

	0.061




	EM
	0.031

	0.266

	−0.820

	0.853




	UI
	

	

	0

	1




	Panel B: Underinvestment firms (n = 143)



	IA
	0.033

	0.022

	0.003

	0.061




	EM
	0.010

	0.286

	−0.789

	0.772




	Panel C: Non underinvestment firms (n = 1,777)



	IA
	0.023

	0.017

	0.002

	0.061




	EM
	0.033

	0.265

	−0.820

	0.853





Notes: IA = Information asymmetry; EM = Earnings management, UI = Underinvestment


Table 4

Multicollinearity test



	(n = 1,920)

	Tolerance

	VIF




	EM
	0.937

	1.067




	UI
	0.936

	1.066




	EM X UI
	0.930

	1.076





Notes: EM = Earnings management; UI = Underinvestment (1 = underinvestment; 0 = non-underinvestment); EM X UI = Interactions between EM and UI.

Results of Regression Analyses

Does earnings management affect information asymmetry? (H1)

This study employs panel data analysis techniques for all hypotheses.4 H1 tests the relationship between earnings management and information asymmetry. Table 5 presents the results of the regression analysis for H1. We examine H1 based on the random effect approach because the p value of the Hausman test is not significant (chi squared = 0.915, p = 0.339) (Gujarati, 2003).5 The focus of this test is the coefficient of c1, which shows the relationship between earnings management and information asymmetry. The coefficient of earnings management (column 3) is negative and significant (c1 = −0.005; p < 0.01), indicating that earnings management has a negative relationship with information asymmetry. The higher the earnings management is, the lower information asymmetry will be. Therefore, H1 (i.e., earnings management is associated with information asymmetry) is supported. This result indicates that firms use earnings management to convey quality information (Spence, 1973) and signal private information (Arya et al., 2003; Jiraporn et al., 2008).


Table 5

The regression result for H1

IAit = c0 + c1EMit + εit



	Coefficient

	Fixed effect (n = 1,920)

	Random effect (n = 1,920)




	c1
	−0.004(−2.917)***

	−0.005(−3.290)***




	Adj. R2
	0.213

	0.005




	F statistics
	2.890

	9.934




	p-value
	0.000

	0.002




	Hausman test
	

	




	 Chi square
	0.915

	




	 p-value
	0.339

	





Notes:*** Significant at p < 0.01 (two-tailed); IA = Information asymmetry; EM = Earnings management.

The role of underinvestment in the relationship between earnings management and information asymmetry (H2)

The purpose of H2 is to investigate the role of underinvestment in the relationship between earnings management and information asymmetry. Underinvesting firms are said to face asymmetric information, which causes a constraint in liquidity. At the same time, DACCs (proxy for earnings management) can be used to convey private information about firm performance. We predict that underinvesting firms are motivated to convey informational earnings management to decrease information asymmetry.

Table 6 presents regression results for H2. The Hausman test indicates that the chi squared value of 2.516 is not significant (p = 0.472). The random effect is, therefore, more appropriate than the fixed effect (Gujarati, 2003). The focus of the test is h3 because it represents the coefficient of interaction between earnings management and underinvestment. The coefficient of h3 shows the relationship between earnings management and information asymmetry only for underinvesting firms. Meanwhile, the coefficient of h1 reflects the relationship between earnings management and information asymmetry only for non-underinvesting firms while h2 shows the relationship between underinvestment and information asymmetry.

Column 3 in Table 6 indicates that the coefficient of earnings management is negative and significant (h1 = −0.003, p < 0.05). This result shows that earnings management has a negative relationship with information asymmetry. In other words, earnings management reduces information asymmetry. Table 6 also indicates that the coefficient of underinvestment is positive and significantly (h2 = 0.009, p < 0.01) related with information asymmetry, indicating that underinvesting firms face the information asymmetry problem. The more firms experience underinvestment, the more they face information asymmetry. Table 6 presents the coefficient of interaction between earnings management and underinvestment. This result indicates that, for underinvesting firms, earnings management decreases information asymmetry (Brown, Stephen, & Lo, 2004; Welker, 1995). The negative impact of earnings management on information asymmetry is stronger for underinvesting firms than for non-underinvesting ones (h3 < h1). Thus, H2 is supported. This result indicates that underinvesting firms are motivated to provide high-quality information to free themselves from liquidity constraints and to reduce capital costs (Embong et al., 2012).


Table 6

Regression result for H2

IAit = h0 + h1EMit + h2UIit + h3EMitxUIit + εit



	Coefficient

	Fixed effect (n = 1,920)

	Random effect (n = 1,920)




	h1

	−0.003(−1.832)*

	−0.003(−2.132)**




	h2

	0.008(4.427)***

	0.009(5.732)***




	h3

	−0.019(−4.439)***

	−0.018(−4.429)***




	Adj. R2
	0.230

	0.029




	F-statistics
	3.070

	20.016




	p-value
	0.000

	0.000




	Hausman test
	

	




	Chi-square
	2.516




	p-value
	0.472





Notes: *** Significant at p < 0.01 (two-tailed); ** Significant at p < 0.05 (two-tailed); *Significant at p < 0.10 (two-tailed). IA = Information asymmetry; EM = Earnings management; UI = Underinvestment (1 = underinvestment; 0 = non underinvestment); EM × UI = Interactions between EM and UI.

Endogeneity problem

Richardson (2000) indicates that high levels of information asymmetry may indicate insufficient resources and information among shareholders for monitor managers’ actions, which may lead to earnings management practices. Therefore, information asymmetry may provide firms with the incentive to manage earnings. Hence, we replace earnings management with lagged earnings management in Equations 7 and 8. The results show that the coefficient of lagged earnings management is negative (−0.041) and significant at p < 0.10. Furthermore, the coefficient of interaction between earnings management and underinvestment is also negative (−0.102) and significant at p < 0.01. Thus, the endogeneity problem is rejected, and we can conclude that earnings management is a determinant of information asymmetry.

Sensitivity Analysis

We believe size and leverage may affect the above analyses. Therefore, we include these variables to determine whether our results are sensitive to them. We include size because it shows future firm growth. Furthermore, size has a role in the choice between internal and external financing (Driffield & Pal, 2001). Size is also negatively related to information asymmetry because the track record of small and young firms is too short for stakeholders to judge (Guariglia, 2008). We measure size based on the natural logarithm of total assets at the end of the financial year.

We include leverage because it increases firm risk. Leverage increases the uncertainty of firm performance and information asymmetry (Boot & Thakor, 1993). Previous studies indicate that highly leveraged firms in some Asian countries must pay greater premiums on external financing (Agung, 2000; Driffield & Pal, 2001). This reduces funds for investment, which in turn reduces the ability of firms to secure external financing (Agung, 2000). This indicates the existence of financial constraint within these firms. Leverage is measured by the debt-to-equity ratio at the end of the financial year.

The results of the sensitivity analysis for H1 are presented in Table 7. Our analysis indicates that the Hausman test is not significant. Therefore, the random effect is more appropriate than the fixed effect (Gujarati, 2003). Column 3 in Table 7 indicates that the coefficient of Log Size is negative and significant (c2 = −0.005, p < 0.01), whereas the coefficient of leverage is not significant. These findings indicate that information asymmetry decreases as firm size increases. Meanwhile, the coefficient of earnings management is negative and significant (c1 = −0.004, p < 0.01), which is consistent with the result of H1 showing that earnings management reduces information asymmetry. Therefore, including control variables does not have any effect on the relationship between earnings management and information asymmetry.

A similar analysis is performed on H2. Table 8 presents the results of the sensitivity analysis for H2. In the table, the Hausman test shows that the p value is not significant. Hence, the random effect is more suitable than the fixed effect (Gujarati, 2003). Column 3 in Table 8 indicates that the coefficient of Log Size is negative and significant (h4 = −0.006, p < 0.01), whereas the leverage is not significant, indicating that information asymmetry decreases for large firms. The interaction coefficient of earnings management and underinvestment is negative and significant (h3 = −0.017, p < 0.01). The results indicate that earnings management reduces information asymmetry for underinvesting firms. Column 3 in Table 8 indicates that the negative relationship between earnings management and information asymmetry is stronger for underinvesting firms than for non-underinvesting firms (h3 < h1). However, the relationship between earnings management and information asymmetry for non-underinvesting firms (h1) is not significant. This result is consistent with H2, which indicates that the negative relationship between earnings management and information asymmetry is stronger for underinvesting firms than for non-underinvesting firms. Consequently, the result of H2 is stable because control variables are included in the model.


Table 7

Sensitivity analysis to H1

IAit = c0 + c1EMit + c2LogSizeit + c3LEVit + εit



	Coefficient

	Fixed effect (n = 1,920)

	Random effect (n = 1,920)




	c1

	−0.004−(2.645)***

	−0.004(−2.902)***




	c2

	−0.005(−11.813)***

	−0.005(−15.739)***




	c3

	−0.001(−0.625)

	−0.001(−0.603)




	Adj. R2
	0.274

	0.118




	F-statistics
	3.613

	86.971




	p-value
	0.000

	0.000




	Hausman test
	

	




	Chi-square
	2.898




	p-value
	0.408





Notes: ***Significant at p < 0.01 (two-tailed). IA = Information asymmetry; EM = Earnings management; LogSize = Natural logarithm of total assets; LEV = Leverage, total debt divided by total equity.

To ensure our findings are credible, we examine the relationship between earnings management and the market value of firms’ common equity. We use Ohlson’s (1995) model to measure the value relevance of earnings management. We separate earnings into managed earnings (proxies by DACC) and unmanaged earnings (which consist of cash flow from operating and non-DACC). Our results indicate that the coefficient of unmanaged earnings is positive (0.663) and significant at p < 0.01.6 Furthermore, the coefficient of earnings management is also positive (0.526) at p < 0.01. Finally, our results indicate that the coefficient of book value is significant (0.218) at p < 0.01. The adjusted R2 for the model is 0.595. These findings suggest that unmanaged earnings, managed earnings (i.e., earnings management) and book value are value-relevant. Therefore, we believe earnings management in Malaysia is informative. This is consistent with Siregar and Utama (2008), who found that earnings management is efficient among firms listed in the Jakarta Stock Exchange.


Table 8

Results of sensitivity analysis for H2

IAit = h0 + h1EMit + h2UIit + h3EMit X UIit + h4LogSizeit + h5LEVit + εit



	Coefficient

	Fixed effect (n = 1,920)

	Random effect (n = 1,920)




	h1

	−0.002(−1.520)

	−0.002(−1.642)




	h2

	0.014(8.322)***

	0.016(10.744)***




	h3

	−0.018(−4.424)***

	−0.017(−4.318)***




	h4

	−0.006(−13.832)***

	−0.006(−18.434)***




	h5

	−0.001(−0.649)

	−0.001(−1.169)




	Adj. R2
	0.310

	0.176




	F-statistics
	4.088

	83.093




	p-value
	0.000

	0.000




	Hausman test
	

	




	Chi-square
	3.300




	p-value
	0.654





Notes:*** Significant at p < 0.01 (two-tailed). IA = Information asymmetry; EM = Earnings management; UI = Underinvestment (1 = underinvestment; 0 = non underinvestment); EM X UI = Interactions between EM and UI; LogSize = Natural logarithm of total assets; LEV = Leverage, total debt divided by total equity.

CONCLUSION

The purpose of this study is to test the relationship between earnings management and information asymmetry. The study also investigates whether the relationship between earnings management and information asymmetry is moderated by an underinvestment problem. Earnings management has become an important topic in accounting research. However, the controversy over earnings management has created two perspectives: opportunistic and informational. This research uses information asymmetry to justify whether earnings management is opportunistic or informational. Earnings management is opportunistic if its relationship with information asymmetry is positive, whereas it is informational when its relationship with information asymmetry is negative.

Our result indicates that earnings management is negatively related to information asymmetry. Our results support the informational perspective that earnings management contributes to the quality of information and hence reduces information asymmetry. This finding supports the results of Botosan (1997) and Verrecchia (2001) showing that the quality of information reduces information asymmetry. Furthermore, our results indicate that underinvestment moderates the relationship between earnings management and information asymmetry. The negative impact of earnings management on information asymmetry is greater for underinvesting firms than for non-underinvesting firms, which supports the hypothesis that earnings management reduces information asymmetry more for underinvesting firms. Thus, underinvestment can motivate managers to convey informational earnings management.

The findings support the signaling theory that predicts earnings management as information signaling firm performance (Morris, 1987). A signal (earnings management) sent by underinvesting firms is valued by an investor as credible and decreases asymmetric information. Therefore, our results show that accounting standards should have the flexibility to allow firms to use DACC (earnings management) to benefit users.

We acknowledge that this study is subject to several limitations. Firms in the finance, hotel, and mining industries and firms whose financial year does not end on 31 December are excluded from the sample. These firms may influence our results and raise questions about internal validity. In addition, Malaysia’s sophisticated capital market efficiency differs from that of other countries. The generalisation of our findings to other countries should be performed with caution due to the diversity in accounting standards and regulations. This is also true in circumstances in which different ownership structures prevail because Malaysian firms have a high ownership concentration, which could influence decision making in investment and financing (Mohd-Saleh & Ahmed, 2005; Wang & Zhang, 2009). At the same time, these decisions could be affected by the control of a complex pyramidal ownership structure common among Malaysian firms (Wei & Zhang, 2008).

Even though underinvesting firms tend to reduce information asymmetry through DACC, their objective for decreasing capital costs is still unknown. Therefore, future research may investigate whether earnings management by underinvesting firms reduces capital costs.

NOTES

1.      Adverse selection refers to situations in which sellers possess information that buyers do not (or vice versa) about certain aspects of product quality. In a capital market, investors do not have complete information about firm quality or the future prospects of their investments.

2.      By providing high-quality accounting information (Guay, Kothari, & Watts, 1996; Subramanyam, 1996).

3.      Due to some disadvantages of the bid-ask spread as a proxy for information asymmetry (Morse & Ushman, 1983), some studies suggest using trade volume and the difference or stock price volatility (Krishnamurti, Šević, & Šević, 2005; Botosan, 2006). Both alternative measures are also subjected to criticism in measuring information asymmetry, particularly for thinly traded firms, which is common in emerging markets such as Malaysia. We must note, however, that the bid-ask spread is the most commonly used measure of information asymmetry and we acknowledge that the results should be interpreted with caution due to this limitation (Lim, Yeo, & Liu, 2003; Chen, Chen, & Wei, 2009).

4.      Panel data offer several advantages (Hsiao, 2004, p. 3) over conventional cross-sectional or time-series datasets. Additionally, panel data can enrich the empirical analysis, which is not possible with cross-sectional and time-series data (Gujarati & Porter, 2009). According to Hsiao (2004), panel data improves the efficiency of econometric estimates because it provides a large number of data points, increases the degree of freedom and reduces the collinearity among independent variables.

5.      The random effect transforms the OLS estimator into a GLS estimator. Therefore, serial correlation and heteroscedasticity should not be serious concerns.

6.      We do not report the overall findings because doing so would require us to run several tests on the panel data. The results generally support the conclusion that earnings management is informative. (Please refer to Hassan, Mohd-Saleh, Rahman, & Abdul Shukor (2012) for further information).
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ABSTRACT

This study investigates the impact of CEO succession on the financial performance of publicly listed Malaysian firms. A match-paired t-test and Wilcoxon signed-rank test are used to determine if there is a change in firm performance following CEO succession. The overall results show that performance improves following post-succession. We also find significant improvement in the performance of companies that experienced forced turnovers and subsequently selected outsiders as successors. On the other hand, forced CEO turnovers that are followed by internal successions disrupt firm performance. As CEO successions impact firms’ future performance, the succession planning process should be a priority for firms.
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INTRODUCTION

CEO successions provide a means for assessing the efficacy of a leader in shaping a firm’s fortunes. As noted by Davidson III, Tong, Worrel and Rowe (2006), leadership is an important component of a successful corporate governance mechanism, which can enhance firm performance. The effect of CEO successions on firm performance is still debated, despite numerous studies and renewed attention to this problem (e.g., Allen, Panian, & Lotz, 1979; Brown, 1982; Friedman & Singh, 1989).

Because of the importance of the CEO as the person who is responsible for setting organisational strategy, structure, environment and performance, the central concept of the business in any organisation originates from the CEO. According to Dalton and Kesner (1985), many financial periodicals, including Business Week, Forbes, Fortune and the Wall Street Journal, provide evidence that practitioners and analysts agree that CEOs are the individuals responsible and accountable for setting organisational strategy, structure, environment and performance. Because CEOs significantly influence their organisations, any changes in the CEO position will significantly affect investors’ perceptions, thus affecting the future of the firm.

Previous studies have shown mixed results regarding the impact of CEO successions on firms’ subsequent performance. For instance, Friedman and Singh (1989) show that market reactions towards CEO successions are positive when pre-succession performance is poor. On the other hand, when the pre-succession performance has been positive, the reactions have been negative. A study conducted by Korn/Ferry International on 132 Fortune 500 companies that underwent CEO successions from 2003 to 2005 revealed that a majority of these companies performed more poorly than companies that did not have CEO successions (Ghazali, 2012). Ghazali believes that the performance of companies not only depends on the knowledge and experience of an incoming CEO but also on the due diligence of the board in selecting a successor that aligns with the company’s vision, goals and strategy and who fits the culture of the company. There are several socio-political factors that determine the post-succession performance of companies. The profile of the CEO does not solely determine post-succession performance.

Davidson III, Nemec, Worrell and Lin (2002) find that the stock market reacts more positively if the new CEO is an outsider and comes from an industry related to the firm’s operations. Meanwhile, Chung and Rogers (1987) find that in poorly performing firms, the selection of either an insider or an outsider does not significantly influence firms’ post-succession performance. This is because investors do not believe that a change in CEO will improve the firm’s future performance.

The above inconclusive results can be explained with respect to three views: common sense, vicious circle and ritual scapegoating (Davidson III, Worrel, & Cheng, 1990, Kesner & Sebora, 1994). The common sense notion popularised by Guest (1962, as cited in Davidson III et al., 1990) proposes that new leaders can cause positive changes in organisations and that post-succession performance will improve once an ineffective CEO is replaced. This is because the successor is an expert who can enhance the performance of a company. On the other hand, the vicious circle view predicts that the post-succession performance of a firm will become more disruptive because the succession of its CEO will destroy the fit between the firm and its environment, including its internal authority relationship. Finally, advocates of the ritual scapegoating view believe that a change in leadership will not affect firm performance because dismissals are a form of scapegoating and managers have nothing to do with poor performance. A succession is a signal to outsiders that changes are taking place in an organisation (Kesner & Sebora, 1994).

To the best of our knowledge, except for Ishak, Ku Ismail and Abdullah (2012), and Ishak and Abdul Latif (2012), little is known about CEO turnovers and successions in Malaysia, particularly concerning the effect of CEO successions on firm performance. Ishak et al. (2012) examine the determinants of CEO turnovers and do not consider the events that follow, that is, post-succession events. The study provides evidence that turnovers are associated with, among other factors, poor company performance. On average, a CEO occupies his or her position for nine to 10 years before being replaced. Ishak and Abdul Latif (2012) go one step further by conducting an event study examining the impact of CEO succession on the share price of Malaysian listed companies. They find that the market is indifferent on the date of announcement but that there is an abnormal return of 1.5% 10 days before the announcement. This study extends the work of Ishak et al. (2012) by examining CEO successions and events that occur following the vacancy of the CEO position. Because turnovers are generally the result of poor performance, our study examines whether new CEOs can enhance company performance. In particular, we examine whether a CEO’s origin and the nature of the turnover is associated with post-succession performance. Our study differs from that of Ishak and Abdul Latif in that we measure firm performance by return on assets (ROA) and Tobin’s Q, which both consider the long-term effects of successions. This study contributes significantly to the body of knowledge on CEO succession. It will serve as an important input for company boards in selecting new CEOs and effectively implementing their succession plans.

A CEO successor can be selected from within the company (insider) or from outside the company (outsider). Furthermore, the succession can be an outcome of either a forced or voluntary turnover. These factors may affect post-succession performance differently. The objective of this study is to examine the effect of CEO succession on the post-succession performance of listed companies in Malaysia. In particular, we examine whether the origin of the successor (internal versus external) and type of turnover (forced versus voluntary) impacts firm performance. Malaysia is an interesting jurisdiction for the study of CEO successions. First, there has been a growing number of CEO successions in Malaysia in recent years, and these events often receive great public attention. Nevertheless, studies on CEO successions in Malaysia are relatively limited. This study is also in line with the call for companies to plan their CEO successions, as leadership is important in determining company performance. A majority of related studies have been conducted in developed countries. To fill the gap, we feel that this study should be conducted in a country with an emerging economy, such as Malaysia. Second, the concentrated ownership of many Malaysian firms by families, a characteristic unique to the country’s business environment, makes Malaysia an interesting jurisdiction for the study. As many companies are family owned, we expect that internal CEO successors would be more common than external ones.

The remainder of this paper is organised as follows. Having discussed the background and literature related to this study, the development of hypotheses is discussed in the following section. The subsequent section presents the paper’s research methods. A discussion of the results and conclusions follow.

HYPOTHESES DEVELOPMENT

Brown (1982) discusses two main factors that influence post-succession performances: poor pre-succession performance and successor origin. Past performance determines the choice of a successor and the choice of a successor influences the subsequent performance of a company. Furtado and Karan (1990), in their summary of empirical evidence of management turnover, discuss the type of turnover that influences firms’ post-succession performance. The researchers claim that changes in CEO teams are of great interest to primary stockholders. Markets will respond to the changes as a signal of gain or loss in human capital or as a response to CEO changes themselves.

Pre-succession Performance

Pre-succession performance indicates how well organisations have used their resources. Poor performance provides a motivation for organisations to make drastic changes to their strategies and structures, and good performance indicates the stability and continuity of resource allocation decisions (Friedman & Singh, 1989). Past performance, which is either measured by the long-term profitability of accounting performance or by upward movement in stock prices, significantly influences the selection of successors.

A poor pre-succession performance signals that a firm must take corrective action to avoid internal or external corporate controls. A number of studies reveal that the selection of an outside candidate is the optimal solution for improving poor pre-succession performance (Friedman & Singh, 1989). By using stock market reactions as a performance indicator, Friedman and Singh find that when pre-succession performance is low, stockholders’ reaction towards succession is positive and high. It is argued that an outsider will bring new and fresh ideas to the company, which will lead to significant changes in the company’s strategies and policies (Furtado & Karan, 1990; Zinkin, 2010). As a result, the subsequent performance of the firm improves.


In contrast, it is argued that a firm that has above average pre-succession performance tends to select an insider to maintain the status quo of the company. Dividing firms into high-performers and low-performers, Chung and Rogers (1987) find that high-performing firms that appointed insiders tend to perform better than high performers that appointed outsiders. However, the difference is not statistically significant.

Successor Origin

In CEO succession studies, the origin of the successor has been identified as a critical variable affecting firm performance (Kesner & Sebora, 1994). There are two pertinent questions that must be answered by the board of directors when making a decision regarding the origin of a successor. The first question relates to the quality of the successor and the second question to how suitable the successor is for the board members’ personal interests (Lauterbach, Vu, & Weisberg, 1999).

Salancik and Pfeffer (1980) contend that the appointment of CEOs from within the organisation represents a maintenance strategy. The new internal CEO will maintain the current strategies because he or she may be the one who was involved in establishing those strategies. However, some researchers (e.g., Cannella & Lubatkin, 1993 and Lauterbach et al., 1999) argue that the selection of an insider is only suitable for well-performing firms and that under-performing firms often need to hire external CEOs because they are more likely to be able to change the company’s existing strategies and evaluate its problems.

According to Khurana (1998), an outside candidate is only appointed after a thorough search. A candidate with an impressive track record is a testimony that he or she is superior to other internal or external candidates. Furthermore, for under-performing firms, outsiders are more preferable than insiders because the board expects that they will be more likely to take decisive actions to improve the firm’s situation. This view is supported by Karaevli (2007), who finds that external CEOs improve firm performance in poorly performing firms. However, Chung and Rogers (1987) provide evidence that the selection of insiders or outsiders by under-performing firms does not significantly influence the stock market. This evidence contradicts the belief that an outsider will turn around a poorly performing operation. This evidence also shows that the market does not view an outsider as a person with the right capabilities. Evidently, investors do not believe that a change in leadership will alter the declining profitability of a poorly performing firm.

It is also argued that insiders are slow in recognising the urgency of the current problem and may pursue old strategies that are no longer effective (Chung and Rogers, 1987). Lauterbach et al. (1999) state that an inside selection deteriorates post-succession performance. Based on average excess return as a performance indicator, the researchers find a significant difference between pre-succession and post-succession performances. For an internal succession, the post-succession performance decreases by 41% (from a pre-succession excess return of 13% to a post-succession excess return of −28%). In contrast, for the outside selection, the post-succession performance increases by 35% (from a pre-succession performance of −39% to a post-succession performance of −4%). Their results indicate that external successions preclude the firm from further deterioration by turning it around and helping it get back on track.

Turnover Type

Furtado and Karan (1990) argue that only organisations that have proper succession plans can be profitable in subsequent periods. The researchers further argue that different types of turnover have different impacts on post-succession performance, such as stock price reactions. Previous research classified turnover into two types: voluntary turnover and forced turnover.

Voluntary turnover

Voluntary turnover is defined as change that takes place due to the retirement of a CEO between the age of 54–55, illness or death, or the replacement of the CEO due to mergers or takeovers (Kang & Shivdasani, 1995; Denis, Denis, & Sarin, 1997; Maury, 2006). Voluntary turnover is usually planned. Thus, it usually does not significantly affect a firm’s share price movement. Customary retirement is an example of a planned change whereby a CEO announces his intention to step down at some future date. In fact, Evans, Nagarajan and Schloetzer (2010) show that an incumbent CEO is more likely to be retained on the board for an extended period of time if the firm’s prior performance is good enough to ensure a smooth transition of power. As the change is anticipated, the successor has already been determined and groomed within the firm. As stated by Friedman and Singh (1989), planned retirements are generally smooth transitions that involve successors who are well known to the incumbent management.

Because the market is aware of the anticipated replacement of the CEO, it does not significantly react to the announcement of the incoming CEOs (Rhim, Peluchette, & Song, 2006). Denis and Denis (1995) show that normal retirement is not related to lower performance prior to management change and that a small improvement in performance usually follows such a succession. However, Salas (2010) finds that the stock price reaction is strongly positive if the senior executive’s tenure exceeds 10 years, an indicator of managerial entrenchment.


Forced turnover

Weisbach (1988) defines forced turnover as turnover that results from reasons other than customary retirement. However, identifying forced turnovers is difficult because publicly available sources do not identify them as such. Thus, prior poor performance is taken as a proxy that triggers a forced turnover.

Generally, forced turnovers of CEOs are divided into two types: board-initiated turnovers and CEO-initiated turnovers. Markets react differently to turnovers initiated by company boards compared to turnovers initiated by CEOs (Furtado & Karan, 1990). Friedman and Singh (1989) argue that board-initiated successions are more likely to occur as a result of poor performance. Thus, a positive stock market reaction is expected from a board-initiated succession. Board-initiated successions are not likely to occur in high performing firms. However, if this is the case, it can be interpreted as some internal political turmoil in the company rather than that the CEO failed to perform his or her duties. Therefore, board-initiated succession is not well-received in high-performing firms.

The second type of forced turnover is CEO-initiated succession. Examples of CEO-initiated successions are the illness or death of the CEO. Worrell, Davidson III, Chandy and Garrisson (1986) document a negative stock market reaction in response to the announcement of a sudden death of a CEO. Furthermore, they find that there is an offsetting positive stock market reaction when an insider is appointed following a CEO’s death. Placing an insider into the deceased position signals a continuity of the firm and that the situation is under control. Davidson III et al. (2006) reveal that when a firm announces the illness of its CEO and replaces the CEO with an insider, the abnormal return is negative and significant. In contrast, when the board replaces the ill CEO with its chairman or a former CEO, the abnormal return is positive but only marginally significant.

Friedman and Singh (1989) predict that CEO-initiated turnovers will lead to a positive market reaction, but at a level lower than that of board-initiated turnovers. Meanwhile, when a firm’s pre-succession performance is positive, CEO-initiated turnovers will either signal that the CEO wishes to change his organisational affiliation or position and market himself to external parties. A negative market reaction is expected due to unwelcome change and disruption in external relations and the patterns of authority initiated in the departing CEO’s interest.

In summary, Brown (1982) and Furtado and Karan (1990) discuss three main factors that influence the consequences of CEO succession: prior performance, turnover type and the origin of the successor. Friedman and Singh (1989) claim that a firm’s poor past performance provides the motivation to change its existing strategies and policies to meet its challenges. The researchers show that past performance has a significant and negative effect on stockholders’ reactions. Additionally, the selection of the successor, whether externally or internally, has become a crucial issue in poorly performing firms. Chung and Rogers (1987) claim that the replacement does not have a significant influence on a firm’s subsequent performance. In contrast, based on their findings, Cannella and Lubatkin (1993) and Karaevli (2007) suggest that an outsider is the best candidate for turning around a firm’s poor performance. Further, Furtado and Karan (1990) argue that type of turnover, whether forced turnover or voluntary turnover, also has a significant impact on the performance of firms. Voluntary turnover shows a small performance improvement, whereas forced turnover contributes to positive market reactions regarding the announcement of the management turnover (Friedman & Singh, 1989; Denis & Denis, 1995; Rhim et al., 2006).

According to the common sense view, changes in firms’ CEOs are expected to improve firm performance, especially that of poorly performing firms. Poorly performing firms tend to dismiss their underperforming CEOs and replace them with external candidates. It is argued that these external successors can improve firms’ future performance by introducing new strategies and policies to enhance the value and image of the firms. Thus, based on common sense theory, it is expected that changing CEOs who are responsible for poor past performance with outsiders will contribute to better performance in the future. Based on the foregoing discussion, the following hypotheses are proposed:



	H1:
	CEO succession improves firms’ post-performance.



	H2:
	CEO forced turnover improves firms’ post-performance more than voluntary turnover.



	H3:
	Outside CEO successors improve firms’ post-performance more than inside CEO successors.



	H4:
	CEO forced turnover that is followed by external selection of a successor improves firms’ post-performance more than CEO turnover, which is followed by inside selection.




RESEARCH METHODS

The data consist of all of the companies listed on the Main Board and the Second Board of Bursa Malaysia that changed their CEOs between 2002 and 2005. There were 258 cases of CEO succession during the period. However, after omitting MESDAQ (Malaysian Exchange of Securities Dealing and Automated Quotation) companies (4), delisted companies (28), financial institutions (6), companies with incomplete financial data (26), companies whose annual reports are inaccessible (12), companies whose CEO changed more than once (33), companies with joint CEOs (2) and companies experiencing mergers and take-overs (2), 145 succession events were included. To estimate post-succession effects, the two-year post-succession performance was analysed to determine changes in firm performance after succession events.

Post-succession performance refers to changes in firms’ ROA and Tobin’s Q. A two-year performance after succession is compared to the mean performance of two years before the CEO turnover. Differences in both the mean and median of these performance measures indicate whether the CEO succession improves, disrupts or has no effect on the firm’s post-performance. Successor origin is classified into either insider or outsider, and the type of turnover is classified into forced or voluntary.

To determine any improvement or disruption in post-succession performance, both the mean and median of performance in the post-succession years are compared with the previous performances. The comparison is conducted for three categories: all samples, turnover type and successor origin. A match-paired t-test and Wilcoxon Sign Rank Test are used to examine the difference in mean and median of firm performance before and after CEO successions. The performance is measured by firms’ ROA and Tobin’s Q. The change in the performances is calculated as performance of the later year minus the two-year average performance before the succession. Data on the firm’s past performance and post-performance are collected for the period of two years before and two years after CEO successions. For example, if the turnover occurred in 2002, data from 2000 to 2004 are collected. The selection of two years before successions is based on the argument made by Boeker (1992) that the turnover of a CEO does not happen immediately after poor performance. At least two years of consecutive poor performance is the best indicator for determining when to dismiss an underperforming CEO.

The classification of forced turnover and voluntary turnover is based on the reason stated in the change of management announcement made by a company on Bursa Malaysia’s website. The classification used is suggested by Huson, Malatesta and Parrino (2004), and Dahya, McConnell and Travlos (2002). They labelled a turnover as a forced turnover when news articles stated that an executive was “fired” or had “resigned”. In both cases, the CEO had to be less than 55 years old. In addition, if the announcement did not report any reason for the departure, such as death, poor health, or the acceptance of another position inside or outside the firm, the departure was classified as forced turnover. Furthermore, removal was considered forced turnover if CEOs were removed before the expiration of their three-year terms (Kang, 2002).


RESULTS

Table 1 shows the distribution of companies according to turnover type and CEO origin. Of the 145 CEO succession events, 83 events (57.2%) are the outcome of forced turnovers, and the remaining 62 events (42.8%) are due to voluntary turnover. Whereas 74 of the companies selected insiders as CEO successors, 71 companies selected outsiders as successors. Table 1 also shows that in forced turnovers, successors are more likely to be outsiders, and in voluntary turnovers, successors are more likely to be insiders.


Table 1

Distribution of companies by turnover type and CEO origin



	Turnover type
	Successor origin

	




	
	Insider
	Outsider
	Total



	Forced turnover
	31 (41.9%)
	52 (73.2%)
	83 (57.2%)



	Voluntary turnover
	43 (58.1%)
	19 (26.8%)
	62 (42.8%)



	Total
	74 (100%)
	71 (100%)
	145 (100%)




Table 2 shows the distribution of companies by some selected company characteristics and the origin of successors. We observe that large companies, represented by Main Board companies, are more likely to have outside successors compared to their smaller counterparts. In Main Board companies, 55 (53%) CEOs were replaced by outsiders. Meanwhile, of 41 successions at Second Board companies, only 16 (39%) successors were outsiders compared to 25 (61%) insiders. This may be because Second Board companies are more likely to be family-owned businesses and thus are expected to retain family members as CEOs. Table 1 also shows that firms in most industries choose insiders as successors except for those in the consumer products sector, which prefer outsiders as successors. Out of the 28 consumer products firms, 20 of them (71%) selected outside successors. Again, this may be because family businesses are more likely to be involved in consumer products. In addition, we observe that outside successors outnumbered inside successors in 2002 and 2004. On the other hand, insiders were preferred as successors in 2003 and 2005. As far as firm performance is concerned, Table 2 reveals that insiders and outsiders are approximately equally distributed between low- and high-performing firms.

As expected, we provide evidence that an outside successor is not welcome in family-and management-controlled firms. Of 41 successions involving family-controlled firms, only 9 (22%) of the incoming CEOs were outsiders. In contrast, of 104 successions of non-family firms, 62 companies (60%) chose outsiders as successors. Similarly, from 98 successions in management-controlled firms, only 39 (40%) were selected from external sources. Another 59 companies (60%) selected insiders as their new CEOs.


Table 2

Firm characteristics



	Items

	Outsiders (71 cases)

	Insiders (74 cases)

	Total (145 cases)




	Board listing
	

	

	




	     Main Board
	55

	49

	104




	     Second Board
	16

	25

	41




	Sector
	

	

	




	  Industrial products
	20

	24

	44




	     Trading
	17

	23

	40




	     Consumer products
	20

	8

	28




	     Properties
	5

	6

	11




	     Construction
	4

	5

	9




	     Plantation
	2

	2

	4




	     Technology
	0

	4

	4




	     IPC
	2

	1

	3




	     Hotel
	1

	1

	2




	Succession Year
	

	

	




	     2002
	21

	16

	37




	     2003
	12

	17

	29




	     2004
	21

	19

	40




	     2005
	17

	22

	39




	Performance
	

	

	




	  Low (negative average ROA)
	18

	19

	37




	  High (positive average ROA)
	53

	55

	108




	Ownership
	

	

	




	     Family
	9

	32

	41




	     Non-family
	62

	42

	104




	     Managerial
	39

	59

	98




	     Non-managerial
	32

	15

	47





Table 3 displays the overall results of firms’ post succession performance by CEO origin and turnover type. The significance of the differences in mean and median of both ROA and Tobin’s Q is determined based on a paired-t-test and Wilcoxon Sign Rank test, respectively. Changes in ROA (Tobin’s Q) are measured as the difference between ROA (Tobin’s Q) at the end of the latter year and the average ROA (Tobin’s Q) in years t − 1 and t − 2. For example, a change in ROA for the period “pre-succession” to t + 1 is measured as ROAt+1 minus ROAaverage of t-1 and t-2.


Table 3

Changes in firm performance surrounding CEO succession

Means are presented above medians. Significance of mean and median changes are measured using a standard two-tailed pair t-test and a two-tailed Wilcoxon signed-rank test, respectively.

[image: art]

Note: ***p < 0.01, **p < 0.05, *p < 0.10

Overall, Table 3 shows that there is an improvement in post-succession performance. The mean of the ROA increases significantly two years after succession events, showing an increase of 0.044 from the pre-succession period. Thus, this finding supports our hypothesis that CEO succession improves firms’ future performance (H1). The finding also agrees with the common sense view, which posits that post-succession performance will improve once an ineffective CEO has been replaced. The selected incoming CEO would be someone who can turn the company around. However, the change in ROA is not significant one year following the succession. With a new given task, a new CEO would take some time to align his vision and strategy with those of the company, and improvements will only be realised at least two years after taking over the helm. We also observe that the change in Tobin’s Q in years 1 and 2 is not significant, although the market reacts negatively immediately after the successions occur, as shown by a significant negative change of 0.032 in the median score.

A closer look at the overall forced turnover (without grouping into insiders or outsiders) reveals that there is no significant change in post-succession performance. Thus, H2, which states that forced CEO turnover improves firms’ future performance, is not supported. However, if we compare forced and voluntary turnovers, forced turnovers are better received by the market. At the very least, the market is indifferent and does not act negatively when there is a forced turnover. On the other hand, as far as overall voluntary turnover is concerned, the changes in Tobin’s Q mean and median show that the market reacts negatively to voluntary turnovers, significantly so in the year of succession and one year after succession. This finding does not support Denis and Denis (1995) and Rhim et al. (2006). Rhim et al. argued that the market is aware of the expected replacement of the CEO and thus would not significantly react to the CEO’s replacement. Friedman and Singh (1989) argue that in a voluntary turnover, the transition should be smooth because it involves successors who are well-known to management. Although H2 is not supported, the market perceives that in a forced turnover, a company would be careful to select a new CEO who could perform better than the outgoing CEO. Thus, the market would not react negatively.

Table 3 also shows that the post-succession performance of firms whose incoming CEOs are outsiders improves significantly two years after succession, either in the ROA (an increase in median of 0.019) or Tobin’s Q (an increase in mean and median of 0.173 and 0.049, respectively). The finding supports Khurana (1998), who argues that outsiders are only appointed after a thorough search and that a candidate with an impressive track record is an indication that he or she is the best choice. As in the case of insiders, post-succession performances are worse than before, particularly when Tobin’s Q is used as a measure of performance. The significant negative changes in the mean and median shown in the last two columns of Table 3 indicate that the market is not in favour of insiders. This may be because insiders are not sufficiently pro-active and do not have the required sense of urgency to deal with the problematic situation at hand. As noted by Chung and Rogers (1987), insiders may continue using existing strategies that are no longer effective. Our results also agree with those of Lauterbach et al. (1999), who show that post-succession excess returns decline following the internal selection of a CEO and improve following the external selection of a CEO. Our findings support H3 in which we propose that external CEOs improve firms’ post-performance more than internal CEOs.

In our analysis, we divide our sample into two groups – forced turnovers and voluntary turnovers. For each sub-sample, we examine the consequences of selecting either an insider or an outsider as the CEO. Table 4 gives a closer view of the difference in performance of insiders and outsiders following either a forced turnover or a voluntary turnover. Under both sub-samples, we observe some glaring differences between the performance of insiders and outsiders. As for the forced turnover sub-sample, the ROAs show that outsiders can improve firm post-succession performance, while insiders cannot. The Tobin’s Q results also show that performance improves in the case of outsiders and deteriorates in the case of insiders. The performance becomes more disruptive two years after insider succession. It appears that in a forced turnover, outsiders are more suited to being CEOs. Our findings agree with the arguments in favour of external CEOs (Khurana, 1998; Chung & Rogers, 1987). Additionally, our findings support H4 in that a forced CEO turnover that is followed by an external selection results in better post-performance than a forced CEO turnover that is followed by an internal selection.


Table 4

Post succession performance based on turnover type

[image: art]

Note: ***p < 0.01, **p < 0.05, *p < 0.10

In the case of voluntary turnover, Table 4 shows that outsiders do not significantly improve the performance of companies, as shown by the insignificant change in the ROAs and Tobin’s Q. However, we provide evidence that outsiders would make better CEOs, at least in the short term. This is shown by the significant negative change in the median ROA one year after succession (−0.018) and the negative changes in the mean and median Tobin’s Q in the year of succession and one year after succession. Consistent with the case of forced turnovers, a firm’s subsequent performance becomes more disruptive when an insider is selected as the successor following a voluntary turnover because both the mean and median of Tobin’s Q are significant.

In conclusion, we find that in both forced and voluntary turnovers, external CEOs are more likely to outperform internal CEOs. Although with voluntary turnovers, outsiders do not show outstanding post-succession performance within a two-year period, the fact that they can maintain rather than disrupt firm performance is a good indication that they are adapting well to the company’s strategies and policies. The maintenance of performance is expected in voluntary turnovers because they are usually not the outcome of poor performance. In contrast, the selection of insiders as successors, following either a forced or voluntary turnover, deteriorates the firm’s future performance. The announcement of inside succession is viewed as a continuation of the firm’s existing managerial practices and thus does not contain any new information with regard to its future prospects.

An additional analysis is conducted to compare the change in performance between turnover and non-turnover firms, the results of which are shown in Table 5. The non-turnover firms are selected using a match-pair approach that matches the 145 turnover companies with the 145 non-turnover companies. The matching companies must be from the same market (Main Board or Second Board) and the same industry and have a similar size.

Table 5 shows that for turnover firms, there is a small increase in ROA two years after CEO succession. In contrast, when Tobin’s Q is used as the performance measure, the change in performance is not significant. Similarly, the performance of firms that do not change their CEOs does not change. Likewise, Tobin’s Q also shows that the performance of non-turnover companies does not significantly change.


Table 5

Changes in performance-turnover and non-turnover companies



	Year

	Turnover companies, N = 145

	Non-turnover companies, N = 145




	ROA

	Tobin’s Q

	ROA

	Tobin’s Q




	Pre-succession to t0
	0.0070.003

	−0.045−0.032**

	0.001−0.001

	−0.039**−0.036




	Pre-succession to t+1
	0.011−0.002

	−0.033−0.028

	0.0020.005

	−0.041−0.030




	Pre-succession to t+2
	0.044*0.001

	0.018−0.001

	0.0070.004

	−0.0190.002





Note: ***p < 0.01, **p < 0.05,*p < 0.10

Overall, when comparing the performance between turnover and non-turnover companies, both groups of company show an incremental increase in performance. However, the change in the performance of turnover companies is more than the change in non-turnover companies. Thus, changes in companies’ CEOs can increase firm performance because investors view the succession events as corrective actions taken by companies to improve the firms’ future performance.

We also conduct robustness tests to observe the companies’ performance during the first two years after succession. Regression tests are conducted to determine whether the origin and type of turnover would have any influence on the post-succession ROA and Tobin’s Q while controlling for firm size, leverage and diversification. The results are presented in Table 6.


Table 6

Robustness Tests – Regression results



	
	ROA

	Tobin’s Q




	Coefficients

	t-values

	Coefficients

	t-values




	Constant
	−.315

	−2.920***

	.781

	1.353




	Origin
	−.068

	−2.098**

	.351

	2.016**




	Turnover type
	−.030

	−.762

	.039

	.183




	Leverage
	.001

	2.302**

	.010

	4.116***




	Business Diversification
	−.014

	−2.036**

	−.093

	−2.557**




	Company size
	.068

	3.531***

	.030

	.288




	Origin*Turnover type
	.076

	1.433

	−.168

	−.594




	Adj. R2
	.084

	

	.124




	F
	3.208***

	

	4.410***

	





Notes: ***p < 0.01, **p < 0.05,*p < 0.10; Origin = 1 if an outsider, 0 if insider; Turnover type = 1 if forced turnover, 0 if voluntary; Leverage = Total liability/ Total Assets; Business diversification = Number of business segments; Company size = Natural log of total assets; Origin*Turnover type = Interaction of origin and turnover type; ROA = Average return on assets two years after succession, (ROAt+1 + ROAt+2)/2; Tobin’s Q = Average Tobin’s Q two years after succession, (Tobint+1 + Tobint+2)/2

The results show that insiders outperform outsiders during the period two years after succession. One reason that may explain this result is that the period is not long enough for the new external CEO to take corrective actions to improve firm performance compared to insiders who are already familiar with the affairs of the company. External CEOs may need some time to restructure the firm and plan other strategic actions to overcome firm underperformance. Another reason that insiders outperform outsiders during the period two years after succession is that a new CEO may take a “big bath” so that he or she can blame the company’s poor performance on the previous CEO and take credit for the following year’s performance (Yu, 2013).

Nevertheless, our findings show that outsiders outperform insiders when Tobin’s Q is used as a performance measure. This implies that investors perceive the hiring of external successors as good news; thus, they react positively towards the appointment of external CEOs. Investors may view the selection of an outsider as a corrective action taken by companies to improve the firm’s future performance.

Our findings also reveal that large firms perform better than their smaller counterparts in terms of ROA and that less-diversified firms perform better than more diversified ones in terms of both performance measures. In addition, highly leveraged firms perform better than low-leveraged firms in both models. However, we do not find any association between type of turnover and firm performance in either the ROA or the Tobin’s Q models. The performance of companies in both forced and voluntary turnover groups does not differ.

CONCLUSION

The main objective of this paper is to examine the effect of CEO successions on firms’ post-succession performance. This study finds that, on average, firms’ post-succession performance slightly improves following CEO successions and that the improvement is significant two years after succession. There is no significant improvement in firm performance in the case of forced turnover. On the other hand, voluntary turnovers exhibit a drop in post-succession performance one year following CEO succession. Firms that select outsiders as successors improve their post-succession performance, and firms that select insiders as successors show a negative post-succession performance. In conclusion, post-succession performance improves when firms force a turnover and select outsiders as successors. Meanwhile, firms that are involved in either forced or voluntary turnovers and select insiders as successors face poorer future performance. Poor post-succession performance by internal CEOs compared to external CEOs implies that a proper CEO succession plan is lacking among Malaysian companies. The process of grooming suitable candidates should start early rather than wait until an outgoing CEO leaves a company. Companies should also be ready for the unexpected situations in which a CEO may be dismissed due to poor performance or illness.

Our study suggests that hiring a CEO from outside the company can improve firm performance. Companies should be brave enough to make the shift for the betterment of the company when inside expertise, talent and capability are limited. This may be the case in family-owned or management-owned companies in which the owners are not willing to let outsiders run their companies. Meanwhile, the small increase in performance following a CEO succession does not indicate that CEO leadership is insignificant. CEOs are always important because they have significant influence in determining a firm’s goal, strategies and use of resources. However, only exceptional CEOs are capable of counteracting the momentum of a firm’s performance.

The fact that we observe the performance of firms only two years after succession is a limitation of this study. Observations of firm performance over a longer term would be more meaningful. Other than the nature of turnovers (forced or voluntary), other factors, such as successor characteristics, environmental turbulence, and governance and ownership structure, may influence the relationship between CEO origin and firm post-succession performance. As far as ownership is concerned, it would be interesting to observe whether a new family or non-family CEO would influence a firm’s post-succession performance. Thus, we propose that future studies should examine these issues, perhaps by using a more rigorous method, such as multivariate analysis.
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ABSTRACT

The newly issued IFRIC 15 Agreements for the Construction of Real Estate are likely to cause Malaysian property developers to change their revenue recognition policy from a stage-of-completion basis (accelerated) to a completion basis (conservative). In the US, consistent with the approach taken by the Financial Accounting Standards Board (FASB), Altomuro, Beatty and Weber (2005) found that reported earnings based on accelerated revenue recognition are value relevant. The subsequent elimination of this industry practice in the US by the Securities and Exchange Commission (SEC) has indeed caused a decline in earnings informativeness. In contrast, this study finds that reported earnings based on the existing accelerated revenue recognition policy are weak and are no better than operating cash flow in predicting the stock returns, market pricing and future operating cash flows of Malaysian property developers. At the same time, the planned new, more conservative revenue recognition policy based on a completion basis may not improve the decision usefulness of financial reporting among property developers, at least not in the short run. Rather, this shift in revenue recognition policy is expected to decrease accrual-based earnings management opportunities, and managers may begin to focus on managing real activities instead (Cohen, Dey, & Lys, 2008).
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INTRODUCTION

This study is motivated by the issuance of an industry-specific IFRIC whose adoption is expected to significantly affect the financial reporting practices of property developers in Malaysia. First, the revenue recognition principle prescribed in the IFRIC contradicts the principle in the existing revenue recognition policy in practice among property developers. The Malaysian property development industry generally practises a buy-first and build-later concept, as opposed to the build-first and buy-later concept used in the majority of other countries, particularly those countries with developed economies (see Nik, 2009; Nordin, 2009). Under the Malaysian practice, a property buyer first signs a sale and purchase agreement (SPA) with a developer; the developer begins to build (or continues building), and the buyer makes progressive payments in accordance with the stages of completion. The handover of the property occurs when the construction of the property is completed. In the accounts of the property developer, revenue is recognised on a stage-of-completion basis, as prescribed in the financial reporting standard, FRS 201 Property Development Activities (Malaysian Accounting Standards Board [MASB], 2001), which is based on local generally accepted accounting practices (GAAP).

However, the issuance of IFRIC 15 Agreements for the Construction of Real Estate (International Accounting Standards Board [IASB], 2008; MASB, 2010a) in 2010 by the Malaysian Accounting Standards Board (MASB) will lead to the early termination of the use of this revenue recognition policy, which will need to be retired when the local GAAP is fully converged with the IFRSs.1 With the adoption of IFRIC 15, Malaysian property developers will need to change their revenue recognition policy to a completion basis, that is, to only recognise revenue and hence earnings, upon the completion and handover of the developed properties to the buyers. Consequently, property developers will no longer recognise revenue in stages but on a one-off basis; earnings will no longer be allocated throughout a construction period but only at the end of the construction period. At the same time, assuming there are no changes in tax laws, the operations and cash flow of the property developers will remain unchanged.

This change in revenue recognition policy, which affects the timing of earnings recognition, has been cautiously received by the MASB and Malaysian property developers. In the MASB’s comment letter to the IASB on the IFRIC Draft Interpretation D21 Real Estate Sales, the board clearly stated its reservations about the principle in the draft that would lead to the use of the completion basis for revenue recognition.2 The MASB proposed an alternative approach, based on the stage-of-completion basis in revenue recognition for property development activities and sales. The stage-of-completion basis is associated with accelerated revenue and earnings recognition, and this contrasts with the completion basis, which is a more conservative revenue and earnings recognition basis. In 2010, the MASB deferred the effective date of IFRIC 15 to 1 January 2013 (MASB, 2010b). Furthermore, when the Malaysian Financial Reporting Standards (MFRS) achieved full convergence with the IFRS on 1 January 2012 (MASB, 2011a), this convergence was with the exception of the entities subject to the application of IFRIC 15. These entities, the property developers, are expected to fully converge with the IFRS effective as of 1 January 2013.

Second, apart from the additional compliance costs, an issue of interest here is whether the implementation of IFRIC 15 actually matters, given the above facts. A number of recent studies on the economic consequences of the introduction of new financial reporting rules have examined the implications of the adoption of IFRS. For instance, Christensen, Lee and Walker (2007) found that the IFRS adoption was not uniformly benefiting all firms in the UK. Daske, Hail, Leuz and Verdi (2008) found that the mandatory IFRS adoption around the world had modest but economically significant capital market benefits. Furthermore, at issue here are the economic consequences of two different recognition principles, i.e., a more aggressive but timely policy, and more conservative but lagging revenue and earnings recognition policies. In fact, researchers have provided evidence that different revenue recognition policies do matter, i.e., they have impacts on market pricing and returns (for instance, see Davis, 2002; Zhang, 2005; Chandra & Ro, 2008). In addition, Altamuro, Beatty and Weber (2005) documented an adverse impact on reporting quality when an industry reporting practice is eliminated and replaced with a new treatment in revenue recognition. Hence, the economic consequences of IFRIC 15 implementation are an empirical question in this study.

Specifically, this study aims to answer two fundamental financial reporting questions. First, does financial reporting based on the existing revenue and earnings recognition policy using the stage-of-completion basis provide decision-useful information to equity capital providers? The objective of financial reporting is to provide decision-useful financial information to capital providers to assist providers in making investment decisions (IASB, 2010; MASB, 2011b). If the existing revenue and earnings recognition policy using the stage-of-completion basis already achieved this objective, any change to accounting treatment could adversely affect its decision usefulness. This study therefore begins by assessing the decision usefulness of reported earnings based on the accelerated revenue recognition policy. The next sensible question to ask is: would reporting based on operating cash flow contain more decision-useful information than earnings? If so, IFRIC 15 would not matter at all, because this approach would change only the revenue recognition policy and not the operating cash flow (assuming there is no change in tax law). Next, this study therefore assesses the decision usefulness of reported earnings compared to operating cash flow, which is not affected by revenue recognition policy.

This study finds that reported quarterly earnings are weak at explaining the stock returns and market pricing and predicting the future operating cash flows of Malaysian property developers. Given that reported quarterly earnings reflect the timing of allocation and the recognition of earnings based on the accelerated revenue recognition policy, this finding suggests that the decision usefulness of existing revenue recognition policy is low. This finding contradicts the conclusions reached by Altamuro et al. (2005) and Zhang (2005), who found that, consistent with the FASB’s approach, accelerated and early revenue recognition as a specific industry practice was value relevant and that the relevant reported revenue and earnings had higher information content. These researchers found that the subsequent elimination of this industry practice in the US by the SEC had indeed caused a decline in the level and quality of information on earnings. In contrast, this study supports the contention that aggressive revenue and earnings recognition impairs the quality of reported earnings.

In comparison, reported annual earnings are slightly better at explaining the stock returns and market pricing and predicting the future operating cash flows of property developers. From the perspective of recognition timing, annual reporting is relatively conservative in revenue and earnings recognition. This view provides a hypothetical insight into the likely level of decision usefulness of reported earnings if IFRIC 15 is implemented. However, in absolute terms, the decision usefulness of reported annual earnings is low, despite being relatively higher than that of reported quarterly earnings. This study also finds that annual operating cash flow is more decision-useful than reported annual earnings in explaining stock returns and market pricing and in predicting future operating cash flows. Overall, this evidence tends to suggest that revenue recognition policy does not actually matter, because theoretically, operating cash flow is independent from revenue recognition policy, a product of accrual assumption, if there is no change in tax rules.

The implementation of IFRIC 15 is expected to eliminate the industry practice of accelerated revenue recognition among Malaysian property developers. However, this study concludes that the elimination of the current industry practice (accelerated recognition) and its proposed replacement by conservative recognition may not in fact have significant economic consequences. The decision usefulness of the existing practice of revenue recognition is weak, and hence its elimination should not have much, if any, negative impact. Furthermore, to date there is no evidence as to how decision-useful the new revenue recognition approach will prove to be.

The shift from accelerated to conservative revenue and earnings recognition will reduce the reporting discretion among Malaysian property developers. In turn, this decrease in discretion will reduce the accrual-based earnings management opportunities among property developers. In the absence of discretion to recognise revenue and earnings at the various earlier stages of completion, it is a reasonable assumption that property developers will seek to plan the completion timing of their projects to be able to recognise revenue and earnings at shorter intervals (ideally for each interim period, whenever feasible).

This study contributes to the relevant body of knowledge in a number of ways. First, the study discusses the economic consequences of introducing new reporting standards, and specifically the new IFRS interpretation, for reporting entities and markets. Second, the paper evaluates the impact of reported earnings and operating cash flow on the stock returns and market pricing of property developers. Reporting entities have more discretion regarding when and how they report earnings, as prescribed in the accounting measurement principles, compared to the more restrictive rules for reporting operating cash flow. Next, this study provides evidence concerning the predictability of future operating cash flows in the context of different revenue recognition bases. Lastly, and importantly, this study contributes to the currently limited literature available on IFRICs – limited because the majority of current literature on financial reporting focuses on IFRS.

The remainder of this paper is organised as follows. The next section discusses the financial reporting principles for property development activities based on local GAAP and IFRS - IFRIC 15. The third section reviews the relevant literature on revenue recognition and decision usefulness studies on earnings and operating cash flow and develops hypotheses from the findings. The fourth section focuses on research design and data collection. The fifth section presents the findings and discussions, which seek to address the questions asked. The final section contains the conclusions.

REVENUE RECOGNITION FOR PROPERTY DEVELOPMENT ACTIVITIES

The main international financial reporting issue pertaining to revenue recognition for property development activities is whether the development activities carried out by a property developer are a sale of goods (IAS 18), a rendering of services (IAS 18) or a rendering of services by way of construction contracts (IAS 11).3 In Malaysia, this is not an issue, because a local reporting standard, FRS 201, provides reporting guidance on revenue recognition for property development activities. FRS 201 provides two guiding principles for revenue recognition from property development activities as follows: first, at the time when the sale of the development unit is effected, i.e., upon signing the individual SPA (this follows the form instead of the substance of the transaction); and second, when the actual property development activities commence. Because the FRS includes all of the property development activities within its scope, there is no need to decide on whether the activities are within the scope of IAS 18 or IAS 11.


For IFRS, IFRIC 15 was introduced in 2008 to provide consensus on the issue. IFRIC 15 stipulates that if a property development activity falls within the definition of construction contracts, the property developer applies IAS 11, which aims to recognise revenue by reference to the stage of completion.4 Otherwise, the property development activity falls within the scope of IAS 18, which is either a sale of goods or a rendering of services. If the property developer does not need to provide construction materials, the property development activity is a rendering of services, and revenue is accordingly recognised by a reference to the stage of completion. Conversely, if the property developer must provide construction materials, the property development activity is a sale of goods. For a sale of goods, the timing of revenue recognition depends on two specific guiding principles: first, the transfer of significant risks and rewards; and second, continuing managerial involvement and effective control over the goods sold. If the transfer of risks and rewards and of managerial involvement and control are in stages, then revenue is recognised by a reference to the stage of completion. However, if the transfers occur entirely at one single point in time, i.e., at the point of completion, then revenue recognition is at the completion of the construction and delivery of the developed property to the buyer.

Although IFRIC 15 was introduced to address the issue in the IFRS, the solution to this international financial reporting issue in turn creates a new issue with regard to the accounting for property development activities in Malaysia. In accordance with IFRIC 15, the Malaysian scenario – i.e., the buy-first and build-later concept – falls within paragraph 18 of the IFRIC 15 (IASB, 2008). In other words, the significant risks and rewards and the continuing managerial involvement and effective control are only transferred to property buyers at the point of completion. Hence, revenue is only recognised upon the completion of the development activities rather than at the point of signing the individual SPA. The revenue recognition timing of IFRIC (upon the completion of development activities) contrasts with the revenue recognition timing of FRS 201 (by reference to the stage of completion). Consequently, the implementation of IFRIC 15 in Malaysia will eliminate the industry practice of revenue recognition based on the stage-of-completion basis.

LITERATURE REVIEW AND HYPOTHESIS DEVELOPMENT

This study uses the value relevance and predictive value of accounting variables to assess the decision usefulness of financial reporting. Value relevance indicates the association of key accounting variables, i.e., earnings, the book value of equity (net assets) and operating cash flow, with stock returns and market pricing (for instance, see Barth, Beaver, & Landsman, 2001a; Kothari, 2001; Barth, Landsman, & Lang, 2008). Predictive value reflects the ability of accounting variables to explain future variables such as earnings and operating cash flow – accounting variables that drive stock returns and market pricing (for instance, see Barth, Cram, & Nelson, 2001b; Kim & Kross, 2005).

In this value relevance study, the focus is first on assessing the extent to which reported earnings based on an accelerated revenue recognition policy are relevant to the stock returns and market pricing of property developers. Reported earnings have generally been the first accounting variable representing an income statement used in value relevance studies. Researchers have found a significant association between security returns and the level and change of reported earnings, which suggests that earnings play a significant role in stock returns and market pricing (see Easton & Harris, 1991; Ali & Zarowin, 1992; Bartov, Goldberg, & Kim, 2005; Sofie, Ann, & Marleen, 2007).

Because earnings represent changes (increases or decreases) in equity (the book value of net assets), the next focus is whether the book value of equity, collectively with reported earnings, is also relevant to stock returns and market pricing. Collins, Maydew and Weiss (1997) and Francis and Schipper (1999) examined changes in the value relevance of earnings and the book value of equity over a period of four decades. Both studies concluded that the combined value relevance of earnings and book values is rather stable over time and that financial statements, i.e., reported earnings and the book value of equity, are value relevant to equity market valuations in the US. Graham and King (2000) examined the relationship between stock prices and accounting numbers across six Asian countries. These researchers found differences across the six countries in the degree of association between market value and accounting numbers.

The recognition of revenue and earnings by reference to the stage of completion, i.e., the stage-of-completion basis, is also known as the percentage of completion method. Based on a matching concept, this approach matches the revenue with the associated costs incurred in generating that revenue according to the proportion of work completed in a property development project. This matching of revenue and costs results in the recognition of earnings (or losses) attributed to the completed stage or percentage of the property development project. This early recognition of revenue occurs prior to the completion of the earnings process (see Altamuro et al., 2005). Nevertheless, the IASB (2009) and IASC (1993) both suggest that revenue and earnings recognition based on the stage of completion, for construction contracts and for the sales of goods and the rendering of services, provides decision-useful information to the users of financial reporting. Similarly, the FASB suggests that the stage-of-completion basis, which is the industry practice in the US, provides decision-useful information about the future performance of firms in those specific industries (see Altamuro et al., 2005).


Empirically, Altamuro et al. (2005) found that as an industry practice, accelerated revenue recognition is more value relevant and better reflects the future performance of firms in some specific industries (also see Zhang, 2005).5 The subsequent elimination of this industry practice in the US by the SEC has indeed caused a decline in earnings informativeness. Hence, any attempt to eliminate the use of accelerated revenue recognition could reduce the quality of reported earnings. This study therefore first hypothesises that reported earnings based on an accelerated revenue recognition policy are decision-useful. Accordingly, the adoption of IFRIC 15 and the consequent change in revenue recognition policy do matter if these changes impair the quality of reported earnings. The hypothesis is as follows:



	H1:
	Reported earnings based on an accelerated revenue recognition policy are decision-useful.




Conversely, the stage-of-completion basis is generally associated with aggressive accounting practices, which aim to accelerate revenue and earnings recognition.6 This approach is also associated with earnings management and fraud in extreme cases (for instance, see Dechow & Skinner, 2000; Nelson, Elliott, & Tarpley, 2003; Altamuro et al., 2005). In fact, the SEC suggests that when eliminating those industry-specific revenue recognition practices, improper revenue recognition is a significant financial reporting issue and firms use premature revenue recognition to meet market expectation. Relatively speaking, the completion basis is viewed as a more conservative accounting practice in revenue and earnings recognition. Analogously with Zhang (2005) and Zhong, Welker and Gribbin (2010), this study uses the term conservative to describe the conservatism in the timing of revenue recognition, i.e., such as using the completion method compared to the accelerated revenue recognition method (also see the concept of conservatism in revenue recognition proposed by Ohlson, Penman, Biondi, Bloomfield, Glover, Jamal, & Tsujiyam, 2011).7 Consequently, aggressive earnings management is thought to impair the quality of reported earnings (for instance, see Leuz, Nanda, & Wysocki, 2003; Marquardt & Wiedman, 2004; Dechow, Ge, & Schrand, 2010). Alternatively, this study hypothesises that reported earnings based on an accelerated revenue recognition policy are less decision-useful than a conservative revenue recognition policy. Accordingly, the adoption of IFRIC 15 and the consequent change in the revenue recognition policy do matter if these changes improve the decision usefulness of reported earnings. The hypothesis is as follows:



	H2:
	Reported earnings based on an accelerated revenue recognition policy are less decision-useful than a conservative revenue recognition policy.





The economic consequences of a change in revenue recognition policy also depend on the significance of earnings and operating cash flow for the stock returns and equity market pricing of Malaysian property developers. Revenue recognition is based on the accrual concept; when revenue recognition policy changes (and assuming there is no change in tax laws), the operations and cash flow of property developers should remain unchanged. Therefore, ascertaining the decision usefulness of earnings and operating cash flow for stock returns and market pricing should provide further insights into whether the change in revenue recognition policy matters.

Dechow (1994) hypothesised that earnings are more value relevant than operating cash flow, based on the premise that cash flows are generally more arbitrary and suffer more severely from timing and matching problems than earnings. Dechow showed that the role of the accruals process is to adjust cash flows to reduce timing and matching problems, thereby making earnings a superior measure of firm performance. Biddle, Seow and Siegel (1995) examined the relative value relevance of earnings and operating cash flow. These researchers provided evidence that for the majority of industries, earnings are most value relevant, but for some industries, operating cash flow is most value relevant. Charitou (1997) found that cash flows play a more important role in the market place when the operating cycle, the magnitude of accruals and the measurement interval are taken into consideration. Moreover, results indicate that cash flow has more information content than earnings in explaining security returns. In contrast, Penman and Sougiannis (1998) found that earnings provide a better forecast of current market value than cash flow forecasts. In this finding, accruals appear better able to improve the ability of earnings to reflect value than cash flows.

Apart from value relevance, another perspective in assessing the decision usefulness of reported earnings is exploring their ability to predict future operating cash flows. Easton (1985) argued that the value relevance of accounting earnings in stock pricing is attributable to its ability to predict the future stream of cash receipts from an equity investment. In fact, the FASB indicates that current earnings are a better indicator of a firm’s future cash flow than its current cash flow is. Greenberg, Johnson and Ramesh (1986) provided evidence to support the FASB’s assertion that current earnings predict future operating cash flows better than the current operating cash flows. Kim and Kross (2005) also found that current earnings predict future operating cash flows better and that predictability increases over time as accounting conservatism increases. This study therefore hypothesises that reported earnings are more decision-useful than operating cash flow, with regard to both their significance for stock returns and market pricing and their value in predicting future operating cash flows. Accordingly, the adoption of IFRIC 15 and the change in revenue recognition policy do matter if these factors change the information content of reported earnings.



	H3:
	Reported earnings are more decision-useful than operating cash flow.




RESEARCH DESIGN

Under the stage-of-completion basis, revenue and earnings are allocated throughout the period of property development after the signing of SPAs at the various stages of completion. Technically, earnings may be recognised each month or quarter, i.e., at shorter intervals, whenever a stage of completion is claimed. Any study of the effects of accelerated revenue and earnings recognition must therefore be carried out at more frequent intervals than annually, such as on a quarterly basis.8 Conversely, the completion basis does not allocate revenue and earnings throughout the period of property development after the signing of SPAs. Instead, revenue and earnings are recognised only when the relevant property development activities have ended, or in other words, at longer intervals.9 Hence, any study using reported earnings on an annual basis may provide sensible insight into, if not serve as a proxy for, more conservative revenue and earnings recognition – even if reported annual earnings are recognised on an accelerated basis. In summary, quarterly reporting (shorter intervals) better reflects the effects of accelerated revenue recognition than annual reporting, whereas annual reporting (longer intervals) provides a useful hypothetical scenario for revenue recognition based on the completion basis even if accelerated revenue recognition is being applied. Hence, this study uses quarterly data as a proxy to test accelerated revenue and earnings recognition effects and annual data as a proxy to test conservative revenue and earnings recognition effects.

Basu (1997) interpreted accounting conservatism as a consequence of earnings that reflect ‘bad news’ more quickly than ‘good news’.10 If a stock market is efficient, researchers suggest that stock prices reflect information received from other sources apart from reported current earnings. In the context of accrual accounting, managers are required to recognise ‘bad news’, i.e., impairment losses, bad debt provisions, write downs of inventory value to lower net realisable value, etc., faster than ‘good news’, i.e., unrealised profits and gains, as illustrated by Basu (1997). Therefore, reported current earnings are predicted to be more strongly associated with concurrent negative unexpected returns as a proxy of ‘bad news’ than positive unexpected returns as a proxy of ‘good news’. Using a reverse earnings-returns model, Basu (1997) examined accounting conservatism as follows:
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If reported earnings reflect managers’ choice of more conservative accounting policies in revenue and earnings recognition, the ‘bad news’ in the market pricing would have a stronger association with the reported earnings than if reported earnings reflect managers’ choice of less conservative accounting policies in revenue and earnings recognition. Ejt is reported earnings per share for firm j, deflated by Pjt-1, the stock price per share for firm j at the beginning of period t. DRjt is a dummy variable that = 1 if Rjt < 0 and = 0 if otherwise. Rjt is the returns of firm j for period t (quarterly or annual returns).11 High and statistically significant adjusted R2 and the β1 of the model indicate that market returns that contain ‘bad news’ are associated with the reported earnings. This indication reflects accounting conservatism in reporting earnings. Hence, in the context of this study, if the annual basis of revenue and earnings recognition reflects relatively more conservative accounting policies compared to the quarterly basis, the annual data are predicted to have relatively higher earnings-returns statistics using the Basu model. If this prediction holds true, the robustness of annual data is enhanced in reflecting the attribute of a more conservative revenue and earnings recognition policy than the quarterly data.

A number of market models have been developed by researchers in value relevance studies. The common explanatory variables used include earnings, equity book value and operating cash flow. Both the level and changes in these variables have been used. The common market dependent variables include returns on stock prices (called the returns model) and equity market values (called the price model). This study employs the following returns models:
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Returns model 1A, proposed by Easton and Harris (1991), is based on reported earnings, both changes and level. Rjt is the returns of firm j for period t (quarterly or annual returns). ΔEjt-1 and Ejt are the respective change and level of earnings per share for firm j and period t. Pjt-1 is the stock price per share for firm j at the beginning of period t. Returns model 1B, used by Charitou (1997) and Cheng, Liu and Schaefer (1997), is based on reported earnings and operating cash flow, again both changes and level. ΔCFjt-1 and CFjt are the respective change and level of operating cash flow per share for firm j and period t.

The price models that are commonly used in value relevance studies are based on the theoretical work of Feltham and Ohlson (1995) and Ohlson (1995). These price models are as follows:
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Price model 2A examines the association between equity market value and two financial statement variables, namely the equity book value and earnings. Black (2003) adds operating cash flow as an explanatory variable to the price model, as per equation 2B, in studying the value relevance of cash flow in firm valuation. MVjt is the market value of firm j at time t, BVjt is the book value of equity of firm j at time t, Ejt is the reported earnings of firm j for the period ending at time t, and CFOjt is the operating cash flow of firm j for the period ending at time t.12

To assess the value of reported current earnings and operating cash flow in predicting future operating cash flows, this study uses the following models:
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CFOjt+1 is the operating cash flow of firm j for period t + 1 (future period); Ejt is the reported earnings of firm j for period t (current period); CFOjt is the operating cash flow of firm j for period t (current period); and Accrualsjt is measured as the earnings of firm j for period t less its corresponding period operating cash flow. A number of researchers (such as Dechow, Kothari, & Watts, 1998; Barth et al., 2001b; Kim & Kross, 2005) have examined the ability of current reported earnings and operating cash flow to predict future operating cash flows using equations 3A (current earnings only) and 3B (current earnings and operating cash flow). Barth et al. (2001b), however, concluded that the informativeness of current reported earnings as a predictor of future operating cash flows is masked by its aggregate form. If current earnings are broken down into their cash flow component and accrual component, as per equation 3C, the accrual component enhances the predictive power of current reported earnings in predicting future operating cash flows.

This study examines a total of 88 public firms in the property development sector listed on the Kuala Lumpur Stock Exchange as of 30 June 2012. These firms comprise approximately 11% of the total firms listed on the stock exchange as of that date and serve as a significant sector of the stock market. The accounting and market variables of all of the equations for the sample firms were collected for the years 2002 to 2011 from Datastream. The 10-year period includes the issuance and effective use of FRS 201 amongst Malaysian property developers. Altogether, there are 2,831 firm-quarters (in the firm-quarter panel) and 797 firm-years (in the firm-year panel) from the 88 firms across the 40 quarters of 10 years.

FINDINGS AND DISCUSSIONS

Table 1 shows the descriptive statistics of the key variables, both firm-quarter and firm-year panels, used in the models. The first thing to note is that the firms in the property development sector registered a mean market-to-book value of lower than 1.00 (0.659 in the firm-quarter panel and 0.653 in the firm-year panel). This statistic means that on average, the market price of the firms’ equities was approximately 34% lower than their book values (for both panels). Eccles, Holt and Fell-Smith (2005) linked this discount of market capitalisation from net asset value to the accuracy of the reported revenue and earnings among property developers. However, this observation is rather unusual because in normal circumstances, markets usually price equities at more than their book values. For instance, Lau (2010) recorded a mean market-to-book ratio of 1.607 for a sample of 5,517 Malaysian firm-year observations from 1993 to 2007. The market value of the sample firms was statistically higher than the book value of equity at the 1% level. Researchers suggest that this market premium over the book value of equity represents some unrecognised assets such as intangible assets (for instance, see Kohlbeck & Warfield, 2007; Basu & Waymire, 2008; Skinner, 2008) and possible unverifiable increases in the value of recognised net assets and economic rents arising from conservative accounting recognition and measurement rules (see Roychowdhury & Watts, 2007, for a detailed discussion on market-to-book ratios). Moreover, the book value of equity registered a larger coefficient of variation than that of the market value of equity in the firm-year panel. This result suggests that in the long run, based on measuring at yearly intervals, the accounting measure of equity tends to be more volatile than the market measure of equity. Nevertheless, in the short run, e.g., on a quarterly interval basis, the market measure of equity is more volatile than the accounting measure of equity.

Second, the coefficient of variation for the earnings level is larger than that for operating cash flow level, which indicates that the level of earnings is more volatile than the level of operating cash flow, as shown in both panels. At the same time, the change in operating cash flow has a much larger coefficient of variation than the change in earnings. The level of earnings is also larger than the level of operating cash flow. This gap represents the mean value for total accruals created by firms in the property development sector. In earnings management, total accruals is measured as the difference between reported earnings and operating cash flow (see Healy & Wahlen, 1999; Barth et al., 2001b). Similarly, accruals have a much larger coefficient of variation than earnings and operating cash flow in both firm-quarter and firm-year panels. A reasonable explanation for this result is that firms in the property development sector smooth their earnings over the observation time period (32 quarters or 8 years).13 Because earnings consist of operating cash flow and accruals, accruals are the component that represents the earnings management effect. Managers can reduce volatility in earnings by smoothing these earnings; however, this has the consequence of increasing the volatility in accruals (see Barth et al., 2001b, for a detailed discussion on accruals, and Dechow et al., 2010, for a comprehensive review on accruals and earnings management).


Table 1

Descriptive statistics of key variables
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Notes:

(1) All variables are expressed in Malaysia Ringgit (MYR) per share basis, except stock returns and market-to-book, which are expressed in ratios.

(2) Std Dev denotes standard deviation and Co Var denotes coefficient of variation.


Table 2

Regression outputs - Basu model



	
	Adjusted R2

	DRjt

	Rjt

	Rjt*DRjt




	Firm-Quarter (N = 2,930)
	0.006***

	−0.013

	−0.073

	0.122***




	Firm-Year (N = 803)
	0.011***

	−0.050

	−0.009

	0.259*





Notes:

(1) Ejt/Pjt-1 = α0 + α1DRjt + β0Rjt + β1Rjt*DRjt + εjtEjt is reported earnings per share for firm j, deflated by Pjt-1, the stock price per share for firm j at the beginning of period t. DRjt is a dummy variable which = 1 if Rjt < 0, and = 0 if otherwise. Rjt is the returns of firm j for period t (quarterly or annual returns).

(2) ***, ** and * denote significant at 1%, 5% and 10%, respectively.

Table 2 presents the regression estimates based on the Basu model from the quarter and annual panels. Despite the low value of the determination and slope coefficients, for both firm-quarter and firm-year panels, the coefficients are statistically significant. More importantly, the adjusted R2 of the firm-year panel is higher than the same coefficient of the firm-quarter panel. Furthermore, the β1 of the firm-year panel is relatively higher than the same coefficient of the firm-quarter panel. These estimates indicate that the accounting conservatism in the firm-year panel is stronger than the same in the firm-quarter panel. This finding demonstrates the robustness of using annual data as a proxy to test conservative revenue and earnings recognition effects.


Table 3

Regression outputs - returns models



	
	Adjusted R2

	ΔEjt/Pjt-1

	Ejt/Pjt-1

	ΔCFjt/Pjt-1

	CFjt/Pjt-1




	Model 1A:



	  Firm-Quarter (N = 2,888)
	0.001

	0.008

	−0.061*




	  Firm-Year (N = 796)
	0.007**

	0.020

	0.075*




	Model 1B:



	  Firm-Quarter (N = 2,830)
	0.000

	0.010*

	−0.069

	0.003

	0.020




	  Firm-Year (N = 796)
	0.014***

	0.074*

	0.017

	−0.146**

	0.095***





Notes:

(1) Model 1A: Rjt = α0 + α1ΔEjt/Pjt-1 + α2Ejt/Pjt-1+ εjt

(2) Model 1B: Rjt = α0 + α1ΔEjt/Pjt-1 + α2Ejt/Pjt-1 + α3ΔCFjt/Pjt-1 + α4CFjt/Pjt-1 + εjtRjt is the returns of firm j for period t (quarterly or annual returns). ΔEjt-1 and Ejt are respectively the change and level of earnings per share for firm j and period t. ΔCFjt-1 and CFjt are respectively the change and level of operating cash flow per share for firm j and period t. Pjt-1 is the stock price per share for firm j at the beginning of period t.

(3) ***, ** and * denote significant at 1%, 5% and 10%, respectively.

Table 3 illustrates the regression outputs of the returns models, as per equations 1A (earnings only) and 1B (earnings and operating cash flow). The adjusted R2s for the returns models with earnings variables (1A) only, in both the firm-quarter and firm-year panels, are at the extreme low end of the scale, i.e., 0.001 and 0.007, respectively. In fact, the adjusted R2 of the model for the firm-quarter panel is statistically insignificant. For both panels, the level of earnings is only statistically significant at the 5% level, whereas the change in earnings is statistically insignificant in explaining the stock returns. When the operating cash flow variables, both level and change, are included in the model (1B), all of the statistics (adjusted R2 and slope coefficients) in the firm-quarter panel are statistically insignificant. Indeed, the adjusted R2 of 0.000 indicates that, collectively, the earnings and operating cash flow, both level and change, have no explanatory power in predicting the stock returns of the sample firms. In contrast, all of the statistics except the earnings level are statistically significant in the firm-year panel. However, the adjusted R2 remains low at 0.014, which indicates that the model has only limited ability to explain stock returns. At the same time, although the values recorded for the adjusted R2 and slope coefficients are low, these statistics are considerably higher than those in the firm-quarter panels. The operating cash flow variables are statistically insignificant in the firm-quarter panels. Furthermore, the inclusion of the statistically significant operating cash flow variables in the firm-year panel of the returns model does improve the explanatory power of the model.


Table 4

Regression outputs - price models



	
	Adjusted R2

	BVjt

	Ejt

	CFOjt




	Model 2A:



	  Firm-Quarter (N = 2,964)
	0.379***

	0.459***

	0.536***

	




	  Firm-Year (N = 819)
	0.281***

	0.296***

	0.338***

	




	Model 2B:



	  Firm-Quarter (N = 2,921)
	0.380***

	0.455***

	0.518***

	0.326***




	  Firm-Year (N = 819)
	0.301***

	0.277***

	0.310***

	0.593***




	Individual variables:
	
	R2

	R2

	R2




	  Firm-Quarter
	
	0.372***

	0.037***

	0.018***




	  Firm-Year
	
	0.270***

	0.094***

	0.071***





Notes:

(1) Model 2A: MVjt = β0 + β1BVjt + β2Ejt + εjt

(2) Model 2B: MVjt = β0 + β1BVjt + β2Ejt + β3CFOjt + εjt

(3) Regression of individual variables: MVjt = β0 + β1Xjt + εjtMVjt is the market value of firm j at time t, BVjt is the book value of equity of firm j at time t, Ejt is the reported earnings of firm j for the period ending time t, and CFOjt is the operating cash flow of firm j for the period ending time t. Xjt is the individual explanatory variable of firm j at time t.

(4) ***, ** and * denote significant at 1%, 5% and 10%, respectively.

Table 4 illustrates the regression outputs of the price models, as per equations 2A (equity and earnings) and 2B (equity, earnings and operating cash flow). The models in the firm-quarter panel show higher adjusted R2s than the models in the firm-year panel. This result suggests that the quarterly accounting variables, i.e., the book value of equity, earnings and operating cash flow, collectively explain price movements better than the corresponding annual accounting variables. Examining these variables individually, however, the book value of equity dominates their joint explanatory power in predicting the market price movement of equity. As is clear from Table 4, earnings and operating cash flow contribute minimally to the joint explanatory power. In the firm-quarter panel, earnings and operating cash flows explain only 3.7% and 1.8%, respectively, of the movements in market price. Conversely, in the firm-year panel, earnings and operating cash flow explain 9.4% and 7.1%, respectively, of the movements in market price. In other words, reported annual earnings and operating cash flow have greater explanatory power than reported quarterly earnings and operating cash flow. In terms of the relative explanatory power of earnings and operating cash flow, the inclusion of operating cash flows in the price model does not significantly improve the adjusted R2 in the firm-quarter panel (increasing the figure by only 0.001). However, the adjusted R2 does increase by 0.02 when operating cash flow is added into the price model in the firm-year panel. This result is consistent with the effect in the returns models when operating cash flow variables are included in these models.

Table 5 illustrates the regression outputs of the value of current reported earnings and operating cash flow in predicting future operating cash flows. Overall, current reported earnings and operating cash flow are statistically significant in predicting future operating cash flows. However, these predictive (explanatory power) values are generally at the low end of the scale, with adjusted R2s lower than 0.01 for the firm-quarter panels and 0.05 for the firm-year panels, respectively. It is also noticeable that current reported earnings (and accruals) and operating cash flow in the firm-quarter panels have lower explanatory power in predicting future operating cash flows than those in the firm-year panels.


Table 5

Regression outputs - Future operating cash flow predictive models



	
	Adjusted R2

	Ejt

	CFOjt

	Accrualsjt




	Model 3A:



	  Firm-Quarter (N = 2,881)
	0.002**

	0.034**

	

	




	  Firm-Year (N = 804)
	0.011***

	0.071***

	

	




	Model 3B:



	  Firm-Quarter (N = 2,832)
	0.006***

	0.030**

	0.065***

	




	  Firm-Year (N = 804)
	0.037***

	0.056**

	0.169***

	




	Model 3C:



	  Firm-Quarter (N = 2,832)
	0.006***

	

	0.095***

	0.030**




	  Firm-Year (N = 804)
	0.039***

	

	0.232***

	0.067***





Notes:

(1) Model 3A: CFOjt+1 = γ0 + γ1Ejt + εjt

(2) Model 3B: CFOjt+1 = γ0 + γ1Ejt + γ2CFOjt + εjt

(3) Model 3C: CFOjt+1 = γ0 + γ1CFOjt + γ2Accrualsjt + εjtCFOjt+1 is the operating cash flow of firm j for period t+1 (future period); Ejt are the reported earnings of firm j for period t (current period); CFOjt are the operating cash flows of firm j for period t (current period) and Accrualsjt are measured as the earnings of firm j for period t less its corresponding period operating cash flow.

(4) ***, ** and * denote significant at 1%, 5% and 10%, respectively.

The comparison between current reported earnings and operating cash flow provides evidence to support the relationship between the two variables and their joint product, accruals, in predicting future operating cash flows. Both in the firm-quarter and firm-year panel, the inclusion of current operating cash flow improves the predictive value by a factor of three, i.e., from 0.002 to 0.006 in the firm-quarter panel and 0.011 to 0.037 in the firm-year panel. However, it is possible that the aggregation of earnings might have masked the predictive ability of the accounting variable (see Barth et al., 2001b). A further problem is that putting current earnings and operating cash flow together duplicates the effect of operating cash flow, because the latter is a portion of the earnings when earnings are disaggregated. When current earnings are broken down into their cash and accrual components, this study registers the same value in their ability to predict future operating cash flow (as represented by current operating cash flow and accruals) for the firm-quarter panel, i.e., 0.006, and a slightly higher predictive value, i.e., 0.039, in the firm-year panel.

The above findings suggest that reported quarterly earnings, both the changes and level, are rather weak in explaining the stock returns of the corresponding periods. Although reported quarterly earnings also contribute to stock market pricing, together with the book value of equity, the contribution is minimal. Similarly, the predictive value of current reported quarterly earnings in estimating future operating cash flows is also weak although still statistically significant. In sum, because reported quarterly earnings better reflect the effect of the allocation and recognition of earnings based on an accelerated revenue recognition policy that is in turn based on the local GAAP, overall the findings provide evidence that the decision usefulness of existing revenue recognition policy is low; therefore, H1 is rejected. This finding contradicts the conclusions of Altamuro et al. (2005) and Zhang (2005). Consistent with the FASB’s approach, these researchers found that accelerated and early revenue recognition, as a specific industry practice, is value relevant and that the relevant reported revenue and earnings have higher information content. The researchers also found that the subsequent elimination of this industry practice in the US by the SEC had indeed caused a decline in earnings informativeness.

At the same time, the above findings suggest that reported annual earnings, both the changes and level, explain the stock returns of the corresponding period better than reported quarterly earnings – albeit in absolute terms, the explanatory power of annual earnings remains on the low side. Reported annual earnings, together with the book value of equity, also contribute better than reported quarterly earnings to the overall explanatory power in predicting stock market pricing. Similarly, the predictive value of current reported annual earnings in estimating future operating cash flows is also weak although still statistically significant. Again, however, these earnings’ predictive value is better than that of reported quarterly earnings. These observations suggest that reported earnings, based on an accelerated revenue recognition policy (quarterly data as a proxy), are less decision-useful compared with a conservative revenue recognition policy (annual data as a proxy); therefore, H2 is accepted. These findings support the contention that aggressive revenue and earnings recognition provides a lower quality of reported earnings (see Leuz et al., 2003; Marguart & Wiedman, 2004; Dechow et al., 2010).

In summary, neither the findings from the quarterly panels nor the findings from the annual panels suggest that the existing revenue and earnings recognition policy is decision-useful. At the same time, from the perspective of recognition timing, reported annual earnings do reflect the accumulation of earnings over four quarters. Thus, even if a stage-of-completion basis is used, the consequent accumulation effect makes annual earnings relatively more conservative in revenue and earnings recognition than the quarterly recognition basis. This finding provides a hypothetical insight into the likely decision usefulness of reported earnings if IFRIC 15 is implemented. Because the decision usefulness of reported annual earnings, although still low, is better than that of reported quarterly earnings, the implementation of IFRIC 15 might not improve the decision usefulness of reported earnings in any significant manner.

Looking first at the quarterly panel, the findings suggest that current reported quarterly earnings are not more decision-useful than quarterly operating cash flow; therefore, H3 is rejected. However, the findings from the firm-year panel show current operating cash flow to be more decision-useful than reported current earnings in predicting stock returns and market pricing and future operating cash flows, hence accepting H3. In general, this evidence tends to support the conclusion that revenue recognition policy does not really matter, because operating cash flow is theoretically independent of revenue recognition policy (which is a product of accrual assumption), assuming there is no change in tax rules.

Taken together, the findings show that the decision usefulness of financial reporting for Malaysian property developers is low and that any change in revenue and earnings recognition might not improve the decision usefulness significantly. This finding suggests that the implementation of IFRIC 15, an IFRS interpretation, may not really matter, at least in the short run. Similar to numerous other countries adopting the IFRS, the expectation in Malaysia is that the overall decision usefulness of financial reporting will improve when the IFRS are fully implemented. Thus far, however, the evidence concerning the decision usefulness of IFRS adoption has been mixed. Aharony, Barniv and Falk (2010) found that financial reporting based on IFRS among selected European Union (EU) countries was value relevant, whereas Devalle, Onali and Magarini (2010) found that the increase in value relevance was mixed. Outside of the EU, Chua, Cheong and Gould (2012) found that accounting quality since the IFRS adoption had improved in Australia, and Liu, Yao and Liu (2011) made the same observation in China. Conversely, Lin and Paananen (2009) and Lau (2010) found evidence that the decision usefulness of financial reporting based on the IFRS had not improved since the latter’s implementation. At the same time, Devalle et al. (2010) and Lau (2010) found that the influence of reported earnings compared to the book value of equity had improved since the adoption of the IFRS.

CONCLUSIONS AND RECOMMENDATIONS

The implementation of IFRIC 15 is expected to eliminate the industry practice of accelerated revenue recognition among Malaysian property developers. This study concludes, however, that the planned elimination of current industry practice (accelerated recognition) and its proposed replacement by a more conservative recognition practice may not have significant economic consequences, at least in the short run. As this study has shown, the decision usefulness of financial reporting based on existing revenue recognition is weak, and hence its elimination will take away few if any benefits. Furthermore, the decision usefulness of the new revenue recognition is yet to be ascertained. As noted in this study, the decision usefulness of reported earnings is as good (or as poor) as operating cash flow only when accruals are considered. Hence, the critical question is whether the introduction of a more conservative revenue and earnings recognition practice is likely to enhance the decision usefulness of reported earnings among Malaysian property developers. This empirical question warrants future research.

The shift from accelerated to conservative revenue and earnings recognition will reduce reporting discretion among Malaysian property developers. In turn, this decrease in discretion will reduce the accrual-based earnings management opportunities among property developers. It is reasonable to expect that firms may shift to other earnings management alternatives, which will help them to recover the effect of losing the current net benefits from earnings management when the existing earnings management opportunities diminish (see Zhong et al., 2010). In the absence of discretion to recognise revenue and earnings at the various earlier stages of completion, it is sensible to predict that property developers will plan the completion timing of their projects in a way that allows these developers to achieve revenue and earnings recognition at shorter intervals (ideally for each interim period, whenever feasible). In other words, we are likely to see a shift from accrual-based earnings management to real earnings management (see Cohen et al., 2008).14

A sensible question at this juncture is the following: what are the significant value drivers if reported earnings and operating cash flow are not significant in driving stock returns and the market pricing of Malaysian property developers? In other words, what will happen if and when the stock valuation of property developers is no longer grounded on these fundamental performance indicators of the firms? This empirical question also warrants future research. From a different perspective, what makes equity capital providers continue to hold on to their investments despite the investments’ prolonged undervaluation for years, as indicated by their lower-than-net-asset-value market capitalisation? This area could provide fruitful inquiry for researchers, market participants and regulators.

NOTES

1.      The Malaysian Accounting Standards Board (MASB) has adopted the International Financial Reporting Standards (IFRS), including the IFRS Interpretations (IFRICs), since its formation in 1996, with the aim of harmonising its Financial Reporting Standards (FRS), including the IC Interpretations, to the IFRSs. The IFRICs are interpretations issued by the IFRS Interpretations Committee. IC Interpretations are IFRICs adopted and issued by the MASB.

2.      The IFRIC interpretation draft is the exposure draft of IFRIC 15 (IASB, 2007).

3.      IFRIC 15 addresses two issues. First, whether a property development and sale agreement is within the scope of IAS 11 or IAS 18; and second, the timing of revenue recognition for the property and sale agreement (IASB, 2008). IAS 18 Revenue prescribes the recognition criteria for reporting entities to recognise revenue arising from the sale of goods and the rendering of services (IASB, 2009). IAS 11 Construction Contracts also prescribes the recognition criteria for reporting entities to recognise revenue arising from the rendering of services by way of construction contracts. IAS 11 defines a construction contract as a contract specifically negotiated for the construction of an asset or a combination of assets that are closely interrelated or interdependent in terms of their design, technology and function or their ultimate purpose or use (IASC, 1993).

4.      Based on the terms of the agreement and all of the surrounding facts and circumstances; judgment would be required with respect to each agreement (IASB, 2008).

5.      Nevertheless, the property development industry has not been identified as a specific industry in the study of Altamuro et al. (2005), which is affected by the elimination of industry practice.

6.      See Dechow and Skinner (2000) for a detailed discussion on ‘aggressive’ accounting and ‘conservative’ accounting in the context of earnings management.


7.      Conversely, it is noted that Basu (1997) defined accounting conservatism as the timeliness of earnings in reflecting ‘bad news’, i.e., the recognition of losses, compared to ‘good news’. In addition to timeliness in reflecting bad news (asymmetric timeliness), Brown, Dobbie and Jackson (2011; also see Beekes and Brown, 2006) included timeliness in reporting (reporting lag), and the timeliness with which stock prices and returns reflect reported information (price discovery) as the notions of timeliness.

8.      Quarterly data are the data available for the shortest possible interval because Malaysian property developers do not disclose monthly interim data.

9.      In Malaysia, the statutory construction and delivery period, as required in a standard SPA, is two years for a standard landed property and three years for a property sharing a common piece of land, such as a condominium or apartment.

10.    Basu’s (1997) interpretation of accounting conservatism is based on the timeliness of reporting firms in reporting and of market prices in reflecting ‘bad news’ and ‘good news’. In the relevant literature, numerous other studies attempted to measure the timeliness of reported earnings as an attribute of the decision usefulness of accounting information (for instance, see Beekes and Brown, 2006; and Brown et al., 2011). Nevertheless, these studies have not focused on accounting conservatism. Also see note 7.

11.    Period t refers to quarter t in the firm-quarter panel and year t in the firm-year panel, respectively. In Malaysia, a listed reporting entity is required to disclose interim data on a quarterly basis. Quarterly disclosures must be made within two months of the end of the fiscal quarter. Hence, quarterly returns are calculated on a three-month period ending two months after the fiscal quarter ends. Annual disclosure must be made within four months of the end of the fiscal year. Therefore, annual returns are calculated on a 12-month period ending four months after the fiscal year ends.

12.    Based on the disclosure deadlines discussed in note 11, time t is as of two months after the fiscal quarter-end in the firm-quarter panel, and time t is as of four months after the fiscal year-end in the firm-year panel.

13.    This observation, however, does not reflect the extent of earnings management among the sample firms.

14.    Real earnings management refers to the manipulation of real activities (for instance, operating activities) to achieve the targeted earnings. Real earnings management affects cash flows, whereas accrual-based earnings management does not affect cash flows (see Cohen et al., 2008; and Cohen and Zarowin, 2010 for detailed discussions on real earnings management).
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ABSTRACT

This study aims to determine the impact of the 2007 global financial crisis on the integration of the Islamic stock markets. Seven Islamic stock markets are selected based on the countries’ level of development and geographical factors. The period of analysis is divided into the pre-crisis period (9 January 2005 to 22 July 2007) and the crisis period (29 July 2007 to 10 January 2010). The methodology of this study relies on the Auto-Regressive Distributed Lag approach and the multi-variate Vector Error Correction Mechanism. The 2007–2008 global financial crisis caused changes in the integration level of the Islamic stock market. Both the level of development and geographical factors are found to have a significant influence on the integration of the Islamic stock markets during the crisis and non-crisis periods. The findings have important bearings on the formulation of financial policies, in which co-integrated Islamic stock markets suggest that there is a need for policy coordination among these markets to mitigate the impacts of financial fluctuations. Financial reforms, including the reduction or removal of trade and investment barriers, will be essential if these countries are to exploit the advantages of financial interdependence.
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INTRODUCTION

The increased presence of the Islamic banking and finance industry in the global financial scenario has resulted in it no longer being seen as peripheral to its conventional counterpart. Currently, the Islamic financial system plays a complementary role that has high potential to be developed as a viable alternative to the conventional financial system. Many countries have taken measures to provide an environment that can accommodate and nurture the development of the industry. In countries such as Malaysia, Japan, and the UK, tax preferential measures and banking and financial law amendments have been undertaken to enable financial transactions to be conducted as required by Islamic law. With the current developments in the global financial scenario, further efforts have been undertaken to strengthen the foundations the Islamic banking industry to face the new global financial challenges. Malaysia, for example, has implemented a financial safety-net framework for the Islamic banking industry composed of a lender of last resort and deposit insurance system. This is part of the country’s continuous efforts to ensure healthy growth and to move the industry toward greater heights. In Germany, the Federal Financial Supervisory Authority has been supportive of the development of the Islamic banking industry by making it easier for interested financial institutions to obtain licenses dealing with Islamic banking products, which are compatible with the country’s financial rules.

The strong growth momentum and escalating interest in Islamic finance call for greater research efforts in this area with the objective of obtaining deeper understanding of this nascent field. There is also a pressing need for investigations of Islamic equity markets in the aftermath of the global financial crisis, particularly by investors and policymakers. An area that is highly pertinent but lacks research is the integration and efficiency of the Islamic equity markets. Compared to the extensive literature on the integration and efficiency of the conventional equity market, the Islamic equity market integration and its related issues have remained largely unexplored. Existing studies have focused mainly on conventional stock markets, with pioneering studies examining the integration of the developed stock markets (see, for example, Grubel, 1968; Levy & Sarnat, 1970; Taylor & Tonk, 1989; Campbell & Hamao, 1992; on major developed countries). In the 1990s, there was increasing interest in developing countries’ stock markets (see, for example, Chan, Gup, & Pan, 1992; Hung & Cheung, 1995). However, although studies on the Islamic stock market integration are increasing, they remain rather limited. Consequently, this study hopes to contribute to the literature by providing recent empirical evidence on the topic of stock market integration in the case of the Islamic stock markets.

By undertaking a thorough empirical investigation on the integration of selected Islamic stock markets from various regions in the period before and during the 2007 global financial crisis, this study intends to achieve the following objectives:


	To analyse the potential diversification benefits in the Islamic stock markets in both developed and developing countries;

	To assess the impact of the 2007 global financial crisis on the nature of integration among the selected Islamic stock markets; and

	To determine if the level of economic development and geographical factors play important roles in influencing the nature of integration among the selected Islamic stock markets.




This study hopes to contribute to the existing literature in several ways. A novel area of the study is that it covers the Islamic stock markets in a wider geographical area, which is currently lacking in the literature. Most existing studies on the integration of the Islamic stock markets have focused on the Gulf and Middle East and North African (MENA) regions. In contrast, this study covers the Asian, MENA, US, and UK Islamic stock markets. This study also aims to test the importance of geographical proximity to financial integration, which may have important implications but has not been explored in the area of financial integration.

Second, as in the case of the conventional stock markets, information about the nature of integration among the Islamic stock markets is of interest to equity market participants. Clear understanding of the nature of integration among the stock markets is one of the key determinants of success for investors, fund managers, and other market players who seek to diversify their investments and make capital budgeting decisions in these markets. In the context of capital budgeting, there is a clear impact of financial integration on the accessibility of capital to individual firms. In particular, greater coordination through financial integration would ensure stability and promote capital flows between countries, thereby improving access to capital by the individual firms. Greater access to capital facilitates decisions on capital budgeting, such as investments in fixed assets by firms. This study contributes by providing input to assist financial analysts in making such investment decisions.

Lastly, the study provides important inputs for policymakers in designing measures to safeguard the health and stability of the Islamic capital markets. Amid the on-going efforts to strengthen the financial infrastructure of the Islamic banking and finance industry, information about the integration of the Islamic financial markets and the impact of the financial crisis on the Islamic stock markets is needed.

LITERATURE REVIEW

Integration of Islamic Stock Markets

Several studies have analysed the nature of integration in the Islamic stock markets within a particular economic grouping, particularly in the case of stock markets in the Middle East and Gulf area. For example, Darrat, Elkhal and Hakim (2000) analyse the major stock markets in the Middle East and North African countries (MENA), namely Egypt, Morocco, and Jordan, and find that these markets are integrated among themselves but not with the major world stock markets. Marashdeh and Shrestha (2010) include more stock markets in the MENA region, namely Egypt, Jordan, Morocco, and Turkey, as well as three developed stock markets, namely the US, UK, and Germany. The study applies the ARDL approach on monthly data covering the period from December 1994 to June 2004 and documents similar findings as those of Darrat et al. (2000), finding integration among the regional stock markets but segmentation from the developed stock markets.

There are also many empirical analyses on stock market integration in the Gulf countries. Hassan (2003) investigates the long-run relationship of share prices among the Kuwait, Bahrain, and Oman stock markets and finds that there are potential diversification benefits for investors in this region. Based on the multivariate co-integration analysis, the study finds the existence of a long-run relationship between the Kuwait and Bahrain stock markets, whereas the stock market of Oman is exogenous. The study indicates that investors in the Gulf region could benefit by diversifying in these markets, and greater efficiency can be achieved by liberalising the market, at least for GCC nationals. More liberalised stock markets in the GCC countries would support the objective of establishing a single stock market under the proposed Arab Monetary Union.

Shachmurove (2001) studies the dynamic co-movements among the stock indices of the emerging Middle East markets, namely Egypt, Israel, Jordan, Lebanon, Morocco, Oman and Turkey. The study includes the US as the major world stock market and employs the VAR and Bayesian VAR models to understand the dynamic co-movements between these markets on daily data over the period of 22 October 1996 to 30 September 1999. The results show that the dynamic linkages among the stock markets are relatively small, indicating the potential benefits of portfolio diversification in these stock markets. The study implies that the economies could benefit by further liberalising their stock markets and making their stock markets more accessible to international investors. This possibility calls for the adaptation of legal and regulatory frameworks, including higher transparency, internal control rules, and banning insiders’ trading to protect the interests of international investors. Additionally, privatisation and the establishment of full currency convertibility would help to increase the attractiveness of these markets to international investors.

The study by Ceylan and Dogan (2004) focuses on the stock markets of selected OIC countries with the objective of determining the impact of the 11 September 2001 event on the Islamic stock markets. By focusing on daily stock market data over two sub-periods, namely the pre- and post- 11 September 2001 period, the results suggest that these stock markets became more integrated following the September 11 incident. The study suggests further exploration in terms of standardisation issues, surveillance matters, impediments to fund transfers, and the settlement of traded instruments to shed light on the links among these stock markets.

Very few studies focus on the Islamic stock markets and cover a wider geographical area beyond the MENA and Gulf regions. The study by Abd. Majid, Meera and Omar (2008), includes Islamic stock markets from more countries and covers a wider geographical area compared to the study of Ceylan and Dogan (2004). Focusing on eight Islamic stock markets that can be categorised according to region, the stock markets included are Turkey, Egypt, Oman and Kuwait (representing the MENA region) and Malaysia, Indonesia, Bangladesh and Pakistan (representing the Asian region). Daily stock market data for the period from 1 January 2002 to 31 May 2006 were analysed based on the methods of co-integration and vector auto-regression. In addition to the integration of the developing stock markets, the study also assesses the degree of integration between these markets and the world’s three largest stock markets, namely the US, the UK and Japan. Greater integration is found among stock markets located in the Asian region, whereas stock markets in the MENA region are found to be segmented. The Islamic stock markets in the Asian region are found to be more responsive to shocks in the Japanese market, whereas those in the MENA region are more responsive to shocks in the UK market. Based on the findings, the importance of geographical proximity is highlighted as the determining factor in integration with the developed stock markets.

Stock Market Integration and Financial Crisis

Although most studies suggest increasing integration among the global stock markets due to reduced transaction costs in the financial sector, it is important to note that the nature of integration among the stock markets is sensitive to global financial events, particularly during the “down market” or financial crisis. The study by Bekaert and Harvey (1995) emphasises that the nature of stock market integration is time variant. Focusing on twelve emerging stock markets, the study shows that a number of the stock markets are segmented in one part of the sample and become integrated in another sample period. A plausible reason for this observation could be regulatory changes, such as the lifting of capital market restrictions to foreign investors.

Several studies assess the changes in the nature of stock market integration due to financial crises in an attempt to find evidence of the international transmission of financial shocks through the stock markets (see, for example, King, Sentana, & Wadhwani, 1994; Longin & Solnik, 1995; Karolyi & Stulz, 1996; Solnik, Boucrelle, & Le Fur, 1996; Ramchand & Susmel, 1998; Chesnay & Jondeau, 2001; Ang & Bekaert, 2002). A review of these studies reveals the time-varying aspect of stock market integration and indicates that the nature of stock market integration changes due to financial crises. Essentially, stock markets tend to move in unison during a down market but exhibit low integration during normal times.

The 1997 Asian financial crisis has fuelled interest in the Asian stock markets, particularly in the impact of the financial crisis on stock market integration. Generally, the crisis was found to have a significant impact on the nature of integration among the Asian stock markets. The study by Click and Plummer (2005) finds that the major ASEAN stock markets have become increasingly integrated in the post-crisis period compared to the pre-crisis period. It is proposed that the increased stock market integration is facilitated by on-going efforts to expedite financial market integration and efficiency in the region after the crisis. Similarly, Abd Majid et al. (2008) examine market integration among five founding ASEAN members, Indonesia, Malaysia, the Philippines, Thailand and Singapore, and their inter-linkages with two established equity markets, the US and Japan, for the period before and after the financial crisis. The study documents consistent evidence of greater integration among the ASEAN stock markets and the two major markets, particularly in the aftermath of the 1997 financial crisis.

In addition to increasing integration during the financial crisis, the crisis also affected the direction of causality between stock markets. The study by Cheung, Cheung and Ng (2007) on the integration of the Asian and US markets shows that although the US market has a significant effect on the Asian markets in three sub-periods, there is evidence of reverse causality during the crisis period. In particular, the Asian markets are found to be significant in affecting the US market during the crisis period but not in the pre- and post-crisis periods. Ibrahim (2000) assesses the integration of the ASEAN equity markets together with the US and Japan prior to the 1997 Asian financial crisis and after the crisis, when capital controls were imposed. The findings show that there were significant short-run dynamic interactions among ASEAN regional markets throughout a variety of sample periods.

In addition to studying the impact of the crisis on the integration of the stock markets, several studies show the dominance effect of the established stock market on smaller markets’ changes due to the crisis. The study by Dunis and Shannon (2005), which examines the integration of the emerging markets in South East Asia (Indonesia, the Philippines and Malaysia) and Central Asia (Korea, Taiwan, China and India) with the established markets (the US, the UK and Japan), finds that all seven emerging markets exhibit greater integration with Japan’s stock market than with the other two established markets. The influence of the US stock market on emerging economies has seemed to diminish in recent years. Consistent with the findings of Dunis and Shannon (2005), the study by Mohd Yusof and Abd. Majid (2006) finds that between the US and Japanese stock markets, the latter seems to have significantly led Malaysia’s stock market after the 1997 Asian financial crisis.

Implications of Stock Market Integration

The nature of integration among stock markets has several important implications for effective market strategizing and policy making pertaining to the equity markets. First, the integration of the stock markets indicates the efficiency of the financial markets. According to the efficient market hypothesis, an efficient financial market is characterised by its ability to adjust rapidly to new information (Fama, Fisher, Jensen, & Roll, 1969). The prices of assets in an efficient financial market are fully reflective of all available information and, as such, are consistent with the economic fundamentals (Beechey, Gruen, & Vickery, 2000). In the context of market integration, theoretically, assets in completely integrated markets have similar expected returns due to the same risk exposure (Bekaert & Harvey, 1995). Complete integration among stock markets indicates efficiency, but it also suggests that these markets offer no diversification benefits because the markets’ performance tends to be similar. In a risk-return framework, an investor can increase return, reduce risk, or both by having an investment mix in stock markets with returns that are uncorrelated. Thus, the degree of stock market integration suggests the potential portfolio diversification benefits that can be gained by investors.

Hooy and Lim (2013) extend the definition of market integration beyond stock price co-movements to include the impact of financial reforms on market efficiency. Their recent study on 49 developed and emerging markets provides robust empirical evidence supporting the significant and positive association between market integration and informational efficiency. However, their study found that a significant positive relationship is only documented for the emerging stock markets. This finding seems to imply that the financial deepening policies pursued by emerging market economies, such as opening up their markets to foreign investors and removing implicit investment barriers, are in line with promoting information efficiency in the stock market.

Theoretically, it has been well established that diversification enables investors to expand their portfolio frontiers. In this regard, knowledge about stock market integration is one of the key success factors for investors, fund managers, and other market players who seek to diversify their investments and make capital budgeting decisions in the international stock markets. Investors could benefit from information about stock market integration to establish investment strategies based on the potential benefits that can be gained by diversifying in different stock markets. The seminal work of Grubel (1968) analyses the stock markets in ten developed countries and shows that a domestic investor (in the New York Stock Exchange) can increase annual returns by as much as 68% while keeping his risk constant by diversifying internationally. The benefits of diversifying in the international stock markets are further emphasised by Levy and Sarnat (1970), who highlight how knowledge about stock market integration helps investors benefit by diversifying in the emerging markets.

Second, because information about stock market integration implies capital market efficiency, understanding the extent of the integration is highly relevant in the context of countries aiming for macroeconomic harmonisation. In countries aiming for economic integration, investors are able to allocate capital in highly productive markets without incurring high transaction costs. The outcomes of integrated stock markets produced by financial sector integration are improved liquidity and increased economic activity among the member countries. As such, each member country aims for an efficient capital market in an effort to attract investors into the market. In the context of economic integration, the stock markets become increasingly integrated due to efforts to increase financial market integration through measures such as abolishing capital restrictions, lowering transaction costs, and improving the transmission of information, which are commonly part of the effort towards macroeconomic integration. For instance, ASEAN’s objective to establish the ASEAN Investment Area (AIA) by 2010 required effort to increase the efficiency of the financial sector in the region and resulted in further integration of the member countries’ stock markets (Click & Plummer, 2005).

Third, because stock market integration largely implies financial sector integration, information about stock market integration is particularly relevant for policymakers in designing policies to safeguard the stability of the financial sector and the economy in general. Careful policy safety nets can be designed in the context of regional grouping to avoid the vulnerability of the economy to international financial shocks. The degree of stock market integration signals the extent of financial sector integration, which reflects the vulnerability of countries to experiencing “financial contagion” (Ibrahim, 2000; Tai, 2004). Because two stock markets may be highly integrated due to strong economic ties, such as trade and investment, as well as due to macroeconomic policy harmonisation, adverse development in a financial system could well be transmitted to another in a systemic shock. One example of financial contagion was the experience of the developing Asian countries during the financial crisis in 1997–1998. Therefore, the need to clearly understand the nature of stock market integration is crucial for policymakers to remain vigilant and undertake pre-emptive measures to prevent systemic shocks.


METHODOLOGY

Data Description

In analysing the nature of integration among the Islamic stock markets, seven Islamic stock indices are chosen for inclusion in the analysis. The measure of stock market integration in this study is defined solely based on the index or stock price co-movements rather than the wider degree of integration, as defined by Hooy and Lim (2013), which includes the effects of the degree of foreign investibility. The Islamic stock markets and their respective indices are as follows: for Indonesia (INA), Jakarta Islamic Stock Index (JAKIS); for Kuwait (KWT), Dow Jones Islamic Index of Kuwait (DJIMKW); for Malaysia (MY), Dow Jones Islamic Index of Malaysia (DJIMY); for Turkey (TKY), Dow Jones Islamic Index of Turkey (DJIMTR); for Japan (JAP), Dow Jones Islamic Index of Japan (DJIJ); for the UK, Dow Jones Islamic Index of UK (DJIUK); and for the US, Dow Jones Islamic Index of America (IMUS).

The selection of these stock markets is based on several factors. First, the stock markets cover a wide geographical area, which contributes to the novelty of this study. In particular, the stock markets selected represent major Islamic stock markets across the globe, with Indonesia, Malaysia and Japan representing the Asian region, Kuwait and Turkey representing the MENA region, the UK representing Europe, and the US representing the American region. In addition, this study covers a greater number of Islamic stock markets compared to earlier studies on the Islamic stock markets (see, for example, Ergun & Mohd Nor, 2009; Hassan, 2003). The stock markets from the countries selected in this study can also be categorised according to the countries’ level of development. In particular, Indonesia, Malaysia, Kuwait and Turkey are Islamic stock markets from the developing countries, whereas Japan, the UK, and the US are from the developed countries. The developing stock markets can further be categorised based on proximity to major financial centres: the stock markets of Indonesia and Malaysia are closer to the Japanese market, whereas Kuwait and Turkey are closer to the UK market. These categorisations allow a determination of the levels of development, and geographical factors have a significant influence on the responses of these stock markets to the global financial shocks.

Data on weekly closing stock indices of the seven Islamic stock markets are gathered from the Bloomberg Database covering the period from 9 January 2005 to 10 January 2010. The selection of the beginning of the sample period is strictly due to data availability for all seven stock indices, whereas the ending period includes the latest available data at the time of the data collection to enable the inclusion of the most recent economic and financial development in the analysis. Because the study intends to analyse the impact of the financial crisis on the integration of the stock markets, the period of analysis is divided into two sample periods: the pre-crisis period (from 9 January 2005 to 22 July 2007) and during the crisis period (from 29 July 2007 to 10 January 2010). The date for the crisis period is based on the US sub-prime mortgage crisis, which began on 26 July 2007, as stated by existing studies on the 2007 global financial crisis (see, for example, Dungey, Renee, Gonzalez-Hermosillo, & Martin, 2008). All of these indices are denominated in local currency units, from which the Islamic stock returns for these markets are calculated.

Methods of Investigation

ARDL bound testing approach

To examine the long-run relationship among the markets, this study employs the ARDL bound testing approach to cointegration, which involves estimating the conditional error correction version of the ARDL model (Pesaran, Shin, & Smith, 2001). The choice of the ARDL approach in this study is based on the consideration that cointegration analysis is unbiased and efficient. This analysis can be applied to a small sample size (Pesaran et al., 2001); therefore, conducting bounds testing is appropriate for the present study. Second, this analysis estimates the short- and long-run components of the model simultaneously, removing problems associated with omitted variables and autocorrelation. Lastly, it can distinguish between dependent and independent variables (Narayan, 2004).

In this study, we estimate the following baseline model:
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where MY, INA, TKY, KWT, US, UK, and JAP refer to the Islamic stock markets of Malaysia, Indonesia, Turkey, Kuwait, the US, the UK and Japan, respectively, and €t is the error term for the model.

The error correction version of the ARDL framework pertaining to Equation (1) can be reproduced as follows:
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Generalised Method of Moments (GMM)

This study investigates the short- and long-run relationships among seven selected Islamic stock market worldwide. The study estimates Equation (3) using GMM estimation, where the error correction terms are incorporated in the models. Based on Hung and Cheung’s (1995) study on a five-variable Johansen-Juselius cointegration test, the VECM representation can be reformulated in a simple matrix form as follows:
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Because Equation (3) considers the possibility of the past level of parameters to have an effect on current changes in other parameters, the lagged values must be incorporated in the models. In this study, the Akaike Information Criterion (AIC) is used to determine the lag length incorporation in all tests.

RESULTS AND DISCUSSION

Descriptive Analysis

The descriptive analysis helps to provide a preliminary description of the nature and volatility of the stock indices. At the same time, it enables a comparison of the basic performance indicators of the stock indices, allowing an observation of how they fare against each other. Table 1 provides summary statistics on the stock returns (i.e., stock prices in first difference) for the selected Islamic stock markets included in this study. In the pre-crisis period, the Islamic stock market in Indonesia was the most active and profitable, showing the highest average daily returns of 0.7%. This is followed by Kuwait at 0.5%, Turkey and Malaysia at 0.4% each, the UK at 0.3%, and the US and Japan at 0.2% each. Obviously, the most profitable Islamic stock markets have been in the developing countries, whereas those in the developed countries have been rather slow. In terms of volatility of return (as reflected by the standard deviation), Turkey recorded the highest volatility at 3.4%, recording the highest maximum return of 8.1% and the largest decline of 10.7%. The next most volatile market was Indonesia at 3.1%, followed by Kuwait, the UK, Japan, Malaysia, and the US. In general, the market seems to be more volatile in the relatively “thin” markets in the developing countries. It can also be observed that the more volatile market has higher average returns, particularly in the case of Indonesia. Clearly, this finding supports the conventional wisdom in finance that “the higher the risk, the higher the return”.


Table 1

Descriptive statistics of Islamic stock indices
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An analysis of the basic indicators during the crisis period shows that the Islamic stock markets were not spared in the global financial crisis. Similar to the conventional stock markets, all Islamic stock markets were adversely affected by the global financial crisis. This effect is clearly reflected by the lower and even negative average returns for all of the stock markets under review. It can also be observed that the Islamic stock markets in the developing countries performed better than those in the developed countries in the crisis period. Despite the lower return compared to the pre-crisis period, the Indonesian stock market remained the most profitable compared to the rest of the Islamic stock markets, with an average positive return, albeit lower, of 0.22%, followed by Turkey at 0.1%. The rest of the markets recorded an average decline, with Kuwait recording the largest decline at -0.4%, followed by Japan at -0.2%, the UK at -0.06%, the US at -0.05%, and Malaysia at -0.02%. As expected, the volatility (standard deviation) for all of the Islamic stock markets was also higher during the crisis period. Similar to the pre-crisis period, the higher return in Indonesia comes with higher risk; the Indonesian stock market recorded the highest standard deviation at 5.4%, followed by the UK at 4.9%, Kuwait at 4.4%, Turkey at 4.2%, the US at 3.5%, Malaysia at 3.4% and Japan at 3.2%.

ARDL Analysis

As shown in Table 2, in the pre-crisis period, the results of the ARDL test show no evidence of any long-run equilibrium relationship among the Islamic stock markets. This is indicated by the insignificant joint F-statistics from the estimation of the stock markets during the period. In the context of portfolio diversification benefits, the result suggests that in a non-crisis period, there are potential gains by diversifying investment portfolios in these Islamic stock markets. In contrast, in the crisis period, the results of the ARDL estimations show the existence of a long-run equilibrium relationship among the Islamic stock markets. The joint F-statistics are significant at the 90% upper bound at lag length 3, suggesting that the Islamic stock markets have a common equilibrium point in the long run (refer to the third column of Table 2). This result, which is contradictory to the behaviour of the stock markets in the pre-crisis period, suggests that there is no potential diversification benefit in the Islamic stock market during the crisis period.

This study shows that the global financial crisis had a significant impact on the integration of the Islamic stock markets. It has been consistently reported throughout the study that the stock markets were increasingly integrated during the crisis period compared to the non-crisis period. In fact, the findings of this study provide further support to the existing literature, indicating that stock markets tend to exhibit increasing integration during a crisis period (see, for example, Chesnay & Jondeau, 2001; Ang & Bekaert, 2002). During a period of financial crisis, stock markets tend to react in unison to the major epicentre of the crisis, reacting similarly to any potential risks due to the crisis (Yoshida, 2010). For example, due to the US sub-prime crisis, the stock markets showed similar performance as the investors in these markets pre-empted the possibility of an impending US stock market crash in September 2008. There were also concerns of higher risks in investing in other stock markets because the US is a global economic powerhouse. In addition to providing further empirical support for this view, a novel aspect of this study is that the increasing integration occurs in all types of stock markets; the Islamic stock markets are “no exception to the rule”.


Table 2

ARDL F-statistics for testing existence of co-integration



	Lag

	Pre-crisis period

	During-crisis period




	1

	2.337

	1.973




	2

	2.104

	1.957




	3

	1.602

	3.463*




	4

	1.250

	2.782




	5

	1.217

	2.044




	6

	0.730

	2.936





Note: * denotes that F-statistics falls above the 90% upper bound.

At this juncture, it is important to note that the existence of cointegration among the markets does not rule out the possibility of arbitrage profits through diversifying portfolios across these markets in the short term, which may last for quite a while (Dwyer & Wallace, 1992). Thus, because of varying degrees of business and financial risks of different securities and various security cash flows co-varying less than perfectly across the markets (and even within the same country), the diversification benefits in these markets in the long term may be reduced but are not likely to be fully eliminated in practice.

Multivariate Analysis using GMM

Table 3 provides the results based on the multivariate VECM analysis for the Islamic stock markets focusing on the period during the crisis. As shown by the table, all of the error correction terms (ECTs) are significant for the reviewed Islamic stock markets. The significant ECTs imply that these markets are interrelated in the long run. The structural similarity of the Islamic stock markets due to the observation of the requirement of shari’ah explains the integration of these stock markets over the long run.

The short-run causality, as indicated by the F-statistics, shows that the Islamic stock markets in Malaysia, Indonesia, the US, and the UK have been sensitive to changes in the other stock markets. In particular, the Malaysian stock market is significantly influenced by the Indonesia, Kuwait, US and UK markets, whereas the impact of the Japanese stock market is somewhat weak. Because the Turkish stock market has no significant influence on the Malaysian stock market, potential portfolio diversification benefits exist for investing in Malaysian and Turkish stock markets. The Indonesian market is significantly affected by the Islamic stock markets in Malaysia, Turkey, and Japan, but not the US, UK, and Kuwait. Similar analysis can be applied indicating that potential diversification benefits exist in the Indonesian, UK, US, and Kuwait stock markets. The US market is significantly affected by all Islamic stock markets except Japan, indicating potential diversification benefits between Islamic stock markets in the US and Japan.


Table 3

Results of multivariate VECM analysis for during crisis period
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Notes: ***, ** and * represent significance at the 1%, 5% and 10% levels, respectively.The diagnostic tests of adjusted R2, Durbin-Watson statistics and J-statistics have been conducted, but are not reported in this table in order to conserve space.


CONCLUSIONS

Summary of Major Findings

Motivated by increasing interest in the Islamic stock markets in the aftermath of the global financial crisis, this study analyses the impact of the global financial crisis on the integration of selected Islamic stock markets. The study focuses on seven Islamic stock markets selected from various regions and adopts a time series analysis of the ARDL and VECM. In an effort to determine the impact of the global financial crisis on the nature of integration among the Islamic stock markets, the period of analysis is divided into the pre-crisis and crisis periods.

The results based on the descriptive analysis suggest that the Islamic stock markets are not fully sheltered from the global financial crisis. However, in terms of magnitude, it is observed that the impact of the crisis on the Islamic stock markets is not as severe as it is on the conventional stock markets. Similar to the conventional counterparts, all of the Islamic stock markets included in the study recorded lower average returns and higher volatility in the crisis period compared to the pre-crisis period. In both periods, the Islamic stock markets in the developing countries provided higher average returns than those in the developed countries. Nevertheless, the conventional wisdom of “high risks, high returns” is also applicable to the Islamic stock markets, where markets with higher returns are more volatile, particularly in the relatively “thin” market of the developing countries.

The results from the ARDL test show no evidence of a long-run equilibrium relationship among the Islamic stock markets in the pre-crisis period, but they suggest otherwise in the crisis period. Thus, there are potential diversification benefits among the Islamic stock markets in the non-crisis period, and these diversification benefits diminish during the crisis period. Further investigations based on the VECM analysis on the integration of the Islamic stock markets during the crisis suggest that all of the Islamic stock markets are interrelated in the long run, which can be explained by the structural similarity produced by the requirement to observe Islamic laws.

Implications of Study

Since this study shows that the Islamic stock markets are as vulnerable as other markets to the global financial shocks, it is important for industry players to remain vigilant about the impact of the crisis on their investments in Islamic stock markets. At the same time, policymakers need to take pre-emptive steps to minimise the impact of the crisis and ensure the stability of the Islamic stock markets. The findings of this study indicate that the general belief that the Islamic financial markets are sheltered from the adverse impact financial shocks due to their interest-free nature is flawed. In view of this finding, it is important for market participants to undertake continuous prudent risk management practices and to devise suitable hedging mechanisms so that pre-emptive measures can be taken to safeguard the stability of the Islamic financial markets in times of economic and financial uncertainty. In addition to devising its own risk management techniques to address financial shocks, perhaps the Islamic capital market could learn from the best risk management practices of the conventional capital market to address market risks.

The general findings that the Islamic stock markets show no evidence of a long-run equilibrium relationship in the pre-crisis period but suggest otherwise in the crisis period are supportive of the time-varying aspect of stock market integration, as suggested by Bekaert and Harvey (1995). In addition to providing further empirical support to this view, a novel aspect of this study is that the increasing integration occurs in all types of stock markets, and the Islamic stock markets are “no exception to the rule”. The behaviour of the Islamic stock markets, which show increased integration during the crisis period, is consistent with the conventional stock markets. This finding may be of practical importance to industry players in a way that provides some indication regarding the behaviour of the Islamic stock market during a crisis. The similar behaviour of the Islamic stock market during a crisis period is also important to policymakers to allow them to take pre-emptive measures to avoid a wide-scale decline in the Islamic stock market during a global financial crisis.

In terms of portfolio diversification benefits for investors, the study highlights the relevance of both the level of economic development and geographical factors in influencing the integration of the Islamic stock markets. The study clearly documents that in a non-crisis period, investors can gain from portfolio diversification by considering both developed and developing countries’ Islamic stock markets in their investment portfolios. In a crisis period, geographical factors are shown to be relevant diversification criteria, particularly during the crisis period. We conclude that investors who are interested in diversifying their portfolios can still gain benefits if they diversify and consider Islamic stock markets across economic groupings, such as in developed and developing countries, as well as markets in different regions depending on the market condition. This information has important practical implications for market strategising and capital budgeting by investors.

Lastly, our evidence of the extent of interdependencies among these markets also has important implications for the macro-stabilisation policies in each Islamic stock market and for the financial policies of multinational corporations (MNCs). For MNCs, a clear understanding of the nature of integration among the Islamic equity markets has important implications for the accessibility of capital to MNCs, which may rely on funds in these Islamic stock markets. In particular, greater financial integration ensures stability and promotes capital flows between the countries, thereby improving accessibility to capital by the MNCs.

The extent of the effectiveness of the macro-economic policies of each stock market in addressing stock market imbalances will crucially depend on the extent of financial integration of each market with the other markets. Similarly, the extent of integration of each Islamic stock market has important bearings on financial policy formulation. Co-integrated Islamic stock markets suggest that there is a need for policy coordination among these markets to mitigate the impact of financial fluctuations. In this regard, we concur with the argument proposed by Hooy and Lim (2013) regarding the importance of financial deepening and reform policies that would promote information efficiency in the stock market. Greater policy reform, including the reduction or removal of trade and investment barriers to improve corporate governance and transparency, will be essential if these countries are to exploit the advantages of financial interdependence.
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ABSTRACT

This paper investigates the performance of information technology (IT) investments in a sample of 15 Tunisian banks over the period 1998–2009. We employ the standard Stochastic Frontier Approach on panel data to generate estimates of cost efficiencies. The study is enhanced by a comparison between the results found using the Data Envelopment Analysis (DEA) method and the Stochastic Frontier Analysis (SFA) method to test the soundness of these approaches to efficiency measurement. The empirical findings suggest that the impact of IT investments on Tunisian banks’ performance is positive. The analysis of the internal determinants of banks’ efficiency levels shows that size and managerial capacity positively and significantly affect the Tunisian banks’ cost efficiency, while the share of non-performing loans represents a source of inefficiency. Measuring the impact of various categories of IT investments (hardware, software and IT services) on banks’ cost efficiencies suggests that “the Productivity Paradox” does not affect all IT investments.
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INTRODUCTION

During the past decade, information technology (IT) has been at the heart of international competition. It has had a deep impact in all economic fields, and it is now integrated into most production activities. However, it has been difficult to determine the relationship between IT investment and the financial performance or productivity gains of businesses. Therefore, some authors questioned the impact of information technology on productivity in the banking industry. This question began as a major literary trend in 1987 when Robert Solow, winner of the Nobel Prize in Economics, proposed his famous “productivity paradox” during his Nobel speech. “You can see the computer age everywhere but in the productivity statistics!”. This statement led to countless studies in the United States and Europe and gave birth to varied explanations. Research assessing the impact of IT investment had begun.

The issue of measuring the contribution of IT investments to the performance of an organisation has been addressed quite frequently, and specialists agree about the difficulties that arise. Several studies were conducted regarding the link between productivity and IT investments to attempt to understand the explanations behind the “productivity paradox”. Some of these studies were formulated to explain the ineffectiveness of information technology in improving the performance of banks. These mainly include the works of Loverman (1994), Morrisson and Brendt (1990), Licht and Moch (1999), and Oluwagbemi, Abah and Achimugu (2011). In addition, some studies have found a positive relationship between IT investment and the productivity of a banking firm (including the works of Lichtenberg (1995), Brynjolfsson and Hitt (1996), and Prasad and Harker (1997)).

While several authors studied the effects of investments in information technology on the productivity of banks, very few economists showed interest in studying the effects of these investments on profitability. Most of these studies, including those of Licht and Moch (1999), and Prasad and Harker (1997), concluded that there was no link between IT investments and bank profitability. However, Brynjolfsson and Hitt (1996), Siegel and Griliches (1992), and Greenan, L’Horty and Mairesse (2002) reached the opposite conclusion.

As for the impact of IT investment on the performance of banks, few studies were actually interested in evaluating performance following the adoption of information technology. Nevertheless, the need for the IT remains undeniable for any strategic or technological change. The first study conducted in this context was in 2000 by Sullivan, who was the first economist to measure the effects of the risks related to Internet activity on the banking industry. Simpson’s work in 2002 and the study by De Young and Hunter (2002) further complemented that of Sullivan (2000). A study conducted by Chen and Zhu in 2004 focused on the indirect effects of information technology on the performance of banks. That study highlighted the fact that IT can make a substantial contribution to performance.

By interpreting the previous findings on “the productivity paradox”, our research attempts to empirically validate the relationship between IT investment and performance in the context of the emerging country of Tunisia. Our study is therefore devoted to examining the following key question: What is the impact of information technology on the performance of Tunisian banks?

To empirically validate the relationship between IT investment and the performance of Tunisian banks, we use the most commonly used parametric method in the literature, the Stochastic Frontier Approach. Thus, the objective of this work is to evaluate the X-efficiency in banks during the period 1998–2009 while identifying, on the one hand, the impact of information technologies introduced by banks on their X-efficiency, and on the other hand, the internal determinants of inefficiency levels in these banks.

In addition, this study is enhanced by a comparison between the results found using the DEA method (Data Envelopment Analysis) and the SFA method (Stochastic Frontier Approach)1 to test the soundness of these approaches to efficiency measurement. Finally, we analyse not only the relationship between IT investment and the performance of banks but also the impact of different IT components on banks’ performance.

LITERATURE REVIEW

As outlined above, the results of previous studies on the impact of IT investment on firm performance are contradictory, which arouses the interest of researchers who wish to clarify the nature of this relationship and its main determinants. Several methods have been used for this purpose, but very few studies evaluated the impact of IT investment on the performance of banks using the Stochastic Frontier Approach.

One objective of banks is to minimise the cost of their payment systems, which involves searching for economies of scale based on technical changes. Despite the difficulties of representing and incorporating technical changes in productivity analyses, an econometric approach can be used to measure the impact of technological changes on banking efficiency. In his book devoted to the productivity of banking branch networks, Rowe (1994) identified three empirical studies on the relationship between bank efficiency and effective technical changes measured by computerisation. These three studies are all based on data from U.S. banks since 1968.

Daniel, Longbrake and Murphy (1973) attempted to explain the influence of the diffusion of computers on the operating costs of U.S. banks. The authors represented these costs with a Cobb-Douglas function under the assumption of constant returns to scale, where production was measured by the number of deposit accounts. The study showed that banks that had a computer for less than one year had higher costs compared with more experienced banks that had been equipped with a computer for more than two years. This result was a consequence of technology learning, but the study did not provide a direct answer to the question of the influence of IT on operating costs and did not explain the choice of hypothesis concerning supposed constant returns to scale. Kolari and Zardkoohi (1987) used a model that tested the relationship between the cost of deposits and a ratio that related IT costs to personnel costs allocated to deposits to show that computerisation reduced the cost of deposits, but the resulting gains had not been exhausted. The authors attributed this result to indivisibilities associated with centralised computer systems in the United States that constituted a limit to computerisation. Lawrence and Shay (1986) measured the efficiency of banks with a multi-product translog function in which they incorporated the cost of computer rental. They showed that the decline in the price of personal computers led to a significant decline in banking employment. The authors concluded that the development of personal computers at the expense of central computers resulted in a significant reduction of the workforce. The model produced estimates for four groups of banks classified by size to show that computerisation allowed significant economies of scale and scope. The obvious limitation of this model was the low importance given to the costs arising from the rental of computers as opposed to the costs of computerisation.

Thus, the studies exploring the impact of technological changes on the U.S. banking sector concluded that there was a reduction in the processing costs of banking transactions along with a decrease in banking employment.

In a more recent study, Beccalli (2007) found a positive relationship between total IT investment and performance in a study of the European banking sector (a sample of 737 banks) during the period 1994–2000. The author used the SFA to estimate the efficiencies of costs and benefits for European banks. His main objective was to determine whether IT investments improved the profitability of banks, and whether banks could gain a competitive advantage by investing in IT and therefore obtain higher short- and long-term profits. The empirical results of the study showed that the impact of IT investment on banks was negative on short-term profitability as measured by ROA and ROE ratios. However, IT had a positive contribution to the long-term costs (technological changes) for all European banks, thus reducing the actual annual costs of production by approximately 3.1%. In addition, the impact of technological changes on cost reductions consistently increased over the studied period. A final result of the study showed that the impact of different types of IT (hardware, software and services) on the performance of European banks was heterogeneous. While investment in services was positively related to bank profitability, acquisitions of hardware and software had a negative impact on performance.

In the Tunisian context, the use of parametric methods in studies of the efficiency of banks was often used in the context of the restructuring of the banking system or of transformations due to structural changes (Kablan, 2009). According Zaghla and Boujelbene (2008), out of the 130 studies on banking efficiency surveyed by Berger and Humphrey (1997), only seven were based on developing countries. The authors noted that none of the selected works covered Tunisia.

Chaffai (1997) was the first researcher to analyse the efficiency of Tunisian commercial banks. This author, evaluating the experience of the deregulation of the Tunisian banking system, found that the total efficiency of banks increased following the liberalisation process initiated in 1986. Another study conducted by Chaffai and Dietsch (1998) undertook an analysis of the evolution of efficiency over time in Tunisia and Morocco. Joumady (2000), furthering the work of Chaffai and Dietsch (1998), adopted a broader approach that considered the pace of technological development. The author showed that the commercial banks were more efficient than the development banks in Tunisia. However, he concluded that in the absence of a competitive environment, there was no clear trend in the evolution of efficiency over the period 1989–1995. Dahmane (2002) followed the approach of Rouabah (2002) to measure the impact of financial liberalisation on the efficiency of Tunisian commercial banks. This author used an SFA to compare the efficiency of banks in the sample over the period 1983–2000. The theoretical and empirical developments showed that the choice of banking output played a particularly important role in the degree of efficiency of 10 Tunisian commercial banks. Thus, activities relating to “collecting deposits” and loans were positively correlated to the efficiency of commercial banks. As for the evolution of efficiency scores, the results of panel data suggested that banks, whether small, medium or large, showed degrees of (in)efficiency, the extent of which varied based on a certain number of determinants. Zaghla and Boujelbene (2008) resorted to an extension of the SFA called “Improved SFA2”, which assumes a truncation parameter that was specific to each bank. The SFA was used with a deterministic model of inefficiency to assess the X-efficiency of Tunisian commercial banks during the period 1989–2003 while identifying the factors that explained the level of efficiency. The results of this study revealed pronounced differences in efficiency depending on the size and structure of bank ownership. The average efficiency of small and medium sized banks was significantly greater than large banks. In addition, public banks were relatively more efficient than private banks. Bannour (2008) attempted to assess the productive efficiency scores of 20 Tunisian commercial banks throughout the 1990–2007 period, which was marked by major changes following the adoption of various financial liberalisation measures by the Tunisian government. To study the cost efficiency levels achieved by these banks, the author used the SFA and tried to identify variables that explained the level of inefficiency (efficiency) of the banks in the sample. The results suggested that Tunisian banks, whether small or large, featured quite different degrees of efficiency. Banks that achieved the best efficiency scores were STB (93.3%), BNA (92%) and UIB (89.5%), followed by BIAT (86.4%) and ATB (83.5%).

However, despite the scientific contribution of this work, the authors did not integrate IT into their studies, although it certainly contributed to the development of the Tunisian banking sector. To fill this gap, Omri and Hachana (2008) followed the approach of Beccalli (2007) and attempted to assess the impact of IT investment on productivity in six Tunisian commercial banks over a five-year period (2000-2006). The authors first attempted to identify the nature of the relationship between IT investment and productivity, and then they explained this relationship using the stochastic frontier method to estimate a cost and banking profit function. The obtained results demonstrated the important role played by IT in financial institutions. In fact, the results showed that IT investments improved banking productivity. Moreover, the authors indicated that taking into consideration the delay between IT investment and performance measures slightly improved the relationship between the two variables. In addition, the authors also showed that measures of X-efficiency better explained the relationship between IT investment and performance than traditional ratios.

STOCHASTIC FRONTIER: THE MODEL OF AIGNER, LOVELL AND SCHMIDT (1977)

The stochastic method, also called the “composed error model”, was simultaneously introduced by Aigner, Lovell and Schmidt (1977) and Meeusen and Van Den Broeck (1977), who specified the production function fitted on individual data with an error term composed of two independent parts, namely, a purely random component (v) distributed on each side of the production frontier and a component representing technical inefficiency (u) distributed on only one side of the frontier. The random component follows a normal symmetric distribution, while the inefficiency component follows a positively skewed distribution for the cost function and a negatively skewed distribution for the production function.

Stochastic Frontier Cost Function

Schmidt and Lovell (1979) showed that under the hypothesis of cost minimisation, the stochastic production frontier of a firm can be written in the form of a cost function. To specify a stochastic frontier cost function, the sign of the inefficiency term must be changed3. Thus, the cost frontier described by Schmidt and Lovell (1979) is given by:
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where:

Yi is the log of production cost of the ith firm;

Xi the vector (K × 1) of input and output prices;

β is a vector of parameters to be estimated;

Vi are the measurement errors and are iid according to symmetric normal distribution N (0, σv2). They are independent of the Ui terms, which are positive and represent the inefficiency cost in production. They are often assumed iid according to skewed normal distribution N(0,σu2).

Time-Varying Efficiency Effect: Battese and Coelli Model Specification (1995)

To avoid the pitfalls of the two-step approach proposed by Battese and Coelli (1992), we implement the one-step approach recommended by the authors in 1995, where a deterministic component is dissociated at the level of inefficiency, represented by a set of variables assumed to influence the efficiency of the bank, from a random part associated with unobservable factors. Thus, the distribution of the random term μit related to the measurement of inefficiency is a normal distribution truncated at zero variance σu2, and the mean mit is defined as mit = Zit δ, where δ is a vector of p parameters to be estimated and vector of p variables that can affect the efficiency of the “i” bank at a “t” time.

IMPACT OF IT ON THE PERFORMANCE OF TUNISIAN BANKS: ESTIMATION OF A STOCHASTIC FRONTIER TRANSLOG COST FUNCTION

In this section, we attempt to conduct an econometric analysis of IT’s impact on the performance of Tunisian banks. The technique used is a stochastic frontier function applied to a multi-product translog cost. The methodology we use is based on the estimation of a model that meets the objectives of the issues raised. In this section, we specify the empirical approach, the model that is the subject of subsequent estimates, our research hypotheses, the definition of our sample and a detailed description of the variables. We then present the results of the estimation of the stochastic frontier translog cost function.

Empirical Approach

The question to be answered concerns the best combination of inputs that can produce an optimal combination of outputs while minimising production costs. Given the multiplicity of functions of a bank, we consider the translog function to be the most appropriate compared with other functional forms because it takes into account multiple complementary links between the explanatory factors and does not impose any restriction on the form of the cost function. We specify this function in its standard form for m outputs and k inputs, where the values of TC (total cost of the bank), q (outputs) and w (input price) are taken in natural logs as follows:
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However, to satisfy the symmetry condition of the cost function, the following restrictions must be imposed: δhj = δjh and σjk = σkj. This function is assumed to be positive (because prices and outputs are positive), homogeneous at degree 1, monotonic and concave in prices (because prices cannot increase infinitely). Some restrictions must also be imposed on the parameter so that the cost function is homogeneous, i.e., [image: art] and [image: art]. We also believe that σij = 0 because of collinearity. The estimation of the model using the method of maximum likelihood provides the cost efficiency measures of the studied banks.

In the case of three inputs and two outputs, Specification (2) includes 25 parameters of interest to be estimated. The constraints of symmetry and homogeneity significantly reduce the number of parameters (15 parameters of interest instead of 25). These homogeneity restrictions materialise in the cost function by normalising the inputs of total cost and prices by one of the prices (we choose the price of the input L, wL). The stochastic frontier translog cost function is thus given for two outputs (q1) and (q2) and three input prices (wL), (wD) and (wk), as follows:
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i ∈ (1 → 15): refers to the number of banks;

t ∈ (1 → 12): refers to the years of study (1998–2009).


Hypotheses and Research Methodology

The research hypotheses

Hypothesis 1: Impact of information technology

Studies conducted on the impact of IT on the productivity of firms are often contradictory. While the works of Brynjolfsson and Hitt (1996), Siegel and Griliches (1992) and Lichtenberg (1995) asserted that there is a positive impact of IT on productivity, the results of Dos Santos, Peffers and Mauer (1993), Prasad and Harker (1997) and Licht and Moch (1999) argued the opposite. Therefore, we expect a positive sign for this variable because IT has the potential to reduce operating costs. Our first hypothesis is therefore as follows:



	H1:
	Investment in information technology has a positive impact on bank performance.




Hypothesis 2: Impact of the “intermediation” variable

To examine the relationship between intermediation activity and bank efficiency, we use the ratio “intermediation margin/GNP”. A low ratio may result in improved efficiency of banks because they benefit from economies of scale. Our second hypothesis is therefore as follows:



	H2:
	The “intermediation” variable has a positive impact on performance.




Hypothesis 3: Impact of size

It is clear that the size variable is largely associated with economies or diseconomies of scale. According to Berger, Hancock and Humphrey (1993), “large firms tend to be closer to the efficient frontier than smaller firms”. However, in analysing the effects of financial liberalisation on the efficiency of Tunisian banks, Cook, Hababou and Roberts (2000) reached a contradictory result. The authors emphasised the fact that the big banks, which are generally publicly owned, operate at a suboptimal scale and tend to extend credit to promote essentially political priorities regardless of profitability. The big banks therefore have a large amount of credit losses. Hence, we expect a negative effect of size on bank performance.



	H3:
	The size variable has a negative impact on performance.




Hypothesis 4: Impact of credit risk

According to the Basel Committee (2007), the largest bank risk is credit risk. Increased risks can be explained through provisions enacted by banks. This increase in provisions affects banks’ results. We conclude that the higher the risk, the greater probability of having bad debts, which therefore results in lower bank performance.



	H4:
	The risk variable has a negative impact on performance.




Hypothesis 5: Impact of management/staff ratio

According to Chaffai (1997) and Berger et al. (1993), “The productivity gains from improved managerial efficiency are much more important than those which might be achieved by the size effect” (quoted in Zaghla and Boujelbene, 2008, p.2). The “management/staff” ratio therefore influences the performance of banks positively because it causes an improvement in agents’ productivity.



	H5:
	The “management/staff” variable has a positive impact on performance.




Research design

Presentation of the sample

To determine the impact of IT investment on banking performance, we selected a sample of 15 Tunisian banks (10 commercial banks: STB, BNA, BIAT, BH, Attijari Bank, Amen Bank, UIB, BT, ATB and BTS and five universal banks: BTK, TQB, BTL, STUSID and BTE).

The analysed sample consists of all the commercial banks with the exception of the Arab Banking Corporation (ABC), which had no regular activity during our study period (the ABC Tunisia Bank was created in 2000). In addition, for reasons of statistical homogeneity, we excluded two small banks from our survey: Citibank (CB) and the Banque Franco-Tunisienne (BFT).

Definition of variables

In the model we adopt, performance is regressed on the use of information technology (the variable of interest) and on other relevant variables (control variables).

We consider the X-efficiency a measure of performance (or productivity, as we are analysing the banking sector), and we attempt to investigate the effect of IT investment on this measure.

Performance (efficiency-X) = f (IT)


In this study, we adopt the intermediation approach originally developed by Sealey and Lindley in 1977. The range of variables is composed of a vector of input prices (wit) and a vector of outputs (qit). Input prices are related to three categories of production factors: labour (L), measured by the number of employees, the financial capital (D), measured by the sum of sight deposits to customers, savings deposits, bonds, term deposits and other financial products, and other amounts due to customers. The different forms of deposits that constitute the financial capital are considered inputs, as stipulated by the supporters of the intermediation approach.

The physical capital (K) is appreciated by net fixed assets. The total cost (TC) includes all operating and financial costs: the “financial costs” are principally interest expenses. The “operating costs” are the expenses for labour and capital, that is, personnel expenses and depreciation and amortisation of fixed assets. The cost calculation is based on bank accounts and bank balance sheet results.

The composition of these costs is summarised as follows:


	The price of labour (wL) is measured as the ratio of personnel expenses resulting from the sum of annual salaries for the bank’s staff and expenses relating those salaries to the annual number of employees. We therefore have: wL = Personnel expenses / Number of employees.

	The price of financial capital (wD) is measured by the average cost of borrowed resources as the ratio of paid interest to deposits. It therefore consists of comparing accrued interest and similar expenses on deposits and customer assets with total deposits. We therefore have:wD = Interest Expense / Total borrowings.

	The price of physical capital (wk) is approximated as the ratio of the amortisation and impairment of assets to fixed assets. We therefore have: wk = amortisation and impairment of assets / Fixed assets.



Concerning banking products, we consider the following two outputs:


	Output 1 (q1): Total credits, which includes credits to customers (portfolio discount accounts receivable of clients + Credits on special resources + Other customer loans) and interbank loans (loans to banks and specialised agencies + cash, BCT, certificates of deposit and commercial paper).

	Output 2 (q2): The securities portfolio, which represents the commercial securities portfolio and the investment portfolio.




	The variable of interest




Technology investments (IT): the purpose of this study is to measure the impact of the introduction of information technology on the performance of banks. Therefore, a measure of IT is necessary. To this end, we opted for technology investments. Because technology investments are not clearly identified in accounting records, they were identified in this study by matching investments in tangible assets (hardware), investments in intangible assets (software) and investments in training and maintenance. To collect this information from Tunisian banks, we opted for the use of a questionnaire applied to the banks’ Management Controllers or Information System Directors. This questionnaire aimed to identify the amounts invested in IT during the period 1998–2009.


	Control variables



In this study, we identified five variables that seem to best explain the activity of Tunisian banks. These variables are:


	INT: intermediation variable measured by the ratio of net interest income to GDP.

	TA: size variable measured by the logarithm of total assets.

	RISQ: variable measuring the cost of credit risk, which is the rate of disputed loans calculated by the ratio of outstanding debts to total loans.

	RCS: the share of executives in relation to the total workforce.

	A dummy variable D: variable used to determine the difference in generated efficiency scores depending on each bank’s type of activity.
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	Dit = 1 if the bank i at a period t is public;



	Dit = 0 if the bank i at a period t is private.




The sign and significance of this interaction term determines whether the impact of IT investment on performance is different depending on whether the bank is either public or private.

Results and Interpretations

Results of parameter estimates of the translog cost function

The estimation of Model (3) using the method of maximum likelihood yields the results shown in Table 1. Coefficients and degrees of efficiency for each bank are estimated using the software FRONTIER 4.1 (Coelli, Rao, & Battese, 1998). It uses alternative parameterisation of the likelihood function that replaces σu2 and
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Table 1

Results of parameter estimates of the Translog cost function under the hypothesis of time variable effect



	Variables

	Coefficient

	Standard deviation

	t-ratio




	[image: art]
	0.054

	0.198

	0.782
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	−0.189

	0.283

	−0.504




	Lnq1
	1.043

	0.373

	2.413**




	Lnq2
	1.472

	0.343

	10.213***
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	−0.034

	0.026

	-0.196
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	0.017

	0.0198

	0.396
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	−0.027

	0.133

	−2.040**
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	0.098

	0.053

	2.69**
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	0.004

	0.009

	0.687




	(Lnq1Lnq2)
	−0.077

	0.316

	−2.045**
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	−0.089

	0.0233

	−9.546***
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	0.076

	0.0204

	14.325***
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	−0.008

	0.280

	0.774
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	0.024

	0.0159

	0.134





***, **,* t of student acceptable to the threshold of 1%, 5% and 10%.


Determinants of cost inefficiency


Table 2

Explanation of cost-inefficiency level



	Variables

	Coefficient

	Standard deviation

	t-ratio




	IT

	−0.0213

	0.121

	−2.342**




	INT

	0.304

	0.173

	2.652**




	TA

	−0.603

	0.161

	−5.637***




	RCS

	−0.160

	0.350

	−2.447**




	RISQ

	0.034

	0.331

	2.418**




	D

	−0.666

	0.346

	2.054**




	σ2 = σu2 + σv2

	0.3244

	0.1853

	4.988***
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	0.8384

	0.373

	41.578***




	Likelihood Log

	−234.865




	LR Test

	128.817




	Number of observations

	180





***, **,* t of student acceptable to the threshold of 1%, 5% and 10%.

In view of the statistical significance of the different variables, the coefficients of “credits” (q1) and “securities portfolio” (q2) outputs are positive and significant at thresholds of 5% and 1%, respectively. Thus, investment assets act positively on the cost frontier, which reveals the weight of securities in raising the costs of financial intermediation in Tunisian banks. This result is due to the fact that banks incur financial and operational expenses when investing in non-traditional activities. Credits also act positively on the cost frontier. The positive sign means that lending activity increases banking costs; in other words, a bank is not able to reduce its costs by increasing its volume of granted loans. This result is of course attributed to credit risk, which is closely related to this type of activity. However, the results also exhibit a negative and significant interaction on the cost frontier between these two outputs at the 5% threshold. The interactions between the prices of inputs and outputs are not significant except for the interaction between the price of physical capital and the price of labour input with loans and securities, which is significant at the 1% threshold. It seems that the two variables—credit and price of physical capital to the price of labour input—act in the opposite direction on the cost function, which means that the higher the loans and the cost of capital to the price of labour input, the lower the total costs. However, the effect of this input and of the securities variable operate in the same direction on the cost function; in other words, the higher the securities and the cost of capital to the price of labour input, the higher the total costs.

The main results that emerge from Table 2 are:

a.   The parameter estimation of variance γ = 0.8384 is close to unity and significant to 1%, indicating that the determinants of inefficiency seem to act significantly on the cost efficiency of Tunisian banks. As a result, the distance of a bank from the “best practices” frontier is largely explained by the inefficiency cost (83.84%), and measurement errors contribute only 16.16%.

b.   With the test of the maximum likelihood ratio, we can check if a model is generally explanatory. The null hypothesis that indicates whether the determinants of inefficiency are absent from the model is strongly rejected. Indeed, when the empirical LR4 ratio is greater than the theoretical value of the chi-square law at the 1% threshold, we can conclude that the model is generally explanatory. In our case, the empirical value of ratio LR = 128.817 is much higher than the theoretical value of chi-square at the 1% threshold and at 6 degrees of freedom5 χ1% (6) = 16.8119.

c.   Table 2 shows that the (IT) variable, as measured by the “IT investment / equity” proxy, acts positively and significantly on the cost efficiency of Tunisian banks (negative and significant at the 5% threshold). This expected result contradicts the “productivity paradox”, whereby IT is in no way associated with better performance. It is in the interest of Tunisian banks, which are interested in improving their productivity and efficiency, to invest more in IT because it plays an important role in improving their cost efficiency. Therefore, we accept the H1 hypothesis, and we confirm that Tunisian banks have an incentive to invest more in IT.

d.   The results show that the intermediation ratio (INT), as measured by the weight of the intermediation margin in the GDP, acts negatively (positive and significant) on the cost efficiency of banks, in the sense that a bank with a certain level of intermediation certainly has the opportunity to benefit from economies of scale and consequently reduce its costs. However, a volume of credit that is too large may increase the use of more expensive financial resources. We therefore reject the H2 hypothesis.

e.   The TA variable acts positively and significantly at the 1% threshold (negative sign) on the cost efficiency of banks. The greater the size, the higher the efficiency level (rejection of the H3 hypothesis).

f.   The RISQ variable is an indicator of the quality of assets generating interest. However, the higher the risk, the higher the likelihood of bad debts. This variable acts positively and significantly on the cost inefficiency of Tunisian banks (at the 5% threshold) and thus negatively on cost efficiency (validation of the H4 hypothesis). Thus, the costs for banks increase with non-performing loans. The Tunisian banking sector does not seem to adopt a risk-averse strategy.

g.  We used the managerial capacity of staff as an environmental variable. This variable acts negatively and significantly at the 5% threshold on the cost inefficiency of the banks in the sample. This factor therefore positively affects the efficiency of these banks, given the added value of executives. We therefore accept the H5 hypothesis.

h.  The Dummy variable is negative and significant at 5%. We conclude that public banks have an average level of cost efficiency that is higher than that of private banks.

Estimation of cost efficiency scores

Table 3 shows the average annual cost effectiveness of Tunisian banks in our sample over the period 1998-2009.


Table 3

Scores of X-efficiency during the period 1998–2009



	Banks

	Cost efficiency scores

	Banks

	Cost efficiency scores




	BNA

	0.9557

	Amen Bank

	0.9539




	STB

	0.9514

	ATB

	0.9543




	BIAT

	0.9519

	BTE

	0.9543




	UIB

	0.9537

	BTK

	0.9551




	BH

	0.9534

	BTL

	0.9541




	Attij..Bank

	0.9545

	TQB

	0.9558




	BT

	0.9535

	STUSID

	0.9559




	BTS

	0.9547

	

	




	Average: 0.9542





What do these efficiency scores reveal? The results obtained from the panel data suggest that the banks in the sample show a relatively high degree of efficiency. The average efficiency of the sector as a whole during the period (1998–2009) is estimated at 95.42%. This result means that the banking costs are above the efficiency frontier of 4.688%6; in other words, the inefficiency term reflects a waste of resources in the Tunisian banking sector of approximately 4.688%.


Over the studied period, the banks that obtained the highest efficiency scores are STUSID (95.59%) and TQB (95.58%), followed by BNA (95.57%). These results imply that with the same resources, these banks are able to increase efficiency by 4.41%, 4.42% and 4.43%, respectively, while maintaining the same level of activity. STUSID and TQB are universal banks, and BNA is one of the largest commercial banks in Tunisia (with STB). STUSID and TQB are medium sized and are not comparable to the largest public bank in the industry, which demonstrates the absence of a linear relationship between size and efficiency. In addition, universal activities must be taken into account in explaining the efficiency of banks. STB, which is tied for the largest public bank with BNA, and BIAT, the largest private bank in Tunisia, have the lowest scores and are the most inefficient. STB particularly suffered from a significant amount of receivables from Tunisian companies; the bank’s dependence on the Central Bank’s refinancing strategy may have decreased, but it still remains. Despite being a private bank that is known for its strict and prudent behaviour regarding its credit policy, BIAT is the most inefficient private bank. Competition appears to play a role. Indeed, most Tunisian private banks, including Attijari Bank and UIB, have strengthened their performance through the acquisition of radically new information technology to address the challenges of “DELTA Global-Banking”.

Figure 1 shows that the growth in the average efficiency of the banks in the sample showed mixed progress between 1998 and 2009. The efficiency of Tunisian banks therefore fluctuates. This result confirms the findings of Chaffai and Dietsch (1998), Cook et al. (2000) and Zaghla and Boujelbene (2008). However, those studies noted fluctuations in efficiency scores despite a general trend upward that was not observed in our study. We observe that starting in 2004, the Tunisian banking sector showed a steady decline in efficiency, with decreasing X-efficiency scores that reached their lowest level in 2009, at approximately 95.32%. This result may be due to acquisitions of extremely expensive new software that led to an increase in general operating expenses and a decrease in efficiency, especially for the private Tunisian banks.
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Figure 1. Evolution of X-efficiency in time



Can the banking sector be described as efficient? We answer this question by conducting an analysis on another aspect of the sector. We split the sample into two groups of banks according to ownership structure and examine their efficiency scores. The mean values for X-efficiency by type of bank (public banks and private banks) are shown in Table 4.


Table 4

Annual evolution of X-efficiency scores of public and private banks in Tunisia, during the period 1998–2000



	Average scores per year

	Cost-efficiency




	Public banks

	Private banks




	1998

	0.95523461

	0.95472233




	1999

	0.95438893

	0.95573676




	2000

	0.95363202

	0.95060916




	2001

	0.95628296

	0.95432597




	2002

	0.95373722

	0.95592873




	2003

	0.95323496

	0.95267591




	2004

	0.95666044

	0.95485779




	2005

	0.95526914

	0.95179121




	2006

	0.95362975

	0.95255233




	2007

	0.95476896

	0.95401081




	2008

	0.95395658

	0.95449039




	2009

	0.95412102

	0.95194209




	Average

	0.95457638

	0.95363696






The data show that public banks are slightly more efficient than private banks, confirming the results of our model’s estimations. This result can be explained by the fact that the Tunisian government recognised the problems caused by non-performing loans, particularly for public banks, and decided to back the debts of public enterprises. Given the large amount of bad loans in their portfolios, this decision primarily benefited the public banks. The government’s action likely improved the public banks’ performance as assessed by the efficiency scores.

Impact of IT Components on Cost Efficiency in Tunisian Banks

Our aim is to study the impact of different components of information technology (hardware, software and services) on the cost efficiency of Tunisian banks. We use 107 banks for this analysis because we do not have complete data for all the banks. The study period remains 1998–2009. We use the following regression model:
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where Pit = the performance of bank i at time t measured by cost efficiency; HAit = investment in hardware (equipment) of bank i at time t; SOit = investment in software (programs) of bank i at time t; SEit = investment in services of bank i at time t; and εit = error term.

The estimation results by Ordinary Least Squares provided by STATA version 10.1 are presented in Table 5. The impact of IT on each component of X-efficiency is heterogeneous: if the coefficient for hardware and services is positive, the coefficient for software is negative. On the one hand, investment in software (programs, processes, and software) negatively affects the cost efficiency of banks, and on the other hand, the acquisition of hardware (equipment) and investments in services (consulting, implementation services, operation services, education, training and maintenance) have a positive and significant effect on the performance of the banks in the sample. This result may suggest that the opportunities associated with the acquisition of software are only beneficial in combination with hardware acquisitions and investments in services.

These findings demonstrate an important implication: the “productivity paradox” does not affect all IT investments. Therefore, we can conclude that Tunisian banks should devote the largest share of their resources to investing in hardware and services because by combining such investments with investments in software, banks can improve their X-efficiency scores.


Table 5

Results of estimations



	Variables

	Cost-efficiency




	HA/TC

	.1985258**




	SO/TC

	−.1247661




	SE/TC

	.1059517**




	HA/CP

	.2996206*




	SO/CP

	−.2000667




	SE/CP

	.105542**





Note: **, *t of student acceptable at threshold

In addition, the negative impact of investments in software on the cost efficiency of Tunisian banks may be explained by the huge budgets allocated by the banks to the acquisition of extremely expensive software, especially in recent years. The allocation of resources to the acquisition of these programs affects the banks’ cost efficiency because the software is very expensive and has a negative impact on other operating expenses.

As part of the modernisation and renovation of their information systems, Tunisian banks will certainly require new solutions or new software (namely, Global Banking solutions) to cope with increased competition on the domestic market and to strengthen their positions in the international market. The banks will then develop the requisite knowledge and experience to cope with the increase in costs caused by the adoption of new electronic procedures and computerised systems.

IT AND PERFORMANCE OF TUNISIAN BANKS: APPLICATION OF THE DEA METHOD

The use of Data Envelopment Analysis leads to interesting findings. DEA makes it possible to assess the X-efficiency of Tunisian banks over the 1998–2009 period while also identifying the factors that explain the level of inefficiency by using the Tobit model recommended in the literature (Kobou, Ngoa Tabi, & Moungou, 2009; Weill, 2006; Ajmi & Taktak, 2006; Bourdon, 2009). Thus, we use a two-step approach: first, we estimate the technical efficiency of Tunisian banks using the DEA method through the software program DEAP 2.1 (Coelli, 1996). Second, the efficiency scores are used in a TOBIT regression model to analyse predictors of the inefficiency gaps between banks. The results of the regression models are provided by the software program STATA 10.1.


Analysis of Efficiency Scores of Tunisian Banks

It should be noted that the measure of efficiency by the DEA method is conducted on all 180 observations assuming that over the period 1998–2009 there were no technology changes that were likely to affect the production process8. The implementation of the DEA method with the selected inputs and outputs allows us to identify the banks’ efficiency scores (Table 6). For an easier interpretation of the results, the efficiency scores are presented in terms of distance of Farrell (if θi is strictly less than 1, then the DMU ‘Decision Making Unit’ is technically inefficient). The models are estimated under variable returns to scale because this option simultaneously provides results in the variable returns to scale and constant returns to scale formats.

Table 6 provides the results of the efficiency measures estimated by the DEA method. The technical efficiency scores presented in the table are input-oriented measures of efficiency, and the complementary measure related to each unit of the efficiency score measures the proportional reduction of inputs without reducing the level of outputs. The empirical results show that the average X-efficiency level of Tunisian banks varies from 51.4% in 1998 to 87.5% in 2009, with an average of 76.3% over the entire period. Thus, if banks use the available inputs in an efficient manner, they can reduce their production costs by 23.7% while maintaining the same level of production. This result shows that banks did not succeed in maximising outputs given the available inputs (technical efficiency). A more detailed analysis of the degree of efficiency by bank and year reveals a degree of heterogeneity in the efficiency levels by bank. Indeed, UIB has the lowest degree of average efficiency over the entire period, followed by TQB, and STUSID has the highest average efficiency over the period, followed by BTE.


Table 6

Annual efficiency scores θi of Tunisian banks (1998–2009)
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Note: The scores are calculated under the hypothesis of constant returns to scale.

Estimate by TOBIT Model (Tobin, 1958)

Considering that technical efficiency scores range between zero and one, the use of censored models such as the Tobit censored Model is recommended over Ordinary Least Squares regression (Kablan, 2009; Wélé, 2008; Weill, 2006). This model is used when two conditions are met, namely, the dependent variable is continuous in an interval, and the probability that the dependent variable takes a zero value is positive. For the determinants of bank efficiency, the dependent variable “level of efficiency” is continuous in the interval [0,1]. The censored Tobit Model is not appropriate because the dependent variable does not accept null values (Maddala, 1983; Greene, 1995). To overcome this difficulty, we instead explain the inefficiency of the banks using the Tobit censored Model because the level of inefficiency takes null and positive values and is continuous in the interval [0,1]. The dependent variable is censored to keep observations in the sample for which the value of the dependent variable is zero. Therefore, a censored Tobit Model can be used to explain the inefficiency of banks.

Results Analysis of Model Estimates

At this stage, we are prompted to explain the inefficiency factors measured at the initial stage through the DEA model. The dependent variable “inefficiency” is continuous and limited to zero. To better examine the relationship between banking performance and information technology, investments in IT are regressed, as indicated by the following tested model (Model 5):

[image: art]

where TIit represents the technical inefficiency of the bank i at period t, measured by the DEA approach. The ITit: “information technology” variable is measured by the weight of IT investments in the total costs of banks9. TAit is a size variable that is measured by the logarithm of total assets, INTit is an intermediation variable that is measured by the ratio of interest margin over GNP, RISQit is a risk variable that is calculated by the ratio of non-performing loans compared with total loans, RCSit is the staff ratio variable and is measured by the share of senior managers compared with the total workforce, Dit is a dummy variable that = 1 if bank i at period t is public and = 0 if bank i at period t is private and εit is an error term. Table 7 presents the estimates of Model (5) performed according to a Tobit model with random effects.


Table 7

Result of TOBIT Regression Model

[image: art]

***Significance at the threshold of 1%; **Significance at the threshold of 5%; *Significance at the threshold of 10%.

Our research demonstrates the important role played by IT in financial institutions and particularly in Tunisian banks because IT investments clearly improve banking productivity. This result confirms the results found through the SFA method. The factors that positively affect the level of efficiency in Tunisian banks include the variables “size”, “managerial capacity of staff” and “intermediation”. These results suggest that large banks are more efficient because they must demonstrate their managerial capacity with a large amount of total assets. Concerning the analysis of the impact of labour, the results show that managerial capacity over personnel positively and significantly affects the efficiency of banks given the high value added from executives. It also appears that the role played by Tunisian banks in the financing of the economy, combined with the use of IT, positively affects the performance of the banks. Among the factors that adversely affect levels of efficiency, we can cite “credit risk”, which is measured by comparing non-performing loans with total loans. The negative relationship is obvious, and it corroborates the results found in previous studies finding that Tunisian banks are excessively involved in risky activities, and the deterioration of asset quality is the main source of their failure. Thus, Tunisian banks can be expected to improve their efforts to establish adequate reserves to hedge against potential risks.

DEA AND SFA APPROACHES: COMPARISON OF EFFICIENCY LEVELS

In the literature on banking efficiency, only a few studies have used two or more techniques to estimate efficiency scores on a single sample. We briefly summarise these works to extract the most relevant findings and compare them to the results of our study.

The first study was performed by Ferrier and Lovell (1990), who applied the parametric SFA and the non-parametric DEA on a sample of 575 American banks to estimate cost efficiencies. Their findings suggested similarities and differences between the two approaches. The two techniques largely concurred on the average value of cost efficiency: 74% with the SFA and 79% with the DEA. However, the two techniques revealed clear differences in the breakdown of technical and allocative inefficiencies. Technical inefficiencies dominated with the DEA, while the best allocative inefficiencies were provided by the SFA. Resti (1997) measured the cost efficiency of a sample of 270 Italian banks using both DEA and SFA approaches. He noted similarities between the techniques. On the one hand, the average efficiency values were comparable (68.1% with the DEA and 69.5% with the SFA), but on the other hand, there was a strong positive correlation between the scores (86.7%). The author concluded that both efficiency approaches provided sound efficiency measures for the Italian banking sector. Drake and Weyman-Jones (1996) also applied the same two approaches to estimate the cost efficiency of a sample of 46 British real estate companies. They observed differences in average efficiency scores (98% with the SFA and 87.6% with the DEA), although the correlation ratio was very high (97.15%). Sheldon’s (1994) study of a sample of 477 Swiss banks yielded more impressive results: the average efficiency score was approximately 3.9% with the SFA and approximately 56% with the DEA. Furthermore, the author observed an absence of a correlation between the two approaches because the correlation coefficient was 1% and non-significant.

Several general conclusions emerge from this literature review. First, there is a consensus on the soundness of the scores provided by the parametric approaches. Second, the studies do not agree on the differences between the average efficiency scores provided by the parametric and non-parametric approaches. Third, while the studies on American banks suggested a lack of correlation between the scores given by the DEA and SFA approaches, the studies on European banks attempted to demonstrate the existence of a strong correlation between the scores. Nonetheless, these studies are scarce and limited.

Therefore, we try to provide further evidence on the subject first by comparing the efficiency scores provided by the DEA and the SFA, and second by measuring the correlation between the scores. This comparison allows us to test the soundness of the different approaches of measuring efficiency. Table 8 reports the main characteristics of the different efficiency scores obtained through each of the two approaches (average, standard deviation, minimum and maximum). On the one hand, we observe that there are differences in the average X-efficiency scores provided by each approach (75.50% with the DEA and 95.42% with the SFA), and, on the other hand, we see that the SFA approach provides the highest scores.


Table 8

Descriptive statistics of average efficiency scores



	

	Average

	S. D.

	Minimum

	Maximum




	DEA

	.7550833

	.1012301

	.514

	.875




	SFA

	.9542006

	.0010769

	.9524229

	.9559394





We then proceed to measure the correlations between the efficiency scores calculated through each approach. The results of the correlation tests are shown in Table 9.


Table 9

Correlation between scores



	

	DEA

	SFA




	DEA

	1.0000

	−0.3294




	SFA

	−0.3294

	1.0000





These results show a negative and non-significant correlation between the efficiency scores calculated through the two approaches. Therefore, our results are consistent with those of Lozano (1997) on Spanish banks and Sheldon (1994) on Swiss banks, who both showed no significant positive relationship between the X-efficiency scores calculated through DEA and SFA. However, our findings do not concur with those of Resti (1997) on Italian banks or Drake and Weyman-Jones (1996) on British companies, who both highlighted the existence of a strong correlation between the average efficiency scores calculated by the parametric and non-parametric methods.

CONCLUSION

In the context of this research, we examine the relationship between IT investment and the performance of Tunisian banks using the Stochastic Frontier Approach of a translog cost function. Our study includes 15 Tunisian banks over a 12-year period (1998–2009). The study is enhanced by a comparison between the results found according to the DEA method and the SFA method to test the soundness of both approaches to efficiency measurement.

The results obtained show that information technology positively and significantly affects the cost efficiency of Tunisian banks (results from both the DEA and SFA approaches). This result contradicts the “productivity paradox”, whereby IT is in no way associated with better performance. It is in the interest of Tunisian banks, which wish to improve their productivity and efficiency, to invest more in IT because it plays a major role in improving their cost efficiency. As for the evolution of the efficiency scores, the results obtained from the panel data suggest that the banks in our sample show degrees of (in)efficiency, but the extent of the (in)efficiency varies according to a number of determinants, especially the determinants that indicate a negative impact. The observation of the dispersion of the degree of effectiveness by bank is highly instructive on the competitiveness of banks in terms of costs. As for the relationship between size and efficiency, large institutions do not show the highest efficiency scores over the period. In addition, the results show that public banks are slightly more efficient than private banks. Finally, our examination of the impact of different IT components (hardware, software and services) on the cost efficiency of Tunisian banks provides an important conclusion: the “productivity paradox” does not affect the entire IT investment: opportunities associated with the acquisition of software are only effective in combination with hardware acquisitions and investments in services.

Finally, given the scarcity of studies on the impact of IT on the performance of banks, new lines of research are open to researchers. Though this research does not pretend to be exhaustive, we recommend furthering this study by adopting other approaches to measure efficiency or by adding other variables (macro-economic, market structure etc.) to the inefficiency term, considering the importance of these variables in explaining banks’ levels of efficiency. We also recommend studying the impact of IT on the performance of Tunisian banks before and after the 2008 financial crisis, which naturally raises the following questions: If the financial crisis affected the IT sector, was the performance of Tunisian banks affected? In other words, does IT always have a positive impact on the technical efficiency and cost efficiency of Tunisian banks, even after the global financial crisis of 2008?

To conclude this study, we are able to highlight the role of information technology in improving the performance of Tunisian banks. These banks must demonstrate expertise and a sufficient learning capacity to cope with the current global financial crisis and to overcome the problems associated with this phenomenon. Finally, despite the contributions of this research, many research opportunities are open, and much work remains to be done to move toward a better understanding of the effects of information technology, an extremely exciting variable.

NOTES

1.      The essential characteristic of the DEA approach is that it does not require a particular specification of the production function. This important element has two major advantages. First, we know that in a heterogeneous sample, a specification that would suit the majority of production units is not necessarily relevant to one of their subsets. Second, this approach allows us to simultaneously consider multiple inputs and multiple outputs. Although this approach has been widely used in studies of efficiency, it has a major drawback: it does not take into account errors that can affect the data. Indeed, the DEA method does not address statistical noise and does not envelop the data as in an econometric model. The SFA method, in turn, consists of an econometric frontier estimation of best practices. It has two main advantages over the non-parametric approach. On the one hand, it helps to distinguish the effects of noise (measurement errors) from the effects of inefficiency and thus takes into account the presence of exogenous shocks. Therefore, errors are broken down into two components: an inefficiency component and a random component that combines the measurement errors and exogenous shocks. On the other hand, the SFA method is less sensitive to outliers.

2.      This method, also referred to as the “Improved Stochastic Frontier Approach, or ISFA”, assumes a different truncation parameter for each bank. The method was first introduced by Battese and Coelli (1995) and was an extension of the work of Huang and Liu (1994), Reifschneider and Stevenson (1991) and Kumbhakar, Ghosh and Mc Guekin (1991).

3.      In a cost function, inefficiency is a positive sign because a lack of performance generates a cost to a firm.

4.      The likelihood ratio test is given by the following statistic: LR = [Ln(H0) − Ln(H1)], where Ln(H0) and Ln(H1) represent the logarithms of likelihood in the estimated models under the null hypothesis and the alternative hypothesis, respectively. This statistic asymptotically follows a chi-square, having the number of restrictions under the null hypothesis as degrees of freedom, with H0:γ = δ1 = … = δ7 = 0.


5.      The degrees of freedom correspond to the number of exogenous variables in the model of inefficiency.

6.      Since the cost-efficiency scoreit = exp (-Uit), then the inefficiency term Uit = log (1/ efficiency score).

7.      The banks included the sample are five commercial banks (BNA, BH, BT, ATB and BIAT) and five universal banks (BTK, DTE, BTL, STUSID and TQB).

8.      This assumption implies that the production function retains the same type of relationship between inputs and outputs, and any technological change is attributable to efficiency.

9.      The total costs include personnel costs, interest expenses and depreciation and amortisation of fixed assets.
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ABSTRACT

This paper attempts to determine the best alternative model of options pricing with the capacity to control both the level of skewness and kurtosis. It aims to replicate the effectiveness of classic stochastic and deterministic option pricing models and also establish a correlation between the underlying stock returns and their volatility. The paper follows a structural approach for analysing the Hull-White model (with two stochastic versions: non-related and correlated) with respect to the Black-Scholes model, which is a benchmark model. The focus is on fabricating such a model for predicting and protecting the market options price during uncertain financial upheavals. The suggested models have been tested in extreme conditions to determine effectiveness. Furthermore, the paper also examines the hedging effectiveness of hypothecated models.
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INTRODUCTION

Based on the framework of geometric Brownian motion and its counterpart Wiener (1938) process, Black and Scholes (1973) and Merton (1973) derived the formula for pricing European call options. The Black-Scholes-Merton (BSM) model assumes that the underlying assets follow a log-normal distribution pattern with constant drift and diffusion. The BSM model also assumes that the parameters viz. drift and diffusion (volatility) remain constant throughout the life of the option. However, in reality, the juxtaposition of implied volatility, moneyness and maturity manifests a smile. Further analysis revealed that the non-normality of the return distribution of the underlying assets and volatility clustering (serial autocorrelation of asset return) causes smile (Black, 1975; Cox & Ross, 1976; Johnson & Shanno, 1987; Merton, 1976a, 1976b; Scott, 1987; Stein & Stein, 1991, Wiggins, 1987). The flock concatenated smile to orderly mispricing of options across moneyness and maturity. Later, the cause of the pricing error of Black-Scholes (BS) model was revealed to be rooted mainly in the model itself. The unrealistic theoretical assumptions of the model, namely financial characteristics such as non-normal distribution of the asset’s return (Figure 1), leverage effect (Figure 2) and volatility clustering (Figure 3), found in almost all tradable financial asset return series data, were responsible for the pricing bias.

Theoretical and empirical discrepancies of BS triggered the development of more advanced and complex stochastic volatility models, which focus on random dynamics and the interplay of asset returns, including return volatility. These models were based on the assumption that, for complex volatility models, the solution of the Partial Differential Equation (PDE) of BSM would not be a difficult task. However, this was not the case, as the solution of a PDE in a stochastic framework mainly depends on the risk preferences of traders; creation of a riskless portfolio was not possible when only an option and its underlying assets were available for trading. However, in cases when volatility is also available for trading, then perfect hedging would be achieved, and the criteria of a risk free solution for a PDE could thus be met. Therefore, to mitigate the risk of volatility, risk premium was introduced into the theory of options pricing. Scott (1987), Johnson and Shanno (1987), Wiggins (1987), and Hull and White (1987, 1988) generalised the framework of Black-Scholes and set the foundation for the development of stochastic models in options pricing.

The stochastic volatility model, proposed by Scott (1987), is based on the assumption that volatility follows a continuous diffusion process. Johnson and Shanno (1987) assumed a correlation between stock returns and return volatility, whereas Wiggins (1987) assumed a hopscotch finite difference method. To incorporate the random dynamics of asset pricing into option pricing models, Hull-White (1987) focused on the development of a more realistic and appropriate pricing method/model and achieved first success in developing a scientific approach to value ‘options’. By modelling the inter-dynamics of asset pricing and its volatility, they had laid the foundation for new era in option pricing. Empirical studies have revealed that the models that incorporate a correlation between asset price and return volatility are more consistent with fatter tails in the asset return distribution and are thus closer to reality. To price options, HW87 employs Taylor’s power series approximation on the average value of the stochastic variance of assets. The model of HW87 is based on the assumption that not only the return of the assets, but also their volatility, is stochastic (random) in nature. Hull and White hypothesised that, when volatility is itself volatile, available information is of no use to traders because is insufficient for determining future levels of volatility. This assumption created a dilemma for traders and investors, as it invalidated the conceptual framework of fundamental and technical analysis (indirectly). Hull and White further stated that, in cases when asset price follows a random volatility process, the investors are exposed to a risk in addition to the risk of random evolvement of asset price process. This scenario implies that option price can change even if there is no change in the price of its underlying assets during the life of an option because the volatility process alone is strong enough to change the option price. To provide an appropriate model for option pricing, Hull-White conceptualised another framework. Whereas the first version modelled an asset’s price and its volatility as a stochastic process and assumed that there is no correlation between them, in the second framework they assumed a correlation between the two processes and extended the first framework to incorporate the leptokurtic behaviour of asset return and smile together. However, contrary to their earlier counterparts, they did not allow negative volatility processes in the modelling of options pricing.

Post-Hull-White, a series of stochastic models came into existence, but few of them managed to retain the attention of practitioners and researchers. The stochastic models of Heston (1993) and Heston-Nandi (2000), Implied Binomial Trees model of Rubinstein (1994), Derman and Kani (1994), and Dupire (1994), ARCH models of Engle (1995), stochastic jump diffusion model of Bates (1996), DVF model of Dumas, Fleming and Whaley (1998) and affine jump-diffusion model of Duffie, Pan and Singleton (2000) are some models that managed to gain some popularity. These models all suffered from the common weakness that the estimation of model parameters characterising stochastic volatility is quite computationally intensive.

Thus, to provide a more focused approach, we tested the applicability of the benchmark BS model (Black & Scholes, 1973) and its stochastic counterpart, Hull and White (1987, 1988). Despite different assumptions, both models remain the most dominant models of their type amidst analytical tractability. To evaluate the stability/robustness of these models during the most dynamic and turbulent financial changes, the models have been put through a complete cycle of financial swings. Furthermore, the models are passed through the data collected from the most steady-unsteady period of Indian financial frames. This phase in particular shows an extreme amount of unpredictability and thus provides the most apt situation for testing the relative competitiveness of the models. As the models will consider the extreme range of market (index) movements, the real time applicability of models becomes more feasible.

As all of the parameters of the BS model except volatility are directly observable from the market, the model’s performance largely depends on the quality of volatility. Though there are several methods to measure volatility, only few of them are dominant. Generally, practitioners measure volatility in two ways: looking backward and looking forward. The implied volatility (IV), obtained from the market option prices, has been found to be forward looking. As IV incorporates market information embedded in options prices, it reflects the future volatility of the underlying asset and is thus very popular (Day & Craig, 1992; Edey & Elliot, 1992; Canina & Figlewski, 1993; Christensen & Prabhala, 1998; Ederington & Guan, 2002). We therefore utilised IV as an input in BS to determine the price of Nifty index options.

To justify a study pertaining to Nifty index options of India, we have compared and contrasted the log normal distribution of Nifty with its global counterparts such as FTSE 100, KOSPI, Nikkei 225, TAIEX, and RUSELL 2000. Figure 1 provides strong support to the question of “why India?” Figure 1 clearly exhibits that log normal frequency distribution of Nifty is most unique as it has the longest tails on both sides (for sample period January 2000–September 2013). Table 1 also clearly exhibits that, when comparing the six indices, the return distribution of Nifty is most unique and depicts the highest value of Kurtosis and Jarque-Bera (test of non-log-normality). The same pattern is also observed for the sample in this study (2006–2011). This finding implies that during the period of study, investors had great opportunity for extreme positive and negative returns while trading at Nifty. Furthermore, the positive value of skewness of Nifty also qualifies it for the purpose of this study. Other than Nifty, the skewness of all other global indices is negative (Table 1). Kurtosis of the Nifty supports the conclusion that, during the period 2006–2011, the probability of occurrence of extreme returns was more likely for Nifty compared to its global counterparts. At the same time, the probability of scenarios of extremely negative returns was not as likely. Accordingly, this research paper mainly focuses on inventing and determining the best alternative option pricing model that can define the right distributional assumptions for pricing S&P CNX Nifty 50 index option of India.

In addition to the distribution characteristics, the growing literature on option prices and exponential growth of Nifty index options on the bourse of National Stock Exchange (NSE) of India also motivated us to investigate the inter-competence of the two models in the Indian context. The only issue that needs to be managed effectively is the calibration of the model parameters. To determine the parameters of models and make these models consistent with market prices, this research paper has utilised the method of optimisation. The remainder of the paper is structured as follows: The section entitled ‘Option Pricing Process’ details the basic assumptions and properties of the BS and Hull and White pricing processes. Section ‘Data Description’ explores the data screening procedure of Nifty index options and briefly reviews the parameters estimation methods. Section ‘Out-Of-Sample Pricing Performance’ discuses the empirical results and critically examines the relative perfection of BS and HW. In addition, this section also briefly reviews the hedging effectiveness and correlation sensitivity of Hull and White models. The last section finally concludes the study.


Table 1

Statistics of frequency distribution of global indices
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Financial Characteristics of Nifty

Figures 1–4 display various financial characteristics of Nifty index options that are vital for the applicability of option pricing models and also for the pricing of index options underlying the Nifty index. Figure 1 shows that, for the period of study, the frequency plot of Nifty index return is non-lognormal. Researchers rooted smile led prices bias of BS to this non-log normality of assets prices. Figure 2 provides evidence that the Nifty index return, and its implied volatility, are strongly negatively correlated, whereas Figure 3 shows that the asset return volatility tends to imply a mean reverting stochastic volatility process. Together, all three financial characteristics create the view that parameters of the HW stochastic volatility process (estimated from option prices) can be used to produce reliable predictions of the day-ahead relationship between Nifty index option prices and its index levels. The smile pattern exhibited in Figure 4 reveals the existence of unique implied volatilities for different sets of maturity and strike. Consequently, accurate pricing and hedging of options become typical tasks to achieve within the standard BS framework. However, in the stochastic framework of Hull and White, achieving accurate pricing and hedging is more challenging.
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Figure 1. Log non-normal distribution of return of Nifty and its global counterparts (January 2000–September 2013)
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Figure 2. Leverage effect of Nifty index
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Figure 3. Volatility clustering of Nifty index return
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Figure 4. 3-D volatility smile surface of Nifty index options, observed on 24 October 2008 (Parameters: S = 2584, K = 2000 : 3000, r = 7.18%, q = 0, T = 5 : 90 Days)



OPTION PRICING PROCESS

Black–Scholes–Merton

The ‘No Arbitrage Argument’ is one of several generic approaches to asset pricing. This approach is also the essence of the benchmark BS partial differential equation (PDE), which can be solved numerically for various asset classes, even with special cases.

Black, Scholes and Merton assumed that the asset price follows a geometric Brownian process (Karatzas & Shreve, 1991) driven by a source of randomness, Wt:
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Where μ is the expected rate of return also known as drift rate (in the BS framework it is same for all investors) and σ is the volatility of asset returns—both assumed to be constant. Their path breaking formula for pricing European call option is:
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where
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S is the current stock price, X is the option’s strike price, r is the continuously compounded risk-free interest rate, T is the time to maturity in years, σ is the standard deviation of the price of the underlying stock, and N(d) is the Gaussian distribution function.

Implied volatility

This method is the reverse approach to finding volatility. Instead of specifying a mathematically complex model and estimating its parameters, this method matches the cross-section of option prices with Black-Scholes model prices and calculates the volatility independent of the model parameters. Accordingly, this volatility is also known as model-free implied volatility. For the calculation of implied volatility, the choice of moneyness is extremely important. For example, the implied volatility extracted from the market data set often exhibits a smile. To adjust for this, researchers used at-the-money implied volatility for forecasting the prices of financial assets. Although this method alleviates the “smile” problem to some extent, it also discards the usage of all potential information contained in the rest of the option prices. To circumvent this outcome, we banked on parametric implied volatilities and extracted the implied volatility from a set of option prices, thereby ensuring the incorporation of all the information embedded in the option prices across moneyness and maturities. These volatilities are further utilised to forecast future expectations of the market participants; hence, this approach constitutes a forward-looking estimate of the volatility of the underlying asset. The calibration procedure of the implied volatility is discussed in section entitled Data Description–Calibration of Competing Models of this paper.

Hull-White (1987)

As stated earlier, to fulfil the empirical deficiencies of Black-Scholes, Hull and White (1987) developed a stochastic model. They assumed that the asset price and the instantaneous variance follow the following stochastic process in a risk-neutral world:
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Where, b and α are the drifts of the asset price and variance respectively; V is the variance i.e. V = σ2, ξ is the volatility of the variance; dz and dw are independent Wiener processes, therefore meaning that the asset price and volatility are not correlated; and α and ξ are independent of S. The option pricing formula of Hull-White relies on the distribution of the average variance V of the asset price process over the life of the option defined by the stochastic integral
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Where [image: art] is the BS formula with its usual notations, and [image: art] is the mean variance over the lifetime of the option, mathematically defined as
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Similar to BS, HW (1987) found that the conditional distribution of the terminal asset price is also log-normally distributed. However, the risk-neutral dynamics of the volatility do not depend on the asset price S. The previous two expressions do not exist for cases in which asset price and volatility are correlated. As the formula of HW is independent of investors’ risk preferences, it does not incorporate risk premium in the option-pricing model, defined as
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Where f(ST|S, v) is the conditional distribution of asset price (ST) and variance at time t; C(ST, vT, T) is the traditional payoff function defined as max{ST − K, 0}. Utilising Taylor’s series (Taylor, 1986), they expanded the above model with expected values and derived the option pricing formula
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Hull and White (1988) Correlated Stochastic Volatility Model

To rectify the empirical discrepancies of their own model, Hull and White (1988) conceptualised a new framework for stochastic volatility options pricing. The new framework dealt with controlling the non-lognormal characteristics of assets returns. To improve on the prior framework, they offered a more flexible distributional structure and relaxed the zero correlation restriction of Hull and White (1987). However, as with the previous version, they assumed that the asset price and its volatility follow a square root stochastic volatility process, defined as
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Similar to Hull and White (1987), dz and dw here are Wiener processes with correlation ρ, and ξ is the instantaneous volatility of the volatility [image: art]. As, in an absolute sense, volatility cannot be negative, the term α + βV ensures a positive instantaneous variance (V) between the asset return and volatility.

Again utilising the second-order Taylor series expansion, Hull-White developed a closed form approximation around a constant volatility specification (ξ = 0) and developed the closed-form approximation for pricing European call option under stochastic correlated framework, defined as
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The price bias added to the BS formula yields the stochastic-volatility adjusted call price. However, in cases where the variance is constant, i.e. ξ = 0, Hull and White (1988) will converge with the traditional BS.

DATA DESCRIPTION

Figure 1 implicitly shows that the period of 2006–2011 was a dynamic one for traders and investors. This timeframe tested not only the quality of all entities related to capital markets, but also the robustness of their financial mathematical models. In the midst of this time frame, Nifty peaked early but then felt the impacts of the global financial crisis. However, it soon rose steadily but did not reach its previous high. Since then, Nifty’s growth has been sluggish. In the beginning of 2006, the Indian economy expanded at its fastest pace, but it later slowed down. Accordingly, we identified this specific period for our research to test the effectiveness of stochastic HW and deterministic BS models. This period provides the best laboratory conditions to gauge the effectiveness of appropriate models and to measure the pros and cons of options pricing. To identify the most appropriate model, we have tested the models using data from this timeframe with the assumption that the best model will hold during any type of trading scenario. To determine the empirical performance of the models, we collected the historical data of S&P CNX Nifty 50 Index option contracts for the period specified, i.e. data for 1487 trading days. We have also collated the interest rate data yield of “91 Day T-Bill” for the period specified, i.e. 1 January 2006 to 31 December 2011. The data set was collected manually from the official browsers of the National Stock Exchange (NSE) and the Reserve Bank of India (RBI). Data on option type, strike price, underlying index price, maturity date and risk free interest rate have been cleaned and merged.

Data Screening Procedure

To ensure that the raw data are ideal to test the conceptual framework of Black-Scholes, and Hull-White (1987, 1988), we passed the sample data through five exclusionary filters, applied in sequence. Accordingly, we have tried to remove the irregularities in the options data, considered to be sensitive for our pricing analysis. First, call option prices not satisfying the arbitrage-cum-lower boundary conditions Max(0,S − X,St − X e−r(T−t) ≤ CMarket ≤ S were removed from the data set. Thereafter, illiquid and extremely sensitive options not satisfying the conditions such as number of trading contract/open interest equal to zero, number of traded contracts less than 50, maturity T > 90 and T < 3 days and moneyness [image: art] were discarded from the data set. The above exclusionary filters resulted in the rejection of over 94% of the sample option data. Table 2 displays the descriptive summary statistics for the Nifty index option during the period specified.


Table 2

Filter statistics of Nifty index call options (2006–2011)
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Option Categories

To provide a tabular and sequential analysis, we framed moneyness in five categories and maturity in three categories. The moneyness (S-X)/X groups are categorised as:
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Whereas maturity (T) is grouped as:
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The combination of these two factors resulted in fifteen categories of moneyness-maturity. We then categorically placed the filtered data in this matrix composition. Table 3 displays the summary statistics of this matrix. The following abbreviations have been used throughout this paper: DOTM: deep-out-of-the-money, OTM: out-of-the-money, ATM: at-the-money, ITM: in-the-money, and DOTM: deep-in-the-money.


Table 3

Descriptive statistics of Nifty index call option for the year 2006-2011 (post filtration)
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Performance Evaluation Methodology

To determine the relative competence and out-of-sample forecasting competiveness of the models, we juxtaposed HW and BS relative to the market. Furthermore, to ensure the quality of analysis, we employed the techniques of error metrics viz. Percentage Mean Error (MPE) and Mean Absolute Percentage Error (MAPE) to determine the parities of the models. The mathematical expressions of the two error metrics are
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Where [image: art] and [image: art] is the expected and market price of the ith observation, and n is the total number of observations. Positive (negative) MPE implies that the model overprices (under prices) specific options, while the value of MAPE helps determine whether the model provides a good approximation relative to the market.

Calibration of Competing Models

In a stochastic environment, the calibration of parameters is extremely cumbersome. However, studies reveal that the stable parameters can be deduced to the closest proximity by minimising the price bias of the model and the market, independent of stochastic and deterministic framework. This process is widely known as optimisation (Rubinstein, 1985; Rouah & Vainberg, 2007). The simplest generalised optimisation function is f(Ω)
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Where Ω is a set of vector parameters of models to be calibrated daily. The optimal set of parameters extracted from the previous day will be embedded in the models to price the current day options. This estimation procedure is repeated for each day of the sample data. The advantage of this method is that, in addition to providing stable parameters, it also incorporates information from the market (inherent in the historical data of underlying asset) in the option prices. However, compared to BS, calibration of Hull and White (1987, 1988) models is quite complex because, in the latter model, four parameters need to be estimated concurrently whereas in the former model, only one, i.e. implied volatility (IV), is required.

OUT-OF-SAMPLE PRICING PERFORMANCE

To analyse the competiveness of the classic Black-Scholes model versus stochastic Hull-White models (Hull and White, 1987, 1988), we examined the pricing correlations between the models. We thoroughly evaluated various combinations of moneyness and maturity depicting volatility, price and error statistics of BS and HW’s. Tables 4, 5, 6 and 7 display descriptive statistics of these combinations. The outcomes of cross-sectional, comparative and analytical study of the given tables will decide how the models compare to one another. This section is intended (moneyness-maturity wise) to identify the best model in a particular category, based on the relative error performance.

Table 4 displays the dependence of implied volatility on maturity and moneyness. It clearly supports the empirical research work of Merton (1976 a, b), Scott (1987), Johnson and Shanno (1987), and Wiggins (1987) and finds that implied volatility varies systematically with respect to maturity and moneyness. Table 4 also shows that implied volatility tends to vary from DOTM to DITM options and makes a systematic upward trend when it deviates from ATM. However, the variation in implied volatility ranging from DOTM to DITM is highest in the case of BSM followed by HW87 and HW88. This variation depicts the models’ volatility smile capturing capacity. Table 4 demonstrates that HW88 explains the smile phenomenon more profoundly.


Table 4

Implied Volatility Statistics of Black-Scholes & Hull-White’s model
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Table 5 shows the price statistics of S&P CNX Nifty Index call options (moneyness-maturity) for the time period ranging from 1 January 2006 to 31 December 2011. It shows that the values of call options depend on moneyness and maturity. The price pattern exhibited in Table 5 validates the theory of option prices as the maturity-moneyness sequences of call options follow the ascending order understood by the series: DOTM < OTM < ATM < ITM < DITM and short term < medium term < long term.


Table 5

Price statistics of Black-Scholes & Hull-White’s models
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Table 6 demonstrates the price effectiveness of the models underlying their cross-sectional and comparative Mean Percentage Error (MPE) analysis across moneyness and maturity groups.


Table 6

Mean percentage price bias statistics of Black-Scholes & Hull-White’s models
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Based on the data presented in Table 6, it can be concluded that the model of Black-Scholes-Merton and Hull-White (1987) overprice DOTM, OTM, ATM, ITM options and underprice DITM Nifty index call options, both in terms of moneyness. Table 6 clearly shows that the BS model severely mispriced DOTM & OTM, while Hull and White (1987, 1988) were relatively better at pricing these options. In all three models, we noticed a systematic decrease in the price error going from DOTM to DITM. The sequence is in the following pattern:
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Analysing the three models together, we concluded that the price variation across moneyness was lowest in the case of the Hull-White (1988) model compared to the other two models. When Tables 4, 5 and 6 were examined jointly, we concluded that, of the three models that have been discussed, the capability of the correlated version of HW model to explaining/capturing the volatility smile is higher than the uncorrelated HW and classical BS. We also identified that, among all of the models, the price error of HW88 is the lowest. It prices DOTM & OTM call options better than the other two with the pricing error being close to −23%. However, Hull-White (1987) differs marginally with a pricing error close to −25%. Table 6 reveals that the pricing error of Hull-White (1988) is lowest, while the pricing error of BS is the highest in analysing Nifty index options.

Categorically, we find that BS and HW (1987) underpriced short-term options of all moneyness, while the stochastic variant of HW, i.e. HW (1988), overpriced ATM and ITM options. Table 6 shows that all models tend to overprice long-term DOTM, OTM and ATM options and underprice DITM options. Table 5 also presents evidence that, of the three models, the price error of HW (1988) is lowest across moneyness and thus it is the best to price Nifty call index options. Pricing performance of BS is also comparable, to a great extent, at least for ATM, ITM and DITM options. However, its performance in DOTM and OTM categories is extremely poor as it severely underpriced short-term DOTM & OTM options. The short-term pricing behaviour sequence of the three models can be arranged in the following pattern:
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Similarly, medium and long-term pricing sequence can be arranged like:
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A clear pattern results in short-term maturity options, but in medium and long-term categories the HW models cause overpricing of OTM and ATM options but underpricing of DITM Nifty index call options. Hence, we observe a systematic reduction (though not definite) in the price error of models in the following sequence: short term > medium term > long term. This finding implies that, with the increase in maturity, the performance of the models deteriorates. The data in Table 7, which exhibits the absolute percentage bias of models, do not reveal any new information but re-validate and support the results of Table 6. Furthermore, the pattern of the sequential effect indicates that the time to maturity is a crucial factor in the pricing performance of the discussed models, and the sequential representation of the models remains unchanged in all maturity classes (the price error decreases from DOTM to DITM options). Overall, Tables 6 and 7 jointly show that the pricing performance of HW (1988) is superior in options that are usually heavily traded viz. DOTM, OTM & ATM (Table 3). In addition to tables 6 and 7, figures 5 and 6 also provide additional information to support the result that the pricing bias of the correlated HW model is lower than the uncorrelated HW and benchmark BS model in DOTM, OTM & ATM groups. Figures 5 and 6 show the absolute and relative pricing bias of Black-Scholes and Hull-White’s (1987, 1988) models relative to the market.
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Figure 5. Price bias of Black-Scholes and Hull-White’s (1987, 1988) models
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Figure 6. Hedging performance of Black-Scholes and Hull-White (1987, 1988) (refer Table 4)




Table 7

Mean absolute percentage price bias statistics of Black-Scholes & Hull-White’s model

[image: art]


[image: art]

The combined analysis of Tables 5 and 6 demonstrates that the incorporation of stochastic volatility leads to a higher pricing effectiveness, but not across all groups of maturity and moneyness. As estimation of stable parameters in a stochastic framework is difficult, traders and practitioners may not prefer to switch to this complex mode of option pricing. Thus, we conclude that the performance of models varies based on how the models incorporate the financial characteristics of various observable and non-observable parameters. Furthermore, to ensure overall applicability of Black-Scholes and Hull-White models and to provide the most apt model to traders for pricing options, cross-sectional empirical analysis of the same data needs to be performed with other models of the family in the desired period.

Hedging Effectiveness

Table 8 reveals that the delta hedge performance of the Black-Scholes model is volatile compared to the Hull-White (1987, 1988) model. This finding indicates that the Hull-White models follow a return distribution. Overall, the performance of the Hull and White (1988) model is better than that of the other two models, perhaps because of the symmetric distribution of the Nifty index returns, especially during the period of the hedge. Delta, the hedging parameter of the models, is computed using the following parameters: index/underlying price 4214, risk free rate of interest 9.6%, initial volatility (volatility of index return) 35.44%, long run volatility 20%, half-life to volatility shocks 3 years, volatility of volatility 42.23%, correlation of asset return and volatility −0.64, time to maturity 28 days, and exercise price ranging 4600 to 6100 (in multiples of 100). Figure 6 graphically displays the hedging performance of the models in question.


Table 8

Hedging effectiveness: Price and delta statistics/simulation of Nifty index option
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Correlation Sensitivity of Hull and White (1988)

Figure 7 shows the correlation sensitivity of Hull-White (1988) with respect to the market price and indicates that the degree of correlation has a significant impact on the option prices. The price bias of a model and the market is the lowest in the case of a negative correlation, followed by zero correlation, and then positive correlation. This finding supports the fact that Nifty return and implied volatility follow a negative correlation (Figure 2) and indicates that negative correlation invariably drives down the OTM call option prices, whereas positive correlation drives them up.
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Figure 7. Correlation sensitivity of Hull-White (1988)



Although the Hull-White (1988) model suffers from some serious limitations such as a non-robust approximation and limits on the values of parameters which it accepts (because of Taylor series), the model is used extensively for pricing various option instruments. Such instruments include interest rate options, path dependent options, future options and exotic options, due to its adaptability and flexibility in estimation of parameters and its capacity to deduce the model parameters from discrete market data.

CONCLUSION

The Hull-White stochastic volatility models have been derived from empirical research analysis, which demonstrates that the assets return distribution is non-lognormal (Mandelbrot, 1963; Fama, 1965). The model wields its effect in strong moneyness and maturity pricing biases of Black-Scholes (Smith, 1976; Rubinstein, 1985; Wiggins, 1987; Derman & Kani, 1994). Having considered the concept and its applicability, we focus on determining the best alternative model based on specific distributional assumptions. We acknowledge that the core platform of almost all the stochastic models was substantially indicating toward the flexible distributional structure, which not only correlated underlying stock returns and its volatility, but also controlled the level of skewness and kurtosis. We deduced that the stochastic models improve pricing error significantly when compared to the classical BS model. Among the various options available, this paper finds the most suitable model and ensures that it works with actual data and outperforms other competitive models. We determined that the Hull-White model met these criteria. We reject the claim that HW’s model outperforms the BS because the former is unable to remove the pricing bias completely. Unknown factors such as random jump, market forces and other various uncontrollable dynamics may still cause options price volatility. As the Hull-White model is adopted as the most successful model, it can be assured that this model will perform even better when utilised in normal, average and stable conditions with better clutched controllability. The HW model satisfies the desire to keep investments protected under normal conditions. Following this analysis, we identify a dominant model that remained successful through one of the most difficult phases of the Indian economy.
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ABSTRACT

The forecasting of exchange rates remains a difficult task due to global crises and authority interventions. This study employs the monetary-portfolio balance exchange rate model and its unrestricted version in the analysis of Malaysian Ringgit during the post-Bretton Wood era (1991M1–2012M12), before and after the subprime crisis. We compare two Artificial Neural Network (ANN) estimation procedures (MLFN and GRNN) with the random walks (RW) and the Vector Autoregressive (VAR) methods. The out-of-sample forecasting assessment reveals the following. First, the unrestricted model has superior forecasting performance compared to the original model during the 24-month forecasting horizon. Second, the ANNs have outperformed both the RW and VAR forecasts in all cases. Third, the MLFNs consistently outperform the GRNNs in both exchange rate models in all evaluation criteria. Fourth, forecasting performance is weakened when the post-subprime crisis period was included. In brief, economic fundamentals are still vital in forecasting the Malaysian Ringgit, but the monetary mechanism may not sufficiently work through foreign exchange adjustments in the short run due to global uncertainties. These findings are beneficial for policy making, investment modelling, and corporate planning.
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INTRODUCTION

Since the collapse of the Bretton Wood system, the modelling-forecasting of foreign exchanges has become a popular but challenging task (Hu, Zhang, Jiang, & Patuwo, 1999; Leung, Chen, & Daouk, 2000; Panda & Narasimhan, 2007; Zhang & Hu, 1998). In the classical view (balance of payment approach), currency changes are simply determined by the current demand and supply for imports and exports. In the modern age, however, the global turnover in foreign exchange is much higher than can be explained by international trade alone. The classical model may determine where the exchange rate must converge to, yet it provides very little guidance regarding short-term fluctuations.

By the end of the 1970s, Dornbusch (1976), Frenkel (1976), Bilson (1978) and Frankel (1979), among others, advocated monetary exchange rate models for exchange rate determinations1. More recently, the influential work of Meese and Rogoff (1983a, 1983b, 1988) has challenged the reliability of these models as they empirically showed that the naive random walk benchmark model outperformed the monetary models in short-term out-of-sample exchange rates predictions2. A large number of subsequent studies scrutinised the Meese-Rogoff puzzle using different samples, various econometric specifications and assorted explanatory variables. The overall empirical evidence is at best mixed, and Meese-Rogoff’s finding of the poor forecasting ability (out-sample) of exchange rate models relative to the simple random walk has never been convincingly overturned, even in the recent works by Frankel and Ross (1995), Kilian and Taylor (2001), Cheung, Chinn and Garcia (2003), Rossi (2005), Engel and West (2005), Nwafor (2006), and Rogoff and Stavrakeva (2008), among others.

While the development of novel exchange rate theory has halted for nearly a decade, the new issue of foreign exchange forecasting has risen lately due to the recent global crisis in 2008. The policy responses of interest rate cuts and quantitative easing (QE) by central banks of Europe, the US and Japan have resulted in positive outcomes in the short run. Substantial central bank credits were channelled to the financial sector and provided monetary stimulus to accelerate economic growth. However, such moves have also augmented the risk of import inflation and currency depreciation of the host country, which simultaneously create additional pressures on emerging-market currencies (including the Malaysian Ringgit). Increasing concerns that QE will thrust the world into a global currency war and over the intricacy of regional export competition have collectively raised queries about whether the forecasting of foreign exchanges by economic fundamentals is still possible.

The impacts of global changes are especially significant for a small and open economy such as Malaysia due to the export-oriented development strategy3. The stability and predictability of Malaysian foreign exchanges are vulnerable to global risk and volatilities. Over the past four decades, Malaysia has practiced various exchange rate regimes, including the Bretton Wood system, managed floating, free floating and the currently used approach of currency-floating. However, government interventions are always evident, even when a floating regime is in place. The forms of intervention range from selling small amounts of foreign currency, domestic instruments, to sterilisation and even buying stocks in the domestic stock markets. Exchange rate misalignments were still captured at times during the economic boom of the early 1990s and during the 1999–2005 economic recovery (see Lee & Azali, 2005, Lee, Azali, Yusop, & Yusoff, 2008). Given the aforementioned considerations, we ask whether the Malaysian Ringgits exchange rate can be predicted by economic and monetary fundamentals? This paper will provide new insights by studying the case of the Malaysian Ringgit against the USD in the post-Bretton Wood era (1991M1–2012M12) before and after the subprime crisis.

To precisely capture the short-run fluctuations of the Malaysian Ringgit in the post-Bretton Wood era, the present study employs the modified monetary-portfolio balance model and compares three estimation procedures in the modelling-prediction process. Specifically, these procedures include Random Walks (RW), the Vector Autoregressive (VAR) method and the emerging technology of Artificial Neural Networks (ANNs). Presently, ANNs are often viewed as a class of machine-learning algorithms that draw inspiration from biological neural systems (Aamodt, 2010). This technique gained considerable momentum in the early 1990s, but limited attention has been given to the Malaysian Ringgit due to minor trading volumes in the foreign exchange market. This new technology is set to continue throughout the decade (Taylor & Lisboa, 1993) and the new millennium. These networks have proven to be good at solving many tasks in areas such as modelling and forecasting, signal processing, and expert systems (Lippmann, 1987). The neural network method has demonstrated its ability to address complex problems, and this method may enhance an investor’s forecasting ability.

The present study is organised in the following manner. Next section briefly reviews the recent literature on ANNs and foreign exchange forecasting. The theoretical depiction of our foreign exchange models is then provided, followed by the estimation procedures and data description. Subsequently, the paper elaborates the Malaysian foreign exchange regime and discusses the empirical results. In the final section, the paper concludes.

ANNs AND FOREIGN EXCHANGES

While time series econometrics has been popularised by economists since the 1980s, the application of ANNs in financial forecasting is more recent. ANNs are recognised in function approximation and system modelling as the mimicking of the biological neural system due to the ability to learn and generalise from experience. ANNs have been shown to be a promising tool in financial time series analysis and forecasting (see: Bishop, 1995; Hill, O’Connor, & Remus, 1996; Yao & Tan, 2000; Yaser, & Atiya, 1996; Yu, 1999; Bissoondeeal, Binner, Bhuruth, Gazely, & Mootanah, 2008). Notably, ANNs are capable of handling non-stationary time series and nonlinear modelling, especially in foreign exchange forecasting, on account of their distinctive properties, such as nonlinearity, nonparametric, self-adaptive, noise-tolerant, and flexible nonlinear function mapping capability without a priori assumptions about the data (see also Cao & Tay, 2001; Kamruzzaman & Sarker, 2004; Yao & Tan, 2000; Zhang, Patuwo, & Hu, 1998). Gencay (1999), for instance, compared the performance of a neural network with that of random walk and generalised autoregressive conditional heteroskedasticity (GARCH) models in forecasting daily spot exchange rates for the British pound, Deutsche mark, French franc, Japanese yen, and the Swiss franc. The results showed that the forecasts generated by the neural network are superior to those of the random walk and GARCH models.

More recently, Panda and Narasimhan (2007) successfully compared the forecasting accuracy of a neural network with that of linear autoregressive and random walk models in the study of one-step-ahead predictions of weekly Indian rupee/US dollar exchange rates. They found that the neural network generates superior in-sample forecasts than the linear autoregressive (LAR) and random walk models. Neural networks are also found to outperform both linear autoregressive and random walk models in out-of-sample forecasting. Note that limited studies of the Malaysian Ringgit are found in the literature. Among them, Lye, Chan and Hooy (2011) studied the RM/USD during 1991–2008 using the monetary models advocated by Meese and Rogoff (1983a, 1983b) and Sarantis and Stewart (1995) with inclusion of autoregressive (AR) terms. They confirmed that generalised regression neural network (GRNN)’s outputs outperform random walks and that potential misalignments are temporal and can be corrected by monetary adjustments. Lye, Chan and Hooy (2012) then studied the short-run predictability of monthly Chinese Yuan and Malaysian Ringgit against the USD using the GRNN with discrete and relative monetary fundamentals during 2005–2010. They arrived at a similar conclusion in that the GRNN outperformed random walks for both currencies. However, in both studies, the multi-layered feedforward network (MLFN) and the VAR approach were not applied.

In addition, the application of ANNs to short-term currency performance was fruitful in numerous studies, and the results suggested that ANN models do have some advantages when frequent short-term forecasts are required (Kuan & Liu, 1995). Additionally, Nasr, Dibeh and Abdallah (2006) concluded that the best ANN model is able to forecast exchange rates during periods of extreme fluctuations, and as a result of this research, they constructed various feedforward ANN models and trained them using the backpropagation algorithm to forecast exchange rate movements during periods of currency crises characterised by excessive volatility. Such advantages best describe our Malaysia model, which involves high frequency observations and a currency crisis period.


EXCHANGE RATE MODELS

The monetary-type exchange rate models can be broadly subdivided into sticky price, flexible price and interest rate differential models (Meese & Rogoff, 1983a; 1983b; 1988). Alternatively, the portfolio balance model focuses on the imperfect substitutability between domestic and foreign assets because of the risk premium (Hallwood & MacDonald, 2000). Attention is given to the demand of a set of portfolios, indexed as accumulated current account. When combined, the monetary-portfolio balance model of exchange rates can be represented by the following functional form,
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where * denotes foreign variables. St+1 is the bilateral exchange rate, (mt − m*t) is the differential form of relative nominal money supply, (ipt − ip*t) is the differential form of relative industrial production, (rt − r*t) is the nominal short term interest, (πt − π*t) is the differential form of inflation differential, and TB and TB* are the cumulated trade balance. In addition, t and t+1 are the respective series in present time and one period time ahead. More specifically, function (1) can be generalised and estimated by two separated models:

[image: art]

[image: art]

Model (1) relaxes the assumptions of identical income elasticity for foreign and domestic countries: the neutrality of money and interest parity inherent in Model (2)—the less-restricted or often called unrestricted form of monetary-portfolio balance model. In both models, the αs, βs and δs are parameters to be estimated, whereas εt and νt are disturbance terms. All series are transformed into natural logarithms before estimation.

Estimation Procedure and Data Description

ANN are composed of individual processing nodes in which the architecture (the arrangement of the connections between nodes, the flow of signals, and the number of layers in the network) is closely related to the learning algorithm that will consequently determine the function and performance of the network. In general, a network is trained by adjusting the values (weights) of the connections between nodes and the biases to acquire a target output for a particular input provided. (see inter alia; Hammerstrom, 1993; Hush, & Horne, 1993; Rumelhart, Durbin, Golden, & Chauvin, 1995). Despite the random walk estimation, we examine the performance of two types of ANNs; MLFN and GRNN, in predicting the exchange rate of the Malaysia Ringgit against the US dollar (RM/USD).

The backpropagation algorithm is the most popular learning technique for multi-layered feedforward networks4. Basically, the learning algorithm involves changing the values of the weights and the biases in an iterative manner such that the output generated by the network approximates the underlying function of the training data. In a typical backpropagation neural network, the error, i.e., the difference between the network output and the target, is back-propagated through the network and used to adjust the weights such that the error decreases with each iteration. The output of the network is compared to the target, and the algorithm adjusts the network’s weights and biases until the performance function, for instance, the mean square error (MSE), is minimised and is within a specified tolerance limit. Specifically, Hornik, Stinnchcombe and White (1989) concluded that, if a sufficient number of hidden nodes are used, the standard backpropagation networks using an arbitrary transfer function can approximate any measurable function precisely in a satisfactory manner.

The GRNN was first proposed and developed by Specht (1991). GRNN is a class of neural networks that is closely associated with the radial basis function network (see Powell, 1987). GRNN is based on the kernel regression, a standard statistical technique, and does not require an iterative training procedure such as that required by the backpropagation network. GRNN usually involves more nodes than a standard feedforward backpropagation network due to the limitation of the radial basis function nodes, in which it can only respond to relatively small regions of input space; however, the procedures for designing a GRNN usually require less time than training a standard feedforward backpropagation network. The performance of GRNN has been proven in some of the preceding studies conducted in non-parametric functional approximations5. If Di = (x − pi) is the distance between the training sample and the point of prediction, the output of the GRNN can be defined as:
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where s is the smoothing parameter, and wi is the weight of the point of prediction. The procedures for achieving the best neural network are rather subjective, and the most common method for determining the optimum number of hidden nodes is via systematic experimentation or by trial and error6. For this study to achieve a more parsimonious MLFN model and to avoid the over-fitting problem, we use a three-layer (input-hidden-output) feedforward network with one hidden layer based on the findings that show a single hidden layer is sufficient for ANNs function approximation (Cybenko, 1989; Hornik et al., 1989). We also restrict the maximum number of hidden nodes in both MLFN models to 20, i.e., twofold the number of input nodes in Model 2 based on the practical guideline provided by Wong (1991). The number of hidden nodes is determined through the systematic experimentation procedures, as shown in Table 1.


Table 1

The summarised procedures in the MLFN model



	Step 1:
	Stratify the 264 historical data into 24 successive intervals with 11 data in each interval. Randomly select one data from each interval. The selected 24 data (or about 10%) shall be use for validation, where as the remaining 240 data (or about 90%) for training.



	Step 2:
	Construct a 3-layer feedforward network with nh nodes in the hidden layer (initial nh = 2).



	Step 3:
	Train the network by using the data set obtained in step 1. Repeat this step for 100 times. Initiate the weights and the biases of the network each time before the training start over.



	Step 4:
	Save the network that yielded the smallest MSE.



	Step 5:
	Increase the number of nodes (nh) by one.



	Step 6:
	Repeat step 2 to 5 until nh = 20.



	Step 7:
	Select the best network that yielded the smallest MSE (out of the 19 networks built separately for nh from 2 to 20) for out-of-sample forecasting.



	Step 8:
	Use the optimal network to forecast the predicted value (yt+1) for a set of input variables (xt).



	Step 9:
	Initiate the weights and the biases of the network and retrain the network by using the data set obtained in step 1, together with the last data used in step 8 (xt and yt+1).



	Step 10:
	Forecast the predicted value (yt+2) for a set of input variables (xt+1) by using the network trained.



	Step 11:
	Repeat step 9 and 10 until all out-of-sample data are tested.





The model employs a sigmoid transfer function in the hidden layer and a linear function in the output layer, and it is trained using Levenberg-Marquardt backpropagation (see Hagan & Menhaj, 1994). In addition, a pre-processing is performed by normalising the data into the interval [−1, 1] to improve the efficiency of network training, and the mean square error (MSE) is used as the performance function. We train each MLFN network 100 times by using 100 sets of different initial weights and biases for each number of hidden nodes (starting from nh = 2 until nh = 20). The best MLFN that yielded the least MSE among all the trials will be selected as the optimal model for out-of-sample forecasting. As a result (after step 1 through step 7 in Table 1), the optimal MLFN models for exchange rates in Model 1 and Model 2 are 6-18-1 and 10-17-1, respectively.


Table 2

The summarised procedures in the GRNN model



	Step 1:
	Stratify the 264 historical data into 24 successive intervals with 11 data in each interval. Randomly select one data from each interval. The selected 24 data (about 10%) shall be use in determining the best spread constant sb, whereas the remaining 240 data (or about 90%) for model construction.



	Step 2:
	Construct a GRNN with spread constant s by using the remaining 90% of the data obtained in step 1, (initial s=0).



	Step 3:
	Obtain the MSE with the network built by simulating the selected 10% of the data obtained in step 1.



	Step 4:
	Repeat step 2 and 3 by increasing the spread constant s by 0.005 in each repetition until s=10.



	Step 5:
	Select the spread constant sb of the GRNN that yield the smallest MSE (out of the 2000 GRNNs built respectively for s from 0 to 10) for out-of-sample forecasting.



	Step 6:
	Construct a GRNN with spread constant sb by using all the 200 data to forecast the predicted value (yt+1) for a set of input variables (xt).



	Step 7:
	Rebuild a GRNN with the same spread constant sb by using all the 200 data, together with the last data used in step 6 (xt and yt+1).



	Step 8:
	Forecast the predicted value (yt+2) for a set of input variables (xt+1) by using the GRNN.



	Step 9:
	Repeat step 7 and 8 until all out-of-sample data are tested.




For the GRNN, the procedures to obtain the optimal GRNN model in this paper mainly focus on attaining the best smoothing factor (or spread constant). The larger the smoothing factor in the GRNN, the smoother the network function will be. However, a larger smoothing factor does not necessarily promise superior accuracy. With the initial spread constant s = 0, and gradually increasing by 0.005 until s = 20, the spread constant of the GRNN that yielded the smallest MSE among all the 2000 trials will be chosen as the best spread constant sb (as shown in step 1 through step 5 in Table 2), and it will be utilised for out-of-sample forecasting. Consequently, the best spread constant sb chosen for exchange rates Model 1 and Model 2 are 0.065 and 0.095, respectively.

In this paper, the RW and ANN models use 240 historical months of data (20 years) of the exchange rate of the Malaysia Ringgit against the US dollar from the period of January 1991 to December 2010 for model building. The remaining 24 months of historical data (2 years) from January 2010 to December 2012 were kept for testing, i.e., out-of-sample forecasting. The remaining 60 months are further split into 24 months and 36 months. All monthly data are sourced from the International Financial Statistics (IFS), IMF. As the benchmark RW model is a one-step-ahead forecasting model because it employs existing observation St to forecast the succeeding value St+1, we conduct similar forecasting for the ANN models to make a more rational comparison between these models. Hence, all the ANNs are retrained each time a more recent observation is available. The process is repeated until all the 24 monthly out-of-sample data are utilised. We rely on four popular criteria to evaluate the models’ out-of-sample performance, namely the Root Mean Square Error (RMSE), Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), and Theil’s Inequality Coefficient (Theil-U):
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where St is the actual observation, [image: art] is the forecasted value, and T is the number of predictions. In a comparative study, the model that yields a smaller value in all such criteria is superior to the other models.

MALAYSIA FOREIGN EXCHANGE REGIME

The Malaysian Ringgit (RM) was formerly known as the Malaysia Dollar (M$). The M$ was created in June 1967 to replace the old Sterling-link Malaysian/Straits Dollar. In 1971, the M$ was linked to Pound Sterling (₤) at a fixed rate of 7.4369 M$/₤. With floating of Sterling and dismantling of Sterling Area, Malaysia adopted the US Dollar (USD) with a fluctuation range for the Effective Rate as an intervention currency in place of the Sterling in 1972. The intervention of the Malaysian Central Bank was to maintain stability in the value of domestic currency in relation to foreign currencies. Due to the devaluation of the USD in February 1973, the Malaysian Dollar was realigned to 2.53 M$/USD based on currency’s unchanged gold content. On 21 June 1973, Malaysia placed a controlled, floating effective rate.

In 1975, the Malaysian Dollar was officially changed to the Ringgit (RM), and the controlled but floating effective rate was replaced (see Figure 1). The external value of the Ringgit was determined based on the weighted basket of foreign currencies of Malaysia’s major trading partners. The same exchange rate determination was sustained until the Asian Financial Crisis of 1997/98. During the crisis year, the overvalued Ringgit depreciated sharply against the US dollar by more than 40%. To stabilise the financial market, Malaysia imposed capital control and returned to a fixed exchange rate that pegged to the US dollar at RM3.80 in September 1998. As part of the economic recovery strategy, Malaysia has committed to export-led growth policy based on maintenance of their undervalued and pegged currencies against the USD. On 21 July 2005, Malaysia responded to China’s de-pegging announcement within an hour after the 7-year pegging. Akin to the Chinese policy, BNM allows the Ringgit to operate in a managed floating system based on a basket of several major currencies. Though fluctuation of the Malaysian Ringgit against the USD was evident during the Subprime crisis in 2008/09, Malaysian banks do not have much impact due to global financial turmoil; the collective exposure of Malaysian banks to the sub-prime mortgage-backed Collateralised Debt Obligations was estimated to be less than US$100 million. However, the manufacturing and export sectors were heavily impacted by the decline of global demand.
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Figure 1. Malaysian Exchange Rate Regime, 1960M1–2012M12



EMPIRICAL DISCUSSION

The applicability of a forecasting model is determined by its prediction quality. The prediction quality is determined by comparing the forecasted outputs to the actual known values. As shown in the previous section, the MLFNs with the structure of 6-18-1 and 10-17-1 are selected for Model 1 and Model 2, respectively, whereas in the GRNNs, the spread constants for Model 1 and Model 2 are 0.065 and 0.095, respectively. The forecasted values over the 24-month forecasting horizon obtained from the ANN and RW models, in contrast to the actual values, are plotted in the following Figure 2 and Figure 3 for Model 1 and Model 2, respectively, to provide a clearer picture of the forecasted values.
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Figure 2. Actual and forecasted values (24-month horizon) of Model 1
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Figure 3. Actual and forecasted values (24-month horizon) of Model 2



Overall, we can see that all the forecasting models are generally able to forecast quite accurately (as shown in Figure 2), except it is noticeable that the predicted value at the 7th month of the GRNN departs significantly from the actual value. After further study, we believe that the reason for this departure could be due to the sudden abrupt change in the inflation rate in Malaysia that significantly altered the inflation logarithmic differential (lnπt − lnπ*t), from 0.1111 in the 6th month to −0.6348 in the 7th month. Otherwise, it is clear that the differences between the actual values and the various forecasted values after the 21st month increased. This result is most likely also caused by the larger inflation differential in the 22nd month to the 24th month (with values in the range of 0.8672 to 0.8809), which are much greater than other data with inflation logarithmic differential values only between the ranges of −1.1069 to 1.1108. Conversely, the overall forecast performances of the predicting models (as shown in Figure 3) are considerably better, i.e., the forecasting performance of all predicting models under the modified version of monetary-portfolio balance exchange rate model (Model 2) are better than the basic version (Model 1). However, the difference between the actual value and the predicted value in the 7th month of the GRNN and MLFN is still observable, which most likely occurred because of the sudden change in the Malaysia inflation rate as well.

To evaluate the respective forecasting capability of the monetary models based on the GRNN and MLFN methods, we employ RMSE, MAE, MAPE and Theil-U as performance evaluation criteria. At the same time, the RW and VAR model are taken as benchmarks. The evaluation results for the out-of-sample performance, with and without the subprime crisis period, are reported in Table 3 and Table 4, respectively. The values in parentheses in both tables represent the ranking of the model in each setting.


Table 3

Assessment of forecasting (24-month horizon) without subprime crisis
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Note: Figures in the parentheses ( ) denote the respective ranking of the models according to each criterion.

The results without the subprime crisis (Table 3) show that the out-of-sample forecasts of the ANNs are more accurate than the RW and VAR forecasts by all criteria in both monetary Model 1 and Model 2. Specifically, the results in this study show that the MLFN models also outperform the GRNN models by all criteria. These findings are consistent across the four performance selection criteria over the 24-month forecasting horizon. The result is consistent with Panda and Narasimhan (2007), who investigated the Indian Rupee/USD and arrived at a similar conclusion. However, the predictability is subject to the setting of appropriate numbers of hidden nodes. In addition, the results also indicate the superiority of the unrestricted form of monetary Model 1 (Equation 3) in forecasting the exchange rate in comparison to Model 1 (Equation 2). We believe that the outperformance of Model 2 could be due to its larger number of predictor variables, i.e., 10 predictor variables in Model 2 compared to 6 predictor variables in Model 1.

Next, we proceed with the assessment of forecasting that includes the subprime crisis period (Table 4). Similar to results without the subprime crisis, the out-of-sample forecasts of MLFN and GRNN outperform both RW and VAR forecasts by all criteria for both monetary Model 1 and Model 2. Comparison of the neural networks technique with the VAR and RW walk models confirms the recent findings by Lye et al. (2011, 2012), who showed that the neural networks approach could significantly improve the predictability of the Malaysian Ringgit. In fact, our finding provides new insights in addition to those of the aforementioned previous studies that found superiority of ANNS over RW, but without both the estimation of MLFN and the assessment of subprime crisis period.


Table 4

Assessment of forecasting (24-month horizon) with subprime crisis
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Note: Figures in the parentheses ( ) denote the respective ranking of the models according to each criterion.

Though the forecasting has slightly weakened when post-crisis data included, the present study is consistent with Nasr et al. (2006) in finding that the best ANN model is able to forecast exchange rates during periods of extreme fluctuations, e.g., the subprime crisis. Additionally, the unrestricted monetary Model 2 has consistently reported superior out-of-sample forecasting performance than the restricted Model 1. To some extent, this finding supports the novel finding of Baharumshah and Liew (2006), who found that both the nonlinear Smooth Transition Autoregressive model and the linear Autoregressive model of purchasing power parity outperform, or at least match, the performance of the RW model. In other words, the RM/USD can be predicted by monetary fundamentals in a less restrictive manner.


CONCLUSION

This paper employs two Artificial Neural Network (ANN) estimation procedures, i.e., MLFNs and GRNNs, to forecast the process of RM/USD under the monetary-portfolio balance model (Model 1) and its unrestricted version (Model 2) over 1991M1-2012M12. The out-of-sample forecasting assessment reveals that both ANN estimations outperformed the benchmark random walks and VAR models. In particular, the MLFNs outperform the GRNNs, whereas the latter outperform the RW and VAR models. Our result is consistent with those of Engel and West (2005) and Baharumshah and Masih (2005), among others, in the assessment of monetary models for predicting foreign exchange movements among developed and emerging markets; however, we disagree with the Meese-Rogoff puzzle that foreign exchange forecasts were not as good as those of a naïve random walk. Our result holds true even when the post-subprime crisis period was included.

Furthermore, this paper shows that the unrestricted monetary model has superior out-of-sample forecasting performance compared to the restricted monetary model. This finding suggests that the economic fundamentals are vital in forecasting and explaining the RM/USD movements, but the assumptions of money neutrality, absolute purchasing power parity and identical income elasticity do not hold in strong form across Malaysia-US. In fact, we expect that the monetary mechanism may not sufficiently work through foreign exchange adjustments in the short run due to global uncertainties, whereas fiscal policy has carried more of the burden of economic stabilisation during 2008–2012.

In conclusion, the superior performance of Model 2, modelled by MLFNs in predicting RM/USD, is beneficial in assisting Malaysian policy makers to conduct a more appropriate and comprehensive policy that will subsequently entail monetary stability and sustainable economy development. It is also useful for investors to formulate investment and trading strategies, as well as for multinational companies in corporate planning. Finally, it is anticipated that if more deterministic variables can be identified, in addition to the usage of updated series, the performance of ANNs in modelling and forecasting the foreign exchange can be further enhanced.
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NOTES

1.      Monetary approaches are asset pricing views of the exchange rate. The central idea is that agents have a portfolio choice decision between domestic and foreign assets. Those instruments (either money or bonds) have expected returns that could be arbitraged, and such arbitrage opportunities determine the process of the exchange rate. The Mundell-Fleming framework remains the workhorse model of policy analysis, which fit well in the theoretical framework and appeared highly effective in explaining why flexible exchange rates had been volatile in the post-Bretton Wood era.

2.      They have shown that the monetary models’ forecasts of future nominal and real exchange rates were not as good as than those of a naïve random walk. This result was unusual, as the random walk model does not utilize any information on fundamentals. Even more surprisingly, the out-performance of the random walk also held for conditional out-of-sample forecasts, which use realized values of the fundamentals - economic variables rather than the lagged exchange rate, which does not have an economic interpretation. This is against prevailing theory because real exchange rates are not traded assets or market variables, whose prices are subject to arbitrage conditions. Nominal exchange rates, however, are market variables, but there is no reason to expect them to be random walks in the presence of nominal interest rate differentials or risk premia.

3.      Malaysian trade openness is now among the highest in the world, approximately 200% of its GDP. Though Malaysia has tried to diversify its economy activities and expand its domestic consumption in the past decade, the aggregate demand still largely relies on its external trade.

4.      The backpropagation algorithm is one of the most commonly used learning algorithms for multi-layer feedforward networks and its performance is acknowledged by others, for instance, Adya and Collopy (1998), Kamruzzaman and Sarker (2004), Gradojevic and Jing (2000), Yao and Tan (2000).

5.      See, for instance, Chen and Leung (2005), Leung et al. (2000), Wittkemper and Steiner (1996).

6.      See, for instance, Kamruzzaman and Sarker (2004), Panda and Narasimhan (2007), Zhang and Hu (1998).
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